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Chapter 1 - Introduction

In the ‘New Generation Artificial Intelligence Development Plan’, put in effect in 2017, the
Chinese government lays out how artificial intelligence can help China forward. One of the
subjects in this plan is the use of facial recognition technology to help safeguard the
national security. The use of facial recognition technology in China is already quite
advanced and Chinese people are becoming more and more familiar with the benefits of
this piece of technology. However, the Chinese government so clearly chooses to further
develop facial recognition technology in order to help improve the national security, it has
also received criticism by some journalists for doing so (see e.g. Strittmatter, 2019;
Doffman, 2018; Mitchell & Diamond, 2018; BBC, 2017; Gillespie, 2018; Lin & Chin, 2017).
These journalists fear that the Chinese government is overstepping boundaries of the
rights to privacy in order to gain a sense of national security. Mozur (2019) even brings
to light the use of facial recognition technology to monitor and to crack down the Uyghur
ethnic minority in Western China. ‘It is the first known example of a government
intentionally using artificial intelligence for racial profiling, experts said.” (Mozur, 2019).
Taking into account the benefits but also these rough downfalls of facial recognition
technology, the impetus of writing this thesis was to see what the Chinese government
itself declares when talking about facial recognition technology; after having received this
much criticism about the use of facial recognition technology, how do they respond? The
main research question for this thesis will therefore be: what is the message that the
Chinese government conveys to its people concerning facial recognition technology?

In answering this research question, this essay touches upon two concepts that are closely
related, but that also conflict at times: privacy and security. The academic debate on the
relationship between the two is already very extensive, so this essay will not try to add
any knowledge to this information; it will only provide with an overview of this debate,
as this is necessary in grasping the underlying problem of the research question (see
chapter 2.1). Next, the topics of artificial intelligence and more specifically facial
recognition will be discussed. These are also topics about which much academic debate
already exists (see chapter 2.2). Although being a very contemporary subject at the time
of writing this thesis, facial recognition technology has been discussed by scholars at
length. As will also be clear from chapter 2.2.3, facial recognition technology is a topic that
leads to much controversy, especially in the media. Even though this controversy exists,
the Chinese government continues to apply this technology. The goal of this thesis and the
addition it is to the existing debate, is to find out how the Chinese government conveys
the message it is using this controversial piece of technology to its people. By analyzing
the tone of voice and the other subjects of state media articles about facial recognition
technology (see chapters 3 and 4), this thesis will try to add to the existing debate.
Although also receiving international criticism (e.g. Ma, 2018; Marr, 2019; Vlaskamp,




Persson & Obbema, 2015), and having close ties to surveillance as well, this thesis will not
cover the debate on the Chinese social credit system (see for example Fan, Das, Kostyuk
& Hussain (2018) for more information) for the sake of scope. There will also not be too
much detailed technological explanation on facial recognition technology, as basic
knowledge of what it can do suffices for the understanding of this thesis.




Chapter 2 - Theoretical Framework

This chapter will outline the existing academic debate on the different topics of this thesis.
It is divided into two main parts: the first part gives a general and a China-specific
overview on the topics of privacy and security; the second part will discuss the rise of
problems between technological innovation on the one hand - more specifically artificial
intelligence, and, as a part of this, facial recognition technology - and privacy issues on the
other.

2.1) Privacy versus Security

With the development of technological innovations, some scholars are worried about
what impact that will have on their privacy (e.g. Santanen, 2019; Kaplan, 2019; Gogus &
Saygin, 2019). Santanen (2019) even states that ‘new technologies represent the single
greatest category of threat to the preservation of individual privacy’. As these
technologies are more and more embedded in our lives and people start to need them to
function properly, people also providing these technologies with more information about
themselves. It seems that, in modern day society, everybody seems to agree that privacy
is such an integral part of human beings that no one should never try to invade it. This is
where a popular debate rises: what if people’s individual security is compromised, is
privacy protection then still paramount? To answer this question, this paragraph will first
investigate the definitions of both concepts and look further into why there is a dichotomy
between them. Then, this knowledge will be placed in a cultural context: does this popular
agreement of the importance of privacy really apply universally? At last, the debate on
privacy versus security will be discussed in the light of technological innovations and
especially artificial intelligence.

2.1.1) Privacy

First, what is privacy exactly? The dictionary says that privacy is ‘the freedom from
unauthorized intrusion’.! In other words, the free possibility to keep information that you
do not want others to know, to yourself. Parent (1983) defines privacy as ‘the condition
of not having undocumented personal knowledge about one possessed by others. A
person’s privacy is diminished exactly to the degree that other possess this kind of
knowledge about him.” This means that as long as people do not have undocumented
personal knowledge about you, you remain having privacy. The degree in which people
do have this undocumented personal knowledge about you equals the degree to which

1 Privacy (n.d.) In Merriam-Webster’s collegiate dictionary. Retrieved from https://www.merriam-
webster.com/dictionary/privacy




your privacy is diminished. By ‘personal knowledge’, Parent (1983) means the ‘facts about
a person which most individuals in a given society at a given time do not want widely
known about themselves’. Both definitions of privacy include the unwanted possession of
information that one would rather not share widely with others. I believe everyone would
agree with the fact that all people have a right to privacy, which is why the Universal
Declaration of Human Rights also includes this right to privacy (United Nations, 1948).
Article 12 states: ‘No one shall be subjected to arbitrary interference with his privacy,
family, home or correspondence, nor to attacks upon his honor and reputation. Everyone
has the right to the protection of the law against such interference or attacks.” This law
protects human beings from their invasion of privacy by higher powers, such as
governments for example. Thomson (1975) goes as far as to state that ‘the most striking
thing about the right to privacy is that nobody seems to have any very clear idea what it
is’. What this rather critical viewpoint puts forward anyway is that the right to privacy
and privacy is a multi-facetted debate. In this debate, there is however an underlying
question that needs to be explored, which is simply looked over as every individual has
an instinctive sense of the answer: why do people value privacy that much?

According to Bloustein (1964), the need for privacy has everything to do with human
dignity. He explains that the person, who has no privacy left at all, of whom everybody
knows everything, will start to merge with the masses, as his thoughts and feelings
gradually become those of everyone. This person is not an individual anymore, and thus
stripped of all his dignity. The merging of this person with the masses through the loss of
privacy is not a sudden process; the more privacy one has, the more one is an individual
in his thoughts and feelings, and vice versa. In the same line of thought, privacy also
promotes freedom: if not everything is known about a person, thus them having some
kind of privacy, this person will have some individuality which makes them free to be
themselves. Fried (1970) states that ‘privacy provides the rational context for a number
of our most significant ends, such as love, trust and friendship, respect and self-respect.
Privacy is a necessary element of those ends, [but] not the whole, [so] we have not felt
inclined to attribute to privacy ultimate significance.” To put it shortly, people value
privacy so much as it gives them a sense of freedom and individuality, and provides with
a context for bases on which to fund relationships with others.

2.1.2) Security

Second, how does this notion of privacy then relate to security? Again, looking at the
dictionary for a definition on security, it says: ‘the quality or state of being secure’, to
which follows the definition of secure as: ‘free from danger, free from risk of loss, affording
safety’. The nature of this danger could be physical, in which case security would be the
protection of people against physical harm such as violence, murder and rape. The nature
of the risk of loss lies more in the fact that security entails the protection of your




possessions from being stolen, damaged or otherwise compromised. According to Hobbes
(1996), protection from each other is the sole reason for the emergence of states. Security
is still today one of the most important tasks of a national government: they are in charge
of the army, navy, air force, police but also cyber security for example. Not every country
has armed forces (Costa Rica even abolished armed forces by constitution in times of
peace) but the protection of its civilians even then is a major task of the government.
People, like privacy, also require a sense of security for their quality of life. Also, like
privacy, security enhances people’s individual freedom: living with fear or anxiety of
something bad happening to you or your goods being stolen from you, makes your mind
preoccupied with these cases, instead of enjoying your life free of worries.

2.1.3) Conflict between privacy and security

Even though the two concepts of privacy and security both promote a sense of individual
freedom, they at times also clash. The government or other institutions can sometimes
require information from people, with or without their consent, in order to prevent a
threat to security from happening. A basic example of this is airport security. People
traveling by airplane are aware of their luggage being checked and scanned, and they
cannot but consent to this, as traveling by airplane is otherwise not possible. Travelers
are willing to give up their privacy of the contents of their bags to enhance security in the
air. However, people do not always consent this easily to giving up privacy for the gains
of security. The rise of technology, that processes this data (also known as information
technology) has certainly sharpened this dichotomy. This chapter will later provide more
information on this matter. Cyber security has definitely found its place next to national
security as an important task of the government. Many governments are therefore
granted by law to monitor and collect personal data from its citizens, in order to prevent
any threats to the security from occurring, even when this means infringing upon one’s
right to privacy. As security is such a capital task for governments, they want to able to
safeguard it at any cost. An example of where a government wanted to take its ability to
infringe upon individuals’ right to privacy, and where in the public eye the importance
between privacy and security clashed, was the Dutch ‘Wet inlichtingen en
veiligheidsdiensten’ [Law on Intelligence and Security Services]| (abbr: Wiv). As
Modderkolk (2016) describes, the Dutch parliament had made plans for this new law, that
made it possible for the Dutch intelligence services to tap internet traffic from its citizens
without having a direct lead to do so: not only those who were already being monitored
by the Dutch intelligence services, but practically anybody’s internet traffic could be
monitored, in order for the government to be able to locate people who pose a threat to
national security at a much faster rate. Modderkolk (2016) says that the Dutch parliament
believed this law was necessary as ‘cyberthreats and threats of terrorist attacks were not
recognized soon enough’. Soon, a voice against this law came from Dutch citizens, as they
feared their privacy was to be severely compromised by the law. Amnesty International,




for one, writes? that the Wiv goes against human rights, as it would pose an unnecessary
threat to privacy and freedom of speech. ‘Data of those, who do not pose a threat to the
national security, should not be collected and analyzed systematically and on alarge scale’,
the website states. In light of this potential breach of privacy, a consultative referendum,
established by Dutch citizens, was held questioning whether people were in favor or
against this law. The majority of the Dutch people voted against the law, giving the Dutch
government the message that it should not go forward with the law in that form. The
public debate on the Wiv is an example on when security and privacy openly clash. The
Dutch people chose in favor of their privacy in the referendum; the government still
continued to establish the law, albeit in a different form, which was in the end less
invading to the privacy of those who do not pose a threat to security. The protective task
and the possibility of privacy invasion of citizens by the government in this case was very
publicly disputed, which shows that privacy is a matter of fundamental rights to many.

2.1.4) Privacy in China

Following the Sapir-Whorf hypothesis that the language one speaks also shapes the way
the speaker sees the world, the notion of ‘privacy’ shall be experienced the same in a single
language community. As these language communities differ from each other, so differ the
notions of privacy also. According to McDougall & Hanson (2002) state that it is ‘quite
commonly claimed [...] that the Chinese language lacks an equivalent vocabulary for
privacy and that therefore Chinese people do not have a sense of privacy’. He (1996) also
states this, adding to the idea that the Chinese do not have a term for privacy that
‘Westerners only base the definition of privacy on Western values.” According to He
(1996), Westerners also believe that due to a historical disbalance between right and
responsibility in China, personal responsibility for households and society gained more
importance than rights, which meant that the Chinese had no rights, and therefore no
privacy. Thirdly, He (1996) says that in ‘Chinese culture, duty comes first, and rights come
second. [...] The second placement of rights over duty implies the denial of privacy.’
Although the argument, that Chinese culture does not possess a notion of privacy, is
extreme, as McDougall & Hanson (2002) also underline, privacy in China is a fairly new
academic research topic. This part of the chapter will relate the previous knowledge about
privacy to what the Chinese believe of this notion.

When looking in a dictionary, privacy is translated to Mandarin Chinese as yinsi [[&fA]3.
The first character yin on its own means ‘hide from view, conceal’, whereas si means
‘private, selfish’. According to Zarrow (2002), the modern Chinese notion of privacy can
be traced back to late 19th century discussion on the relationship of si [fA] ‘private’ in
relation to the realm of gong [#] ‘public, public space’. ‘Promoting si at the expense of

2 https://www.amnesty.nl/mensenrechten-in-nederland/veiligheid-en-mensenrechten/sleepwet
3 https://www.youdao.com/w/eng/privacy/#keyfrom=dict2.index
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gong had been condemned as selfish [...]. The cultivation of personal morality beyond the
élite and in the private sphere was for the first time promoted as the basis of public
authority.” (Zarrow, 2002). Nearing the end of the imperial era in China in the late 19th,
early 20th century, the relationship of the private life and the public life began to shift,
making way for a sense of personal secrecy to be kept. The rise of communism, as a ‘strong
reinforcement of gong’, caused for the si to become almost a ‘survival technique’, as
opposed to the constant group thinking communism inclined. From the Cultural
Revolution and the reforms of Deng Xiaoping onwards, the balance between gong and si
shifted again, making ‘privacy [...] an ethics of trust in a disordered, anonymous and
insecure economy [...]." (Zarrow, 2002). The importance of privacy in China has therefore
changed much in the past century.

He (1996) continues in the line of thinking that si and gong are related in the meaning of
both words. As opposed to the definitions of privacy given earlier, He (1996) discerns two
types of privacy: personal privacy and communal privacy. An important aspect of general
privacy is the protection from outside ‘intruders’ into matters that people wish to keep to
themselves. The difference that He (1996) makes from the beforementioned notice of
privacy however is that this intrusion can not only happen to individuals, but also to
whole groups of people. This is then what He would call the intrusion of communal
privacy. Private affairs can also play within groups, and to maintain the privacy of this
matters, the members of a group must work together to keep it that way. The distinction
between in-groupers and out-groupers is the basics for ensuring this group privacy; to
see who belong to ‘your group’ and who do not. According to He (1996), the importance
of the sense of belonging to a group stems from the ancient Chinese core of society: the
family. ‘The place of the individual is submerged by the interests of the family’. (He, 1996).
He himself says that he is critical towards the Western view that the Chinese do not have
a notion of privacy: ‘that our notions of privacy are not the same, does not mean we [the
Chinese] do not have one. The Chinese not only have a notion of privacy, but also value it
very much.’ (He, 1996). And He is not the only one critical against this Western research
into (Chinese) privacy. Lii (2012) describes that Western privacy issues are traditionally
confined to the private, i.e. individual, domain. Nevertheless, with the emergence of the
technological era, this notion of privacy does not apply solely to the private domain
anymore: privacy in the public area has become a matter of more importance. Lii (2012)
then critically continues to conclude that Western research on this new public domain
privacy has been research by trying to forcefully fit the existing theories on private
domain privacy into this new realm, creating all kinds of deficiencies. According to Li
(2012), because of the Chinese traditional awareness of this notion of public domain
privacy, this should contribute to a better understanding of privacy as a whole.
Nevertheless, as Western research has both theoretical and practical value, Chinese
scholars should use this to form their own theories on privacy (Lii, 2012).
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So, what is this public domain privacy exactly? According to Lii (2012), the development
of information technology is closely related to the emergence of this public domain
privacy. The collection and analysis of data, including personal information that not
everybody wants to share, gives rise to privacy problems. As this data collection and
analysis happens in the public domain (it is not in the hands of the individual anymore),
Li’s thought is that the unwanted sharing of personal information is a great risk to the
privacy of the society. Mi (2013) takes e-commerce as a lead to show risks in privacy: e-
commerce involves among others bank payments, commercial advertising services,
insurances, etc. These data are very personal, and if the data protection is not done
properly enough, there is a substantial risk of private data leakage. Mi (2013) suggests
that there are still improvements to be made in China on the field of private data
protection. He proposes there should be better legislature about data protection, the
establishment of a protection certification system, and that the e-commerce companies
should improve their privacy policies.

This first part of the chapter has looked into some definitions, some similarities but also
some differences between the concepts ‘privacy’ and ‘security’. Both valued highly by
many, individual privacy and protection from harm are important rights that people have.
However, at times, they can also clash with one another. In the example of the Dutch Wiv,
the clash was a result of the government wanting to give itself the power to infringe its
citizens’ privacy rights without them being an immediate threat to national security. The
Dutch government in this case chose to enhance security at the cost of privacy of its
citizens. As for China, there is a popular idea that, as the Chinese language does not contain
a one-on-one translation of the English ‘privacy’, the Chinese do not have a notion of
privacy at all. Chinese scholars like He (1996) and Lii (2012) are critical of this view,
stating that the Chinese sense of privacy is just different, not non-existing. As traditionally,
the Chinese attach more value to the community, they both discern private domain
privacy and public domain privacy. The latter receives more and more attention in China
due to the rise of information technology. The effect that this technology has on the
balance between privacy and security, but also on the definition of the two, is significant.
The information that people, before the emergence of internet, used to have for
themselves, they know often share with their mobile phones, computers, etc. This new
type of information sharing requires protection, as some of this information could be very
private. The next chapter will discuss in more depth the relation between privacy and
technological innovations, of which the emergence of artificial intelligence is the major
point of interest.

2.2) Technological developments and privacy

When looking at the relation between technological advancement and privacy, as briefly
mentioned in the previous part of this chapter, there is one development that has sparked
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unrest and critique for its danger to privacy: the rise of artificial intelligence. This part of
the chapter will first outline what artificial intelligence exactly is, and secondly, what
causes this kind of technology to be critiqued for its risk to privacy. Then, this knowledge
will be assessed in a Chinese context: how does China deal with this artificial intelligence
development? Lastly, this chapter will look at the application of facial recognition by the
Chinese government, before moving on to the analysis on how the government conveys
the message of this application to the public.

2.2.1) Artificial Intelligence

Artificial intelligence (abbr: AI) has quite remarkably never been defined with a
single, universally adapted definition. Stone (2016) states strikingly that ‘an accurate and
sophisticated picture of Al - one that competes with its popular portrayal - is hampered
by the difficulty of pinning down a precise definition of artificial intelligence.” It is
therefore difficult to start this piece by explaining what artificial intelligence exactly is.
There is however a broad shared idea that the science and business of artificial
intelligence began with Alan Turing. Beavers (2013) states that ‘Alan Turing [...] is often
credited with being the father of computer science and the father of artificial intelligence’,
for Turing was the first to build an ‘automated computing engine’ in the 1950’s, what later
became the first computer. Turing was already breaking his head over the leading
question in his computing theory study: ‘Can machines think?’ (Sharkey, 2012). This
question contains assumption that ‘thinking’ is not something a machine or any inanimate
object can naturally do. This stands in contradiction to the assumption that ‘thinking’ is
something a human can do. Therefore, providing a machine with the ability to think, like
humans do, would be in any case ‘artificial’, in that it is a man-made object intentionally
given the ability to ‘think’. But, when can a machine think? The answer to that could be
the Turing Test. The idea of the Test is as follows: an interrogator asks questions to a
person and a machine, although not being able to see them. If the interrogator, by studying
the replies to the questions asked, cannot determine who is the person and who is the
machine, the machine would be considered to be thinking (Sharkey, 2012). So, if a
machine is considered to be able to think in a matter that is indiscernible from human way
of thinking, one could also say this machine is as intelligent as a human. Artificial
intelligence is, in other words, the pursuit, science and business of making machines able
to perform human tasks - like thinking. However, thinking is not the only human task
artificial intelligence should be able to perform when wanting to recreate human
intelligence. Mehr (2017) says that Al should also possess ‘the ability to understand and
monitor visual/spatial and auditory information, reason and make predictions, interact
with humans and machines, and continuously learn and improve’. The latter has become
one of the major fields of artificial intelligence that received investment from outside the
business. According to Shields (2018), machine learning applications received almost 60%
of total investment from outside of the artificial intelligence industry in 2016, because of
its potential to make the artificial intelligence industry grow exponentially. Although the
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learning and improvement ability of Al is very important, the two terms are not
synonymous, Mehr (2017) continues. Machine learning, i.e. making a machine able to
learn and become smarter by providing it with data, is what makes Al powerful and what
really gives a machine the ability to think, but it is not all that artificial intelligence
encompasses.

Within the field of Al, many subdivisions have been created; too many to list them all here.
Some examples of artificial intelligence are self-driving cars, chess-computers, chat-bots
such as SIRI, and facial recognition technology. These are examples of types of artificial
intelligence that individuals nowadays could encounter on a nearly daily basis. But not
only ordinary civilians make good use of the advantages that Al could give them, but also
awide range of institutions, such as governments, hospitals, commercial corporations but
also smaller enterprises. As this thesis will mostly focus on the (Chinese) government’s
application of artificial intelligence, I will highlight the governmental aspect more than
the other institutions mentioned before. One reason for governments to use machines and
software that contain human-like thinking capabilities is to make its services more
approachable to the citizens and to be able to manage it better, faster and at a larger scale.
Through the analysis of large amounts of data by artificial intelligence, for which there is
simply not enough manpower to do, Al can, help to reduce administrative paperwork and
long waiting periods for example. However, the government uses Al for the largest part
not in administrative work or in business that civilians have with governments, such as
e.g. renewing licenses or filing for a parking permit. It does use it for the most part for
national security, defense and intelligence. Shields (2018) states that ‘Al may significantly
improve military and intelligence capabilities, and analysts see its potential impact on
military superiority as being on par with the development of airplanes and nuclear
weaponry’.

2.2.2) Critique on artificial intelligence

According to Cockburn, Henderson & Stern (2018), the development of artificial
intelligence will have profound implications for both the economy and society at large. It
will impact the way products and services are produced, but also on employment rates
and competition amongst producers. (Cockburn, Henderson & Stern, 2018). Verma (2018)
adds to the implications on employment rates that, however it could free humans from
repetitive and tedious acts, this replacement of human labor by artificial intelligence leads
to unemployment. According to Verma (2018), this is a change to which humans will
eventually adapt, albeit difficult at first. A third impactful change, but also reasonable fear,
according to Solanas & Martinez-Ballesté (2009) that (the development of) artificial
intelligence brings to society, is the risk of a breach of privacy. The discussion on the
processing data versus individual privacy has been held for a long time now. As seen in
2.1.1, the right to privacy has even been included in the Universal Declaration of Human
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Rights (United Nations, 1948). All the data that artificial intelligence machines need to
function properly are stored, and some even try and learn or improve their services by
using that data. These data would be harmless to one’s privacy if they were stored
anonymously. Schmid (2009) states that ‘absolute’ anonymity can only be ensured by
publishing no data or outputs at all, although the utility of this data is maximized when
there is no anonymization done at all. The dichotomy between these two factors is of such
proportions that the one will always be severely harmed when the other is pursued, and
vice versa. Solanas & Martinez-Ballesté (2009) add to this by saying that privacy is not
really something commerecial, as it is likely to heighten the production costs of a product
or service, because of the extra safety measures that have to be taken.

One of the usages of artificial intelligence that has received the most widespread critique
in light of this breach of privacy is surveillance. Collecting data from surveillance cameras
is both very common and also never quite with everyone’s consent, in the sense that
people do not choose to be under surveillance when walking on the streets, for example.
Now at first, video images from CCTV cameras are not really checked when there is no
direct lead to do so - when a store has been robbed, the shop owner will most likely look
at the video images to see what happened, but would not really care to look at it when all
goes perfectly normal. What artificial intelligence changes about this, says Vincent (2018),
is that it can analyze these video images without any humans necessary. The combination
of artificial intelligence with surveillance suddenly means that all video image is being
seen and analyzed. The data that is generated in this process is stored without direct
consent from the person appearing on the video images, thus not being anonymized. It is
with this knowledge that the application of artificial intelligence and therefore the
collection of large heaps of non-anonymous data that this development receives so much
critique.

2.2.3) Artificial intelligence and surveillance in China

When it comes to combining these surveillance cameras with artificial intelligence, there
is one leading country in the world right now: China. According to the BBC (2017), China
has been building ‘the world’s biggest camera surveillance network.” At the time of
publishing, the BBC (2017) states that there were 170 million CCTV camera already
actively in place and ‘an estimated 400 million new ones will be installed in the next three
years.” That means that, with a population of about 1,3 billion in 2019, there is currently
close to one camera for every three citizens of China. In these recent three years, the
Chinese government did not only install many CCTV cameras, but also equipped them
with artificial intelligence. The majority of this artificial intelligent cameras use ‘facial
recognition technology’ (abbr: FRT) to help identify the passing civilians. (Jacobs, 2018)
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What is facial recognition technology exactly? Facial recognition technology uses the
biometrics, i.e. the unique external features of an individual, of the face to determine one’s
identity, but also one’s gender, age, current mood or even one’s sexuality. These cameras
transfer measurements of depth, width etc. of your face to data, that then get transferred
to a giant database that collects all this information, from where an analysis can be made
on who the scanned person is within a matter of seconds. The databases where all this
data is being stored are essential for facial recognition to function properly. As this
database grows, so will the ability of this software to identify human beings. Through
machine learning, as mentioned before, this technology will grow stronger and stronger.
Gillespie (2018) states that Dr. Dong Xu, chair in computer engineering at University of
Sydney, says that ‘the technology is even more reliable at identifying criminals - and
presumably other people - than using fingerprints.’

The usage for this kind of technology is very broad. The scanning of one’s face could for
example replace using a key to enter a house, to get a car to start or as a security check
and passport in one at an airport. There are many thinkable usages of facial recognition
technology; although, as mentioned before, facial recognition technology is still mostly
used for guarding safety and security. According to Gillespie (2019), the global FRT
market is worth approximately US$3bn and is expected to grow to US$6bn by 2021,
having China as world leader. The Chinese receives a great deal of help in FRT innovation
from several Chinese tech giants like Alibaba, Tencent and Baidu. Lin & Chin (2017) state
that in the process of building the ‘biggest camera surveillance network’, the cooperation
of those tech giants plays a central role, as they are ‘openly acting as the government’s
eyes and ears in cyberspace’. Whether or not these tech giants are voluntarily contributing
to the surveillance of the Chinese people, or if the Chinese government is forcing them to
in some degree, still remains questionable, according to Lin & Chin (2017). ‘Tech giants
have little choice but cooperate in a country where the Communist Party controls both
the legal system and the right to function as a business’, they state.

The control the Chinese government has over its people, whether through surveillance or
social control, has long been a topic of discussion for scholars. Chen (2004 ) states that the
community in China plays a larger and also more formal role in social control than in the
West. As seen in 2.1.4, the Chinese society traditionally puts more emphasis on the
community as a whole, and less so on the individual member of this community. The focus
on the community instead of the individual causes for social pressure to be a useful way
to govern the country. This, according to Chen (2004), on its turn sometimes causes the
Chinese government to rule more informally (through the indirect use of social pressure)
than formally. However, Chen (2004) notes that the Chinese are starting to realize the
limitations of this control by the masses and is trying to form a social model that is more
formally governed. One of these new developments in China’s social control model is its
cyber governance. Xi Jinping declared at the 2015 World Internet Conference that
‘cyberspace, like the real world, is a place where we should advocate freedom, but also
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maintain order’ (BBC, 2015). In the same conference, Xi also pleaded for ‘cyber
sovereignty’: the right for each country to control their own cyber spheres. This internet
governance can be divided into two forms, according to Broeders (2015): governance of
the internet at first (i.e. network governance), and governance using the internet as
second (i.e. especially information security). For Xi, the governance of the internet should
be a right of each country, and other countries should not interfere with the way one
choses to govern their own cyber sphere. This cyber sovereignty has as its advantage that
governments can more easily shut off their own internet spheres from malicious
influences from outside. The Arab Spring could be named as an example where internet,
or more specifically here social media, can be put to use from the outside to cause a
revolution on the inside. On the other hand, the Chinese government has also used this
cyber sovereignty to provide domestic business the opportunity to grow more, without
having to go against the competition from e.g. the United States. According to Shen (2016),
the United States are expanding its own cyber sovereignty at the expense of others, trying
to also gain cyber sovereignty in other countries; China on the other hand sees cyber
sovereignty as a matter of domestic national security, and something to not be interfered
with by other countries (Shen, 2016). This cyber sovereignty is a way of governing that is
a very practical example of what He (1996) describes as communal privacy and the
difference between in-groupers and out-groupers: out-groupers should not be able to
gather in-groupers’ private information. In following this line of thought, the cyber
sovereignty policy of the Chinese government takes its people as the in-groupers who
should be protected against the risk of intrusion of the right to privacy by the out-
groupers, i.e. the non-Chinese.

The fact that national security is important for China, is as evident as it is for any country
in the world. The areas in which the Chinese government wants to exert power however
can at times be different than that from other countries. One major example is the
surveillance state, and the ways in which the Chinese grants itself power to govern its own
people. Following recent developments, facial recognition technology is a major
development in this field. The China State Council published a plan on the development of
next-generation artificial intelligence in 2017, describing in detail what the Chinese
government is planning to do with artificial intelligence and how to achieve the Chinese
goal of becoming a ‘global technology superpower’ ({7 £} 4 % [&). A major point of
interest for the Chinese government in achieving this goal is using artificial intelligence to
ameliorate national security. The strategic plan of the China State Council (2017) states
that ‘we [the Chinese government]| will include artificial intelligence in the National
System Structure Strategy and we will make plans proactively. We will hold on firmly to
the new stage in artificial intelligence development of the strategic initiatives of
international competition. We will create new advantages over the competition and
exploit the new area of development, which will be effective to safeguard the national
security’. This quote shows that the role that national security plays in formulating this
new strategy about artificial intelligence, is very distinct. It clearly states that having an
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advantage over international competition will be a way of protecting the national security.
This again leads back to the cyber sovereignty discussed before. The Chinese government
is promoting domestic technological development and trying to turn away from
innovations created abroad. One of the means to enhance national security described in
China State Council (2017) is also facial recognition technology. ‘To facilitate the profound
use of artificial intelligence in the domain of public safety, we will promote the
establishment of a more intelligent monitoring, warning and controlling system for public
safety. Concerning the comprehensive governance of society, new forms of criminal
investigation, anti-terrorism regulations and other pressing matters, we will develop and
integrate smart safety products that will also be used by the police, such as multiple kinds
of sensor and detection technologies, recognition technologies that can analyze video
images and biometric identification technologies, to establish a smart monitoring
platform.” (China State Council, 2017). In this quote, the Chinese government is stating
more clearly what it is planning on developing concerning facial recognition technology,
although it does not call this technology directly by its name; ‘biometric identification
technologies’ however comes down to the same kind of technology.

In summary, the second part of this chapter has discussed the meaning and development
of artificial intelligence. The ability of machines to ‘think’ for themselves, makes their
possible applications very broad. However, this development has also sparked unrest and
critique, as worries arise about the risk of a breach of the right to privacy by this new
technology. Surveillance, and especially the increased use of facial recognition technology,
is a major topic of concern in this debate, as one simply cannot chose to be seen by
surveillance cameras. Nonetheless, the Chinese government sees potential in the
deployment of facial recognition technology, as it has the ability to substantially improve
national security. As mentioned before, the use of artificial intelligence in the field of
surveillance- in this case specifically facial recognition technology - has been criticized
internationally. Despite this criticism, the Chinese government continues with this kind of
surveillance. The media analysis, as described in the next chapters, will go deeper into
how the Chinese government conveys the message of its use of facial recognition
technology to its citizens.
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Chapter 3 - Methodology

For this thesis, the main modus of research will be a so-called ‘discourse analysis’. A
discourse analysis is a research method used to profoundly analyze texts (or sometimes
spoken material). The goal of using this research method for this thesis is to profoundly
understand the message that the Chinese government puts forward on the topic of facial
recognition technology through texts - in this case, news articles from state media outlet
Xinhua News. The detailed explanation of my steps will follow later.

In itself, the term ‘discourse’ and its meaning have long been debated. Michael Foucault is
seen by many, such as Willig & Stainton-Rogers (2008) as the founder of the idea that
researching discourse is useful in academic research. Foucault believed that the ‘world
we live in is structured by knowledge’ (Schneider, 2013-a). For Foucault, this meant that
the way we see the world and think about everything in that world, is all structured by
the knowledge people have about it and what people say about it. In this line of thought,
discourse is the representation of this structure of knowledge on a topic, created by
human communication and interaction. The representation of this structure of knowledge
happens through communication: written texts, spoken texts and non-verbal
communication are all examples of this communication. So, by analyzing for example
written texts, as is done in this thesis, one can gain better understanding of the structure
of knowledge behind it.

For this thesis, the main topic is facial recognition technology in China and the way the
Chinese government discusses this topic. To draw conclusions on the discourse of this
topic, the twenty most recent articles about facial recognition technology from the
website of state-media publisher Xinhua News Agency, have been analyzed. The website
of Xinhua News Agency was used as the source for the articles, as Xinhua News Agency is
‘the national news publisher’, according to their own website (Xinhua, 2019). Next to this,
Xinhua News Agency was founded in 1931 by the Chinese Communist Party, then called
‘Red Chinese News Agency’. Given this information, the close ties with the Chinese
government are evident, thus providing reliable state-media news articles.

The articles in the corpus were found following the next steps. First, | have entered the
search word ‘ A i8R 7|’ (renlian shibie “facial recognition [technology]”) in the search
engine of Xinhuanet.com. The articles that appeared were not all written by Xinhuanet
journalists. The search engine works as a database for news articles, whether they were
written by Xinhuanet journalists or not. I chose to order the articles from newest to oldest
and selected the twenty most recent articles. The range of the publishing dates of the
articles is from March 25t 2019 to June 27th, 2019.
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Moreover, I filtered the articles by the criterion that they had to contain the term A f2 i3
7| in the title. Some of the hits only contained film clips - I did not incorporate those. Also,
for some articles, it was required to log-in into the system; for the sake of accessibility of
the articles, I did also not incorporate these articles. Some of the articles appeared several
times when searching for them; the reason for this was that they were published on
several different websites, which made them appear several times in the database. I have
only integrated them once in the corpus. The choice to analyze the twenty most recent
articles was made to avoid any researcher bias, and to provide a broad overview of the
different areas of interest the term ‘facial recognition’ is used in. For a full overview of the
articles selected, see appendices 1-20. The corpus makes up a total of 18489 characters.
The lines of the appendices have been numbered, to provide an easy way of reference. See
‘Sources’ for an overview of the articles used.

The next step in the discourse analysis is the coding of the material. According to
Schneider (2013, b), coding ‘means that you are assigning attributes to specific units of
analysis, such as paragraphs, sentences, or individual words. I have chosen eleven
attributes both before beginning my analysis as well as during the process. These
attributes were selected based on discourse strands that are interesting to the topic and
to finding an answer to the research question. The preliminary choice of these discourse
strands was based on the theoretical framework, from which questions about privacy and
safety already rose quite clearly. These attributes are ‘safety’, ‘government’, ‘innovation’,
‘privacy/right to privacy’ and ‘warning/danger’, ‘trouble’, ‘positive attitude towards FRT’
and ‘negative attitude towards FRT'. Some of the articles (see chapters 2.2.2 and 2.2.3)
were critical towards facial recognition technology and/or the Chinese system, which
resulted in the choice of discourse strands as ‘warning/danger’ and ‘trouble’. As
mentioned, some of these attributes were only selected after the beginning of the analysis,
because of their apparent relevance to the topic and the fact that these themes turned up
so many times, that they could not be left out of the analysis. These attributes are ‘quote
(direct/indirect)’, ‘company/corporation/business’ and ‘reassurance/relief. The
attributes are also fully listed in the legend of the appendices. The attribution of these
strands to the articles was done on the basis of relevance with the strand to the piece of
text. Thisrelevance at times is that the word of an attribute is literally in the text. However,
in most cases, the words, clauses or sentences that were marked contained the topic of
this particular attribute. For example, the attribute ‘trouble’ was given when the word ]

7 [wenti] ‘problem’ was in the text, but also if the lines describe some sort of difficulty.

What follows are the actual conclusions that can be drawn from the described
analysis. The conclusions from this analysis, in combination with the theoretical
framework will pave the way towards answering the research question of this thesis.
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Chapter 4 - Analysis

After providing the chosen texts with appropriate attributes, on the basis of the discourse
strands they correlate with, this chapter will discuss the findings of the analysis. The
examples that will be given to back up the conclusions all come from the chosen articles.

4.1) Safety

The fact that public safety is a major theme when discussing facial recognition technology,
already became clear in the theoretical framework. Following Vincent(2018), the largest
advantage that artificial intelligence has by using it in combination with surveillance
cameras is that every second of video image can be analyzed, 24 /7, instead of human eyes
that will get tired very easily after watching video material for such a long time. Fulfilling
such a task would simply ask to much of humans. This advantage however also comes
with its major disadvantages, according to many: all the footage is being recorded and
saved in databases, where these artificial intelligence machines are using them to learn
and improve, posing serious threat to individual privacy. As mentioned before, one simply
cannot choose to not be on video images of cameras out on the street for example.

The discussion of safety is also very much prevalent in my corpus. Of the twenty articles
analyzed, I attributed the strand ‘safety’ in seventeen, attributing it a total of 95 times. The
word ‘safety’ (&£ 4 anquan) is mentioned a total of 29 times. In this process of attribution,
[ have marked words, phrases but also whole sentences. Lines 156 to 158 say that “[w]ith
the rapid development of facial recognition technology comes the unceasing
improvement of algorithmic accuracy, and also the increasing enhancement of safety.
‘Face-swiping’ is already gradually put into practice in domains like finance, public safety,
border defense, aerospace, education, medicine, amongst others, whilst guaranteeing to
safeguard everyone’s privacy and letting everyone enjoy an even more convenient life.”
This is an example where safety is put forward as a domain that will greatly benefit from
facial recognition technology. The journalist however does not specify how the safety will
be enhanced; just that it will. Also, the writer of the article immediately adds to this that
privacy will at all times be safeguarded. It seems as if the writer is aware of the problems
that exist around facial recognition technology and want to reassure the reader right away
that this problem actually is solved from the start. The point the writer actually wants to
draw the reader’s attention to is the fact that facial recognition technology is developing
so rapidly and in so many domains, public safety being one of them.

As seen in China State Council (2017), explained in chapter 2.2.3, the Chinese government
is keen on improving public safety. The overlapping topic of seven articles (appendices 3,
5,10, 12, 14, 19 and 20) is how facial recognition technology can help the government in
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enhancing public security. One example from appendix 12 is that FRT helps in finding
drunk drivers, stating in lines 444 to 447 very clearly that there have already been 7989
cases of drunk driving caught by the police, using facial recognition technology. Articles
14 and 19 both discuss the same use of facial recognition technology, i.e. airport security.
As lines 706 to 710 state, facial recognition technology can not only help to secure air
travel, but also to smoothen the traveling process for the benefit of the travelers. One
could say that these seven articles provide practical examples of the Chinese government
using FRT as planned: to enhance public security. By providing these examples,
Xinhuanews as state-media expresses a certain progress in this development, and it
shows how facial recognition technology can be useful in various fields. When looking at
the tone with which these seven articles discuss the topic of safety, [ would certainly argue
thatitis rather neutral. These articles provide with factual information like statistics more
than emotional response to the developments. Also, none of these articles engage in the
discussion between safety and privacy, as put forward in the theoretical framework.
These seven articles provide with sec information on the development of facial
recognition technology in various fields.

The beforementioned seven articles all discuss public safety. There is however also a case
in the corpus in which the safety of facial recognition technology itself is being questioned.
Lines 196 and 197 pose the next question: ‘Some people are having doubts, because at
first, if you want to pay by ‘swiping your face’, you need to fill in a password on your phone,
but after you have done that once, you no longer need to fill in your password anymore.
[s that safe?’ This is an example of the writer actually acknowledging the fact that there
are some popular doubts about the safety of facial recognition technology, and even
posing one of these question in the article. After this sentence immediately follows a
reassuring part of how the largest tech giants are dealing with this issue. What is striking
about this example is the fact that the writer copies the questions possibly raised by the
reader: a serious concern about safety. However, this question, seen from the quotation
marks, is not being raised by the author himself. Thus, this example provides more with
reassurance on the safety of facial recognition technology than on the doubts on this
development.

Another striking element, when looking at the topic of safety throughout the corpus, is
that the degree of safety, i.e. how many people are concerned in this safe keeping, differs
very much. These degrees range from safety on school campuses (appendix 8) and the
ability to find missing people faster by using FRT (appendices 2 and 16), to a special public
toilet that dispenses less toilet paper (appendices 6 and 17). As far apart as these degrees
of safety might be, there is one commonality in many of the articles in the corpus: fourteen
out of twenty articles discuss local initiatives of using facial recognition technology for
safe keeping, in contrary to discussing this development on a national scale. All of the
articles highlight a special measurement a city or even neighborhood has taken to
improve public security by using artificial intelligence. Of the twenty articles analyzed,
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eleven discuss also the contribution that private companies have made to the
development of facial recognition. To take appendix 20 as an example: from lines 722 to
729, the article discusses that Damai.com has become the head sponsor of the Dalian
Marathon. Damai.com has implemented facial recognition technology to ease the
registration process and to be able to find frauds. This is an example of where a
corporation has added to the safety and also the smoothness of the procedure of, in this
case, the Dalian Marathon. The local initiatives in many cases appear to be made possible
through the help of albeit large scale private companies. It is therefore not only the
government who itself invests in the spreading of artificial intelligence and facial
recognition technology, but companies also do it themselves. This topic will be discussed
more in depth further on in this chapter.

4.2) Privacy

As seen in the theoretical framework, privacy is also a theme that is strongly linked to
facial recognition technology. In the discussion on facial recognition technology and safety,
the other side is privacy: what is the border between providing national security using
FRT, and invading individuals’ privacy and therefore breaching their human right (United
Nations, 1948)? Critics are afraid that the storage of data received through video image
analysis by artificial intelligence will mean a breach in people’s privacy. As privacy is such
an important topic, I also chose to attribute the discourse strand ‘privacy’ to text in the
corpus. There are however only three articles (appendices 4, 15 and 16) that discuss
privacy. I have attributed this discourse strand only ten times. As privacy is such a major
concern in this topic, the small amount of privacy discussion in these articles is
remarkable.

The article in appendix 4, for example, does mention privacy and also gives a critical note
towards the issues with privacy in combination with facial recognition technology. The
lines 243 to 250 express critique towards facial recognition technology, saying: “Does
facial recognition contain the risk of leaking private information? Business
representatives keep saying that the users’ personal information from ‘face-swiping’ will
not be recorded or stored. Operations expert from the company Cainiao Ming Yu says that
through face-swiping, users do not need to preserve their personal information. Relevant
information is protected at the highest standards in the Cloud. Not even site personnel
can access this information, thus safeguarding everyone’s privacy and security. However,
similarly, there are scholars who posit that a person can change passwords, but he or she
cannot change faces. This means that if he or she is the victim of a cyberattack, the facial
recognition system can even cause more serious threats to the safety problem. Suelette
Dreyfus, researcher in statistics, privacy and safety at the University of Melbourne states:
‘Once the facial recognition system has been the victim of a cyberattack, users cannot
possibly remove themselves from this system, which can lead to unprecedented safety
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issues’. This lengthy quote clearly expresses critique to the development, after talking
rather positively about facial recognition technology in lines 183 to 188 for example.
However, the corporation officials reassure the reader that nothing can happen to
people’s personal information, dr. Dreyfus explains what a threat cyberattacks can form
to this kind of system. As mentioned before, the problems that are posed in the articles
are immediately countered by providing with a solution to this problem. The excerpt from
lines 243 to 250, however, is the only instance where the writer does not continue with a
direct solution to the problem, as this is the last fragment of the whole article.

4.3) Cooperation between government and enterprises

As mentioned before, the articles in the corpus seem to address local initiatives much
more than they address facial recognition on a national scale. In China State Council
(2017), the Chinese government describes the way in which it wants to cooperate with
enterprises to carry out the construction of artificial intelligence disciplines. The
government, for example, wants to ‘guide the existing key national laboratories, key
enterprise laboratories, national engineering laboratories and other bases that focus on
Al, towards the forefront of Al research’. Now, the New Generation Artificial Intelligence
Development Plan is a plan that encompasses the whole of artificial intelligence in China,
but as seen from the corpus, facial recognition technology is also one of these fields for
which the government wants to cooperate with enterprises and universities.

The discourse strand ‘company/corporation/business’ has been attributed 143 times, to
lines of texts both discussing small scale and large-scale corporations. The strand
‘research’ has been attributed 39 times, discussing both research and research centers.
Examples of large-scale corporations are Tencent (appendix 2, 4 and 16), Alibaba
(appendix 16), Baidu (appendix 2 and 16), Cainiao (appendix 4), Damai.com (appendix
20) and Microsoft (appendix 15). Examples of research centers are the Chongqing
Research Institute of Chinese Academy of Sciences (appendix 19), Shenzhen Institutes of
Advanced Technology of Chinese Academy of Studies (appendix 4) and the University of
Science and Technology of China (appendix 4). The two attributes of
‘company/corporation/business’ and ‘research’ are often encountered with the attribute
‘innovation’. As is also apparent from China State Council (2017), is that the Chinese
government wants to cooperate them not only for the sake of production and
manufacturing, but also for research and development in the field of artificial intelligence.
‘We shall encourage and guide domestic innovative talents and strengthen cooperation
with the world’s top research institutions of artificial intelligence.” (China State Council,
2017). The wish for more research and development for artificial intelligence also is clear
from the articles in the corpus. In appendix 1, for example, the author says in line 57 that
‘the city of Beijing is guiding and promoting the innovative development of medical and
technological enterprises in Beijing’. Another example from appendix 4 for focus on
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research and development is lines 194 and 195: ‘the retail innovation of China’s leading
enterprises has entered a no man’s land, and is going a way that no one else has gone
before’. As seen in lines 103 to 106 (appendix 4) tech giant Tencent is even praised for its
work for society, and the constant drive to innovate for the people. Lines 103 to 106 say:
“As an internet technology company, Tencent over the years has devoted itself from
beginning to end to its own capabilities and technological superiority, practicing the
concept of science and technology for the good cause, and promoting social progress. In
the domain of artificial intelligence, Tencent has always insisted on starting from the users
value and continuously resolving social difficulties through innovation of the scenarios in
which to apply AL” The cooperation with these companies, as can be seen from these
articles, appears to be very important for the government in the quest of applying facial
recognition technology in Chinese society.

)

Just as mentioned before in the part on privacy, also the research and development as well
as the cooperation with enterprises and research centers is focused on China. Except for
appendix 15, an article about Microsoft, the rest all discuss China domestic enterprises
and research centers. There is only one mentioning of competition with other countries
or the international cooperation. This example can be found in the lines 232 to 234:
‘China’s face recognition technology is leading the world. In the latest global face
recognition algorithm test results, released by the National Institute of Standards and
Technology, three Chinese teams - Yitu Technology, Sensetime Technology and the
Shenzhen Institute of Advanced Technology of the Chinese Academy of Sciences - took a
spot in the top five’. The author very clearly sets out very clear the superiority in the field
over other countries in the world. However, as this is the only instance of international
competition and comparison, I would still argue a rather protectionist view over the
Chinese facial recognition technology market. As seen in chapter 2.2.3, Xi pleaded for
cyber sovereignty, and the right for each country to govern cyberspace in the way they
wanted. This protectionist view can also be found in the corpus when talking about the
cooperation between the Chinese government and enterprises and research centers in
pursuit of innovation. Chinese companies like Tencent, as seen above, are even praised
for their work for society and innovative talent. However, in the article in appendix 15
about Microsoft, the tone of appraisal is barely found. As explained in lines 514 to 517, the
topic of this article is the news that ‘Microsoft had decided to delete its largest public
database of facial recognition information, MS Celeb’. Microsoft is reported to have done
so for ethical reasons. Line 521 adds to this saying that Microsoft was ‘worried that [the
information in the database] might violate human privacy rights.” Line 535 also states that
Microsoft has been ‘vocal in its opposition to the technology as a form of government
control’. However, in the same article in lines 529 to 531, the author makes the remark
that ‘facial recognition technology is certainly a marketable technology. First of all, it
brings a lot of convenience. It is a major trend in the global consumer electronics market
for customers to unlock their mobile phones and make electronic payments by “swiping
their faces”. The contrast between the factual statement of why Microsoft deletes its
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database on the one hand, yet the positive attitude towards facial recognition technology
as a whole, is remarkable.

4.4) Tone of voice

In wanting to find the message that the Chinese government conveys to the people about
facial recognition technology, it is important to discuss the tone of voice of the articles in
the corpus. This attribution of discourse strands is different from the others mentioned
above, as it does to a lesser degree deal with factual information, and of course more with
emotions and feelings. This attribution is therefore also more prone to being subjective.
have attributed both the strand ‘positive attitude towards FRT’ and ‘negative attitude
towards FRT’ according to what I believed were lines either positive or negative about
facial recognition and the use of it. The choice of this attribution sometimes lies in the
nature of certain words (e.g. the words ‘convenient’ and ‘comfortable’ in line 712: to make
the process of traveling abroad much more convenient and comfortable) or more
abstractly in between lines (e.g. line 619: facial recognition toilet paper dispensers have
really opened people’s eyes).

One of the first conclusions one can draw when looking at the tone of voice of the articles
is the overall positive attitude towards facial recognition technology. The attribution of
‘positive attitude’ has been given to 81 phrases, yet the attribute ‘negative attitude’ has
been given to only 6 phrases. The reasons for having a positive attitude towards facial
recognition technology vary more than the reasons for being negative. One of the main
instances when the positive attitude in the corpus in usually found, is when the author
talks about the convenience of FRT in everyday life. In line 212 for example, when talking
about payment using facial recognition, the author says: ‘like facial recognition payment,
‘face-swiping’ is a way to prove that ‘1 am me’, bringing convenience and efficiency’.
Another example of convenience can be found in line 697, where the author discusses the
speed in which people can pass airport security by using facial recognition technology:
‘the average speed with which people pass customs before they go through security is
already under six seconds’. A different case of positive attitude can be found when the
authors talk about the functionality of the system. To take lines 217 and 218, in which the
author discusses the matching between one’s face in the airport security with their check-
in luggage, as an example: ‘in previous trials, Cainiao’s ‘Smart Cabinet’ has generated over
a million face-swiping records. So far, there has been no case of mistaken identity leading
to the wrong collection of bags’. Another example of the praising of the functionality of
facial recognition technology is the lines 345 to 348: ‘when a 3D-sensor camera is used
for facial recognition, the built-in dot matrix projector can project more than 30.000
infrared points, invisible to the naked eye, to the user’s face, providing richer data in terms
of color, texture and depth, higher security and accuracy and faster recognition’.
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When looking at the negative attitude towards facial recognition technology, there is
evidently less diversity to be seen. The amount of attributions is the main reasons for this.
The first example of negative attitude towards FRT is found in the lines 246 to 250, and
has been discussed before in the paragraph on privacy, so I will not go into more detail.
The lines 510, 521 and 534 provide other examples of negative attitude towards facial
recognition. These lines occur also in the article in appendix 15, on Microsoft. As said
before, the article discusses the deletion of a facial recognition database by Microsoft
because of fear of privacy breach. Line 534 says: ‘it should also be noted that facial
recognition technology has the potential to break through these areas [such as the hunt
down of fugitives, conduct rapid security checks (see line 532)], and violate civil rights’.
This line very clearly states the negative issue with facial recognition technology as also
described in chapter 2.2.2. Besides these examples, none of the issues as raised in chapter
2.2.2 are described in the entire corpus.

4.5) Conclusions

This chapter has looked at four different topics that have stood out after the performance
of the discourse analysis. The overall focus of the articles in the corpus appears to be
safety: there is a clear intent to provide the reader with knowledge on how facial
recognition technology can be put to use to improve public security on various degrees.
Furthermore, the articles in the corpus are predominantly enthusiastic and positive about
the development of facial recognition technology. The convenience it brings to the citizens,
as well as the widespread usages of FRT are being described in a positive matter. Also,
there is a focus on the cooperation between the Chinese government and Chinese
enterprises and research centers that cannot be overlooked. Several articles discuss local
innovative initiatives by enterprises and research centers in the development of facial
recognition technology. The issues with facial recognition technology, as raised in chapter
2.2.2. of the theoretical framework, are much less prevalent in the corpus. The discussion
about privacy is hardly mentioned, nor are the authors speaking negatively about the
development of FRT.
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Chapter 5 - Conclusion

China has set the goal to becoming a ‘global technology superpower’. In order to achieve
that goal, the Chinese government describes in its ‘New Generation Artificial Intelligence
Development Plan’ how the research and development of artificial intelligence will be
crucial and important to help the whole country forward. But there is also a great
downside to the development. Because these ‘smart’ machines are gathering, storing and
analyzing data, critics fear that individuals’ privacy could be compromised. One of the
most critiqued applications of artificial intelligence is facial recognition technology. By
scanning a person’s face and measuring his or her biometric features, the system can
identify a person within milliseconds. China is in the process of building the largest CCTV
surveillance network in the world, installing roughly one camera per three citizens.

China has been critiqued by scholars for their use of facial recognition technology, as it
would harm people’s privacy. However, no academic research had yet been done on how
the Chinese government itself tells the people about how and why it uses facial
recognition technology. To answer the question “What is the message that the Chinese
government conveys to its people concerning facial recognition technology?”, I have
conducted a discourse analysis. Through the analysis of texts, and the inclusion of the
context in which the texts were written, one can draw conclusions on how these texts
relate to the existing debate on a topic, which for this piece is the use of facial recognition
technology in China. The texts in the corpus are news articles from state-media outlet
Xinhua News, all containing the word ‘ A ¢ 12 7|’ (facial recognition) in its title.

[ found that there are two main topics surrounding the Chinese government’s message on
the use of facial recognition technology: safety and cooperation with enterprises and
research centers. The articles in the corpus provide with plenty examples of how facial
recognition can benefit public safety, such as the identification of drunk drivers and the
improvement in airport security. The government has made it clear in its New Generation
Artificial Intelligence Development Plan that it seeks to cooperate with enterprises and
research centers in order to improve the artificial intelligence as a whole, and facial
recognition technology specifically. This cooperation also was prevalent in the corpus.
Two of the major striking conclusions from this was that the authors predominantly
discuss local-scale initiatives, that were initiated by Chinese-domestic enterprises. The
mentioning of competition with international companies is only mentioned once in the
whole corpus. The importance of domestic development of facial recognition technology
is a crucial factor in the message the Chinese government wants to convey.

The critique towards facial recognition technology as mentioned above is quite
remarkably not to be seen as an important subject in the corpus. Any issues that facial
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recognition technology could cause in terms of breach of privacy are mostly not even
discussed, and if they are, they are negated quickly. There is but one example where the
author raises a critical viewpoint of facial recognition technology without adding a
negation of the argument. The continuous positivity about facial recognition technology
stands in contrast to the critiques that the Chinese government has received, as discussed
in the introduction. To finally answer the research question: ‘what is the message that the
Chinese government conveys to its people concerning facial recognition technology?’ The
Chinese government wants to convey a positive message about the development and use
of facial recognition technology and wants to advocate for the domestic cooperation
between the government and enterprises and research centers to further develop facial
recognition technology.
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Chapter 6 - Discussion

As seen in chapter 2.1.4, according to He (1996), the Chinese value privacy very much.
The small-scale discussion on the topic of privacy therefore surprised me. It is however
very difficult to pinpoint the reason of the size of the privacy discussion, as the real
intentions of the Chinese government are hard, if not impossible to research. The articles
in the corpus are only a handful of all the articles on Xinhuanews containing the search
word ‘ A §¢ iR A’ (facial recognition technology) in its title. The analysis of even more
articles could shed more light and provide with more examples on how facial recognition
technology is being put to use. For the sake of scope, this thesis deliberately did not
discuss the social credit system and the implications the development of facial recognition
technology has on this phenomenon. As this system has been internationally critiqued,
further research could incorporate this system to see what facial recognition technology
adds to the functions of this system.
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