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Abstract

Information theory finds more and more applications within physics. Here, we look
at the coherent relative entropy from a mathematical and physical perspective. We

exploit the relation between this recently introduced entropy measure and the Rényi
divergence of order infinity to show that properties of the coherent relative entropy
follow almost directly from properties of the Rényi divergence. Besides, we discuss

that properties of a new generalized coherent relative entropy also follow from these
properties of the Rényi divergence. On the physics side we present a short survey on
the relation between information theory and physics, where we discuss the Szilard
engine and Landauer’s principle, and we then explain the physical meaning of the

coherent relative entropy in this context.
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Chapter 1
Introduction

In 1961 Rolf Landauer pointed out in his paper [1] that information behaves like a
physical concept. This result gave a solution to the infamous Maxwell’s demon [2]
and resulted in new studies where information theory and thermodynamics are con-
sidered to go hand in hand. Nowadays, researchers study this relation and its impli-
cations in the quantum regime by uniting quantum information theory and quantum
thermodynamics [3–6]. This thesis will focus on the recently-introduced so-called co-
herent relative entropy and its interpretation as the work cost of quantum thermody-
namic processes.

Background

In Refs. 6, 7 a new quantum theoretical measure named coherent relative entropy was
introduced. Mathematically speaking, it is an entropy measure of a so-called CPTNI
map EA→B applied to a state σ given as a density matrix. The map goes from input
system A to output system B which both are characterised by a positive semi-definite
operator. In Refs. 6, 7 they prove several properties of the coherent relative entropy.
These are properties we expect an entropy measure to hold, for example the data pro-
cessing inequality. In Refs. 6, 7 they prove these properties from scratch using non-
trivial techniques, e.g., using semi-definite programming. This approach results in
technical and lengthy proofs.

Next to introducing this new entropy measure and proving various properties, the
main result of Refs. 6, 7 is to discuss and formally show the physical meaning of this
new measure. The CPTNI map EA→B is applied to the input state σ with quantum
thermodynamic systems as input and output systems. They showed that the coherent
relative entropy captures the maximum amount of work extracted or the minimum
amount of work needed when physically performing the map EA→B on an input state
σ.

Our contributions

Here, we present a mathematical and physical contribution to the research field. Re-
garding our mathematical contribution we provide new quantum information theo-
retic insights into the coherent relative entropy. Our starting point is a connection
between the coherent relative entropy to the Rényi Divergence of order infinity. This
connection was also noted in Refs. 6, 7, yet they did not focus or elaborate much on
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2 CHAPTER 1. INTRODUCTION

this. In this thesis, we exploit this connection to provide the following two contri-
butions. First, we extend this connection to the general Rényi divergence of order α,
where the coherent relative entropy considered in Refs. 6, 7 corresponds to the case
α = ∞. This lets us introduce the general coherent relative entropy of order α. Sec-
ondly, this connection lets us re-prove some of the properties of the coherent relative
entropy, as considered and proven in Refs. 6, 7 but now: (1) by means of simpler
proofs that exploit corresponding properties of the Rényi divergence and (2) for our
generalized version of the coherent relative entropy.

On the physics side, our contributions are as follows. We first give a self-contained
introduction survey explaining that information behaves like a physical entity. We do
this by discussing the Szilard engine [8], a thought experiment that in principle ex-
plains that information can be transformed into work. Also we present Landauer’s
principle [1] which states that erasing information costs work. We extend these no-
tions from classical to quantum physics. Moreover, we present the recently introduced
idea of treating a quantum register as a work storage system by identifying the quan-
tum information it contains with the amount of work this information can be trans-
formed into by identifying the quantum information it contains with the amount of
work this information can be transformed into. We do this to eventually present the
physical meaning of the coherent relative entropy in this context. The coherent relative
entropy tells us the work cost or the amount of work extracted when a CPTNI map is
physically performed. This work can then respectively be extracted from or stored in
the work storage system. Finally, we give an example of the physical meaning of the
coherent relative entropy in this context.

Structure

The structure of this thesis is as follows. Chapters 2 and 3 discuss some preliminary
concepts of information theory which will be used throughout this thesis. In Chap-
ter 4 we present the coherent relative entropy and our main results. We use the con-
nection between the coherent relative entropy and the Rényi divergence to introduce
the brand-new generalized coherent relative entropy and deduce its properties from
those of the Rényi divergence. In Chapters 5 and 6, we move on to the part on physics
in this thesis. We give the necessary background knowledge to ultimately discuss the
physical relevance of the coherent relative entropy.



Chapter 2
Preliminary Quantum Information
Theory

This chapter will explain some relevant concepts of quantum information theory. These
concepts are necessary for the understanding of further claims and results discussed
in this thesis. It is assumed that the reader has sufficient knowledge of linear alge-
bra, yet the core concepts will be revisited within the context of quantum information
theory. Most of these contents can be found in Quantum Computation and Quantum
Information by Michael A. Nielsen and Isaac L. Chuang [9] and Quantum Information
Processing with Finite Resources by Marco Tomamichel [10]. These references also form
a good basis for those looking for more in-depth information.

2.1 Linear Algebra

Let H be a finite dimensional Hilbert space over the field of complex numbers C.
Elements of H are vectors and are notated as ket-vectors, |φ〉. Given such a Hilbert
space H there is the dual vector space H∗ = { f : H → C | f linear}. Elements
of H∗ are denoted as bra-vectors, 〈φ|. If an orthonormal basis of H is chosen it is
natural to think of ket-vectors and bra-vectors as columns vectors and row vectors
respectively. Then, bra- and ket-vectors are related via the conjugate transpose, |φ〉 =
〈φ|†. From this we have an intuition of matrix multiplication and the inner product
naturally emerges (|φ〉, |ψ〉) = |φ〉†|ψ〉 = 〈φ|ψ〉 ∈ C. To be more concrete, we give an
example where we let dim(H) = d. We can write ket-vectors as

|φ〉 =


a1
a2
...

ad

 ∈ Cd and |ψ〉 =


b1
b2
...

bd

 ∈ Cd .

The inner product is

(|φ〉, |ψ〉) =
(
a1 a2 . . . ad

)
·


b1
b2
...

bd

 =
d

∑
i=1

ai · bi .

3



4 CHAPTER 2. PRELIMINARY QUANTUM INFORMATION THEORY

In a similar way, we define the outer product of |φ〉 ∈ H′ and |ψ〉 ∈ H as |φ〉〈ψ| ∈
L(H,H′). Here L(H,H′) is the set of all linear maps from H to H′. Elements of
this set are referred to as operators. When H = H′, we write L(H,H) = L(H) for
the set of all linear maps from H to itself and its identity element will be denoted by
I. In addition, one can consider the vector space of superoperators, L(L(H),L(H′)).
When H = H′ with denote the identity element of L(L(H),L(H′)) as id. When an
orthonormal basis is chosen, it is natural to think of an operator R ∈ L(H) as a matrix,
R ∈ Cdim(H)×dim(H).

Before we define an orthonormal basis within this context, we introduce the set
of state vectors. The set of elements with norm one is the set of state vectors which is
denoted by S(H) := {|φ〉 |

√
|φ〉〈φ| = 1}. A collection of state vectors {|i〉}i∈I is an

orthonormal basis ofH if
∑
i∈I
|i〉〈i| = I .

In an orthonormal basis all elements thus have norm one and are orthogonal to each
other. When we look at two-dimensional Hilbert space H, which we may assume to
beH = C2, we often use the orthonormal basis consisting of

|0〉 :=
(

1
0

)
and |1〉 :=

(
0
1

)
.

Next, we briefly recall certain operator properties, and some relations among these
properties. An operator R ∈ L(H) is positive semi-definite - notation R ≥ 0 - if for all
|φ〉 ∈ H we have 〈φ|R|φ〉 ≥ 0 . We denote P(H) as the set of all positive semi-
definite operators in L(H). Positive semi-definite operators are Hermitian as well. An
operator R is Hermitian if R† = R. If RR† = R†R, then R is normal. Besides, for two
L, R ∈ L(H) the Loewner order is defined as L ≥ R meaning L− R ≥ 0. An operator
V ∈ L(H,H′) with dim(H) ≤ dim(H′) is called an isometry if V†V = I. If we require
H′ = H, we say V is a unitary operator, in which case it also holds that VV† = I.

When using the bra-ket notation, it is convenient to introduce the trace as a map
that sends the outer product to the inner product.

Definition 1. The trace map is the unique linear map tr : L(H) → C such that for all
|φ〉 ∈ H and for all 〈φ| ∈ H∗ the following equality holds:

tr (|φ〉〈ψ|) = 〈ψ|φ〉 .

It is not too hard to see that this definition is well-defined. Note that the trace is cyclic,
i.e. for all operators R, L ∈ L(H) we have the equality tr(RL) = tr(LR). Since the
trace is cyclic it is invariant under unitary similarity transformations. For U a unitary
operator we have

tr
(

URU†
)
= tr

(
U†UR

)
= tr (R) .

This definition of the trace map coincides with the common definition of the trace for
operators. Let R ∈ L(H) and {|i〉}i∈I an orthonormal basis of H, then the following
familiar notion of the trace map is recovered:

tr(R) = tr(R · I) = tr

(
∑
i∈I

R|i〉〈i|
)

= ∑
i∈I
〈i|R|i〉 .
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Given a operator R ∈ L(H) there are a few more concepts important to mention:

• The kernel of R, ker(R) := {|φ〉 ∈ H | R|φ〉 = 0};

• The support of R, supp(R) := {|φ〉 ∈ H | 〈φ|ψ〉 = 0, ∀|ψ〉 ∈ ker(R)};

• The rank of R, rk(R) := dim(supp(R)).

2.1.1 Functions on Operators

Whenever R ∈ L(H) is normal there exists a spectral decomposition of R:

R =
dim(H)

∑
i=1

λi|i〉〈i| ,

Where λ1, . . . λdim(H) ∈ C are the eigenvalues of R, and {|i〉}i∈I is an orthonormal
basis consisting of the corresponding normalized eigenvectors. Note that R is normal
if and only if it is diagonalizable, so the existence of a spectral decomposition of R
is equivalent to R being diagonalizable. We observe that in spectral decomposition
R is expressed as the sum of its eigenvalues which in principle can be simplified by
taking only the sum over the non-zero eigenvalues, because this does not change the
outcome of that sum.

Now, given an function f : C ⊇ D → C, we use spectral decomposition of an
operator R to specify f (R).

Definition 2. Let f : C ⊇ D → C be a function and R a normal operator with spectral
decomposition R = ∑dim(H)

i=1 λi|i〉〈i| and eigenvalues λi in D. We define the the function f on
operator R as

f (R) :=
dim(H)

∑
i=1

f (λi)|i〉〈i| .

An example of such function is f : C \ {0} → C given by f (R) = Rs for a s ∈ Z.
This function is consistent of our natural understanding of raising a normal matrix to
the power of an integer when considering the non-zero eigenvalues of R. For R ≥ 0
we generalize this function by letting s ∈ R, while still only looking at the non-zero
eigenvalues.

2.1.2 The Tensor Product

Up to this point we only considered one Hilbert space, we extend this by looking at
multiple Hilbert spaces at once. Therefore we need to introduce the tensor product of
vector spaces. Let HA,HB be Hilbert spaces. Treating these as vector spaces, a new
vector space emerges: the tensor product denoted asHA⊗HB. Elements of the tensor
product are finite linear combinations of vectors |φA〉 ⊗ |φB〉 with |φA〉 ∈ HA and
|φB〉 ∈ HB. From now on often refer to HA as (quantum) system A, HB as (quantum)
system B andHA ⊗HB as (bipartite quantum) system AB.

There are several properties of the tensor product which are important to note
beforehand. For all |φA〉, |ψA〉 ∈ HA, |φB〉, |ψB〉 ∈ HB and λ ∈ C:

• (|φA〉+ |ψA〉)⊗ |φB〉 = |φA〉 ⊗ |φB〉+ |ψA〉 ⊗ |φB〉;

• |φA〉 ⊗ (|φB〉+ |ψB〉) = |φA〉 ⊗ |φB〉+ |φA〉 ⊗ |ψB〉;
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• (λ|φA〉)⊗ |φB〉 = λ (|φA〉 ⊗ |φB〉) = |φA〉 ⊗ (λ|φB〉) .

Furthermore, the tensor product of operators naturally acts component wise on the
tensor product of ket-vectors, i.e.

(R⊗ L)(|φA〉 ⊗ |φB〉) = R|φA〉 ⊗ L|φB〉 .

This relation induces an isomorphism L(HA ⊗ HB) ∼= L(HA) ⊗ L(HB). Similarly,
the tensor product of bra-vectors also acts component wise on the tensor product of
operators and on the tensor product of ket-vectors. This first relation induces an iso-
morphism as well, namely (HA ⊗HB)

∗ ∼= H∗A ⊗H∗B. We use these relations to deduce
the following equalities:

(〈ψA| ⊗ 〈ψB|)(R⊗ L) = 〈ψA|R⊗ 〈ψB|L ,
(〈ψA| ⊗ 〈ψB|)(|φA〉 ⊗ |φB〉) = 〈ψA|φA〉 ⊗ 〈ψB|φB〉 = 〈ψA|φA〉 · 〈ψB|φB〉 ,

where in the second relation we use the trivial isomorphism, C ⊗ V ∼= V given by
α⊗ v 7→ α · v for V a vector space. Hence, there is also the following relation:

(R⊗ 〈ψB|)(|φA〉 ⊗ |φB〉) = R|φA〉 ⊗ 〈ψB|φB〉 = R|φA〉 · 〈ψB|φB〉 .

Recall that the trace sends the inner product to the outer product, so this last isomor-
phism can be used to deduce that

tr(|φA〉〈ψA| ⊗ |φB〉〈ψB|) = tr(|φA〉〈ψA|) · tr(|φB〉〈ψB|) .

From linearity it follows that tr(R⊗ L) = tr(R) · tr(L).
Later, we will use a property of the tensor product of operators, namely that expo-

nentiation works component wise.

Lemma 1. Let RA ∈ P(HA), RB ∈ P(HB) and p ∈ R. Then, we have the equality (RA ⊗
RB)

p = Rp
A ⊗ Rp

B .

Proof. Consider the following spectral decompositions RA = ∑i λi|ei〉〈ei| and RB =

∑j µj| f j〉〈 f j| where all λi, µj > 0. Spectral decomposition of the tensor product is then
given by

RA ⊗ RB = ∑
i,j

λiµj
(
|ei〉 ⊗ | f j〉

) (
〈ei| ⊗ 〈 f j|

)
.

Raising this to the power of p can be seen as an function as discussed in Definition 2.

(RA ⊗ RB)
p = ∑

i,j
λ

p
i µ

p
j

(
|ei〉 ⊗ | f j〉

) (
〈ei| ⊗ 〈 f j|

)
= ∑

i
λ

p
i |ei〉〈ei| ⊗∑

j
µ

p
j | f j〉〈 f j| = Rp

A ⊗ Rp
B .

2.2 Density operators

Definition 3. An operator ρ ∈ L(H) is called a density operator or density matrix if it is
positive semi-definite operator, ρ ≥ 0 and tr(ρ) = 1. The set of density operators is denoted
by D(H).
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When looking at a spectral decomposition ρ = ∑i λi|i〉〈i| this definition translates into
ρ being a density operator if ∑i λi = 1 and λi = 〈i|ρ|i〉 ≥ 0 for all i. A density operator
ρ is called pure if there is a state vector |φ〉 ∈ S(H) such that ρ = |φ〉〈φ|, i.e. the density
operator can be represented by one state vector. In physics, a pure density operator is
the mathematical object to describe a deterministic quantum state. Besides, in spectral
decomposition of ρ all but one of the λi are equal to zero. Not all density operators
are pure, such density operators are called mixed. When a density operator is equal to
I/dim(H) we say it is maximally mixed.

We give an example of a pure density operator that is given by the following state
vector

|φ〉 = 2√
5
|0〉+ 1√

5
|1〉 =

(
2√
5

1√
5

)
, |φ〉〈φ| =

(
4/5 2/5
2/5 1/5

)
.

A density operator is a normalized operator, it has trace one. Later on we will come
across sub-normalized states as well. The set of sub-normalized states is denoted as

D≤(H) := {ρ ∈ P(H) | 0 < tr(ρ) ≤ 1} .

Now, we consider a density operator in the tensor product of two Hilbert spaces
HA and HB. Imagine you want to look only at system B. This can be done by tracing
out system A and looking at the reduced density operator. Formally, when considering
a density operator ρAB ∈ D(HA ⊗ HB) as a description of a state in the bipartite
quantum system AB it is possible to describe only the subsystem B.

Definition 4. LetHA andHB Hilbert spaces. The partial trace trA is a superoperator defined
as:

trA := tr⊗ idB : L(HA ⊗HB)→ C⊗L(HB) ∼= L(HB) ,

where the last isomorphism is naturally given by α⊗ RB = α · RB. In a similar way the partial
trace trB is defined as

trB := idA ⊗ tr : L(HA ⊗HB)→ L(HA)⊗C ∼= L(HA) .

Take for example the pure density operator ρAB = |φ〉〈φ| given by the ket-vector
|φ〉 = ∑i αi|ei〉 ⊗ | fi〉 = ∑i αi|ei〉| fi〉, where the last equality is notation. In this context,
{|ei〉} is an orthonormal basis of L(HA). Tracing out system A yields

trA(ρAB) = trA

(
∑
i,j

αiαj|ei〉| fi〉〈ej|〈 f j|
)

= ∑
i,j

αiαj tr(|ei〉〈ej|)⊗ | fi〉〈 f j|

= ∑
i,j

αiαj〈ej|ei〉 · | fi〉〈 f j| = ∑
i,j

αiαi〈ei|ei〉 · | fi〉〈 fi| = ∑
i,j

α2
i | fi〉〈 fi| ,

where in the last two equalities we used that the |ei〉 form an orthonormal basis. Notice
that it is quite easy to show that ρB := trA(ρAB) is a density operator as well, referred
to as the reduced density operator.

2.2.1 Completely Positive Trace Preserving (CPTP) Maps

In order for a superoperator E ∈ L(L(H),L(H′)) to describe a valid quantum evolu-
tion, it has to map density operators into density operators. This gives notion to the
following slightly stronger condition which is necessary and sufficient.
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Definition 5. A superoperator E ∈ L(L(HA),L(HA′)) is called a CPTP map if both of the
following properties hold:

1. E is Completely Positive, i.e. for all Hilbert spaces HB and operators RAB ∈ L(HA ⊗
HB) we have

RAB ≥ 0⇒ E(RAB) = E ⊗ idB(RAB) ≥ 0 ;

2. E is Trace Preserving, i.e. for all RA ∈ L(HA) we have that

tr ◦ E(RA) = tr(RA) .

Examples of a CPTP map are the partial trace or the following map given by an isom-
etry. Let V be an isometry, the map MV given by MV(χ) := VχV† then is a CPTP
map.

When describing quantum processes it is sometimes useful to consider Completely
Positive Trace Non-increasing maps - referred to as CPTNI maps - instead of CPTP maps.
The only difference with Definition 5 is the second requirement which changes into:
for all RA ≥ 0 we have that tr(E(RA)) ≤ tr(RA).

Also, it is possible to give a different equivalent definition of CPTP maps. For this
we need to point out how a superoperator can be represented as an operator via the
Choi-Jamiołkowski isomorphism.

Definition 6. Let EA→A′ ∈ L(L(HA),L(HA′)) a superoperator map. Define the Choi matrix
as

J(E) := (EA→A′ ⊗ idA)(|Φ〉〈Φ|) .

With |Φ〉 = ∑i |i〉A|i〉A, such that {|i〉A} is an orthonormal basis ofHA.

If the superoperator E is completely positive, then J(E) is positive semi-definite. More-
over, E is trace preserving if trA′(J(E)) = I and trace non-increasing if trA′(J(E)) ≤ I.

2.2.2 Purification

Looking back at our example on page 7, we began with a pure density operator and
acquired a possibly mixed density operator by applying the partial trace. The fol-
lowing - referred to as purification - ensures that every mixed density operator can be
obtained in such way.

Theorem 1. Let ρB ∈ D(HB) be a density operator. Then there exists a state vector |φ〉 ∈
S(HA ⊗HB) withHA = HB such that trA(|φ〉〈φ|) = ρB.

Proof. Let ρB ∈ L(HB) with spectral decomposition ρB = ∑d
i λi|ei〉〈ei| where d =

dim(HB) and let {|i〉}i∈I be an orthonormal basis ofHA = HB. Next, consider

|φ〉 =
d

∑
i

√
λi|i〉|ei〉 ∈ S(HA ⊗HB) .

When we trace out system A we obtain ρB:

trA(|φ〉〈φ|) = trA

(
∑
i,j

√
λi

√
λj|i〉〈j| ⊗ |ei〉〈ej|

)
= ∑

i,j

√
λiλj〈j|i〉 ⊗ |ei〉〈ej|

= ∑
i

λi|ei〉〈ei| = ρB .
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Looking at Theorem 1 we say that |φ〉〈φ| is a purification of ρB. A question that follows
from this proof is whether purification is unique. The answer is clearly no, because
another orthonormal basis of HA would not have changed the outcome. It turns out
that purification is unique up to choice of orthonormal basis ofHA.

2.3 Norm, Distance Measure and Metric

In this section we will introduce a norm and a distance measure for operators. Eventu-
ally, this distance measure lets us define a metric on the set of sub-normalized oper-
ators. This metric will tell us how similar two operators are. Later in this thesis, we
will come across this norm and this metric again. We present some of its properties
that become useful for proofs later on when discussing the coherent relative entropy
in Chapter 4.

Definition 7. For p ∈ R \ {0} the Schatten-p-norm for an operator R ∈ L(H) is defined as

‖R‖p := tr(|R|p)
1
p .

Additionally, the Schatten-∞-norm is defined as

‖R‖∞ := λmax(|R|) .

Here λmax(|R|) is the maximum eigenvalue of |R| =
√

R†R .

The Schatten-p-norm is a well-defined norm for p ∈ [1, ∞). We will also encounter the
Schatten-p-norm for p ∈ (0, 1), yet contrary to its suggestive name it is not a norm.
The Schatten-p-norm has the useful property that the norm of a tensor product is equal
to the product of the norms.

Lemma 2. Let RA ∈ L(HA), RB ∈ L(HB) and p ∈ R \ {0}. Then, we have the following
equality:

‖RA ⊗ RB‖p = ‖RA‖p ⊗ ‖RB‖p .

Proof. We start by noting that

|RA ⊗ RB| =
√
(RA ⊗ RB)

† (RA ⊗ RB) =
√

R†
ARA ⊗ R†

BRB .

From Lemma 1 it follows that√
R†

ARA ⊗ R†
BRB =

√
R†

ARA ⊗
√

R†
BRB = |RA| ⊗ |RB| .

Using Lemma 1 again, plus the fact that the the trace of a tensor product is the product
of the traces of the components yields

‖RA ⊗ RB‖p
p = tr (|RA ⊗ RB|p) = tr

(
(|RA| ⊗ |RB|)p)

= tr (|RA|p ⊗ |RB|p) = tr (|RA|p) · (|RB|p) = ‖RA‖
p
p · ‖RB‖p

p .

When taking the p-th square root the proof is completed.

In the next part we discuss the distance between two density operators. One may
think of such distance as a measure of the closeness of two operators. When two
density operators are ’close’ together, it is hard to tell them apart. On the other hand,
if the measure yields that the density operators are ’further away’ from each other,
then it is easier to tell them apart. The fidelity is such a distance measure.
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Definition 8. Let ρ, σ ∈ D(H) density operators. The fidelity is the function F : D(H)×
D(H)→ [0, 1] given by

F(ρ, σ) := ‖√ρ
√

σ‖1 = tr |√ρ
√

σ| .

The fidelity increases when density operators are closer to each other, i.e. that it is a
measure of ’similarity’. The fidelity equals 1 when the density operators are identi-
cal. For pure density operators ρ = |φ〉〈φ| and σ = |ψ〉〈ψ| the fidelity simplifies to
F(ρ, σ) = |〈φ|ψ〉|. Next, we define the generalized fidelity [11] for sub-normalized states
ρ, σ ∈ D≤(H):

F(ρ, σ) := tr(|√ρ
√

σ|)−
√
(1− tr ρ)(1− tr σ) ∈ [0, 1] .

Evidently, for density operators the generalized fidelity and fidelity from Definition 8
coincide. The general fidelity has some interesting properties which we briefly dis-
cuss below. Then, we present a metric and show that its properties follow from the
properties we discuss now. One of these properties is the data processing inequality
as proven in Ref. 10.

Lemma 3. Let ρ, σ ∈ D≤(H) sub-normalized states and T ∈ L(L(H),L(H′)) a CPTNI
map. Then,

F((T (ρ), (T (σ)) ≥ F(ρ, σ) .

In other words, applying a CPTNI map to sub-normalized operators makes it harder
to tell these operators apart.

Let us prove another property of the generalized fidelity, namely that it is invariant
under isometries.

Lemma 4. Let ρ, σ ∈ D≤(H) sub-normalized states and V ∈ L(H,H′) an isometry. Then,
we have

F(VρV†, VσV†) = F(ρ, σ) .

Proof. Let ρ, σ ∈ D≤(H) sub-normalized states and V ∈ L(H,H′) an isometry. Start
by noting that VρV† is again a sub-normalized state, because VρV† ≥ 0 and we have
0 < tr(VρV†) = tr(ρ) ≤ 1. Moreover, each semi positive-definite operator has a
unique positive semi-definite square root:(

V
√

ρV†
)2

= V
√

ρV†V
√

ρV† = VρV† =

(√
VρV†

)2

.

Hence, V
√

ρV† =
√

VρV† for all ρ ∈ D≤(H). Next, let’s have a look at the terms of
the fidelity. First we notice that√

(1− tr(VρV†))(1− tr(VσV†)) =
√
(1− tr(ρ))(1− tr(σ)) .

Secondly, again using the property of isometries that V†V = I we obtain the following:

tr
(∣∣∣∣√VρV†

√
VσV†

∣∣∣∣) = tr
(∣∣∣V√ρV†V

√
σV†

∣∣∣) = tr
(∣∣∣V√ρ

√
σV†

∣∣∣)
= tr

(√
V
√

σ
√

ρV†V
√

ρ
√

σV†

)
= tr

(
V
√√

σρ
√

σV†
)
= tr

(∣∣√σ
√

ρ
∣∣) .

We conclude that F(VρV†, VσV†) = F(ρ, σ).
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The next property we address is that the generalized fidelity is supermultiplicative
as shown in Ref. 12. Formally stated in the lemma below.

Lemma 5. Let ρA ⊗ ρB, σA ⊗ σB ∈ D≤(HA ⊗HB) sub-normalized states. Then, we have
the following inequality:

F(ρA ⊗ ρB, σA ⊗ σB) ≥ F(ρA, σA) · F(ρB, σB) .

These are the essential properties which we use later on. We continue by using the
general fidelity to define a metric for sub-normalized operators.

Definition 9. Let ρ, σ ∈ D≤(H) sub-normalized states. The purified distance is the map
P : D≤(H)×D≤(H)→ [0, 1] given by P(ρ, σ) =

√
1− F(ρ, σ)2.

The purified distance is a metric on D≤(H) [10]. From this it follows that for instance
the triangle inequality holds for the purified distance. Again it gives an intuition how
similar two sub-normalized operators are. We say two sub-normalized states ρ, σ ∈
D≤(H) are ε-close to each other if P(ρ, σ) ≤ ε. This will be denoted by ρ ≈ε σ and can
be used to relax the requirement that two operators are equal into the two operators
being ε-close to each other. This is exactly what we will use in Chapter 4. From the
properties shown above for the generalized fidelity it follows sometimes trivially that
purified distance has similar properties. We will use these properties in Chapter 4
as well to prove properties of the in Chapter 4 presented coherent relative entropy.
The data processing inequality and invariance under isometries follow directly from
Lemmas 4 and 5.

Corollary 1. Let ρ, σ ∈ D≤(H) sub-normalized states and T ∈ L(L(H),L(H′) a CPTNI
map. Then, we have

P((T (ρ), (T (σ)) ≤ P(ρ, σ) .

Corollary 2. Let ρ, σ ∈ D≤(H) sub-normalized states and V ∈ L(H,H′) an isometry
operator. Then, the following holds:

P(VρV†, VσV†) = P(ρ, σ) .

The next property does not follow trivially, therefore we will give its proof.

Lemma 6. Let ρA, σA ∈ D≤(HA) and ρB, σB ∈ D≤(HB) sub-normalized states. There is
the following inequality:

P(ρA ⊗ ρB, σA ⊗ σB) ≤
√

P(ρA, σA)2 + P(ρB, σB)2 .

Proof. First, we apply Lemma 5 to get

P(ρA ⊗ ρB, σA ⊗ σB) =
√

1− F(ρA ⊗ ρB, σA ⊗ σB)2

≤
√

1− F(ρA, σA)2 · F(ρB, σB)2 .

Note that F(ρA, σA)
2, F(ρB, σB)

2 ∈ [0, 1]. Therefore we have the following inequalities:

0 ≤
(
1− F(ρA, σA)

2) (1− F(ρB, σB)
2)

= 1− F(ρA, σA)
2 − F(ρB, σB)

2 + F(ρA, σA)
2F(ρB, σB)

2 ,

2− F(ρA, σA)
2 − F(ρB, σB)

2 ≥ 1− F(ρA, σA)
2F(ρB, σB)

2 ,
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where the second inequality can easily be deduced from the first one. Moreover, we
can write this second inequality in a suggestive way in order to deduce the following,

P(ρA ⊗ ρB, σA ⊗ σB) ≤
√

1− F(ρA, σA)2 + 1− F(ρB, σB)2

=
√

P(ρA, σA)2 + P(ρB, σB)2 .



Chapter 3
Information Entropy

In the previous chapter, we introduced some important concepts of quantum informa-
tion theory for this thesis. We continue by introducing entropy which is an established
concept in information theory. Entropy is a measure of uncertainty. In this chapter, we
first present the Shannon and the Rényi entropy - two kinds of well-known entropies
- both for classical and quantum information theory. Next, we define the Rényi di-
vergence which is the main object of study in this chapter. We discuss its properties
which we will use in Chapter 4 to prove properties of the coherent relative entropy
which we introduce in that chapter as well. Note that from now on we write log(x)
for the binary logarithm of x, i.e. log2(x). For more details, properties and proofs of
information-theoretical entropies we refer the reader to Refs. 9, 13, 14.

3.1 Classical Entropy

As mentioned an entropy measures the amount of uncertainty in a system. When
looking at a random variable X, entropy is the measure of uncertainty before its value
is known to us. A commonly used entropy is the Shannon entropy which is a function
of the probability distribution of such random variable. Here, we consider only finite
probability spaces.

Definition 10. Let X be a random variable with finite range X . The Shannon entropy of X is
defined as

H(X) := − ∑
x∈X

P(X = x) · log (P(X = x)) .

This entropy can be generalized to the Rényi entropy.

Definition 11. Let X be a random variable with finite range X and α ∈ [0, 1) ∪ (1, ∞). The
Rényi entropy of order α, is defined as

Hα(X) := − 1
1− α

log

(
∑

x∈X
P(X = x)α

)
.

We retrieve the Shannon entropy by taking the limit of Hα as α approaches 1:

lim
α→1

Hα(X) := H(X) .

Also, for the limit of Hα as α approaches infinity we get

lim
α→∞

Hα(X) := − log
(

max
x∈X
{P(X = x)}

)
.

13
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3.2 Quantum Entropy

Now, we discuss similar entropies as mentioned in the previous section, yet in a quan-
tum information-theoretical setting. We start with a quantum version of the Shannon
entropy, the Von Neumann entropy.

Definition 12. Let ρ ∈ P(H). We define the Von Neumann entropy as follows,

H(ρ) := −tr(ρ log ρ) .

In addition, we extend the classical notion of the Rényi entropy to the quantum Rényi
entropy.

Definition 13. Let α ∈ [0, 1) ∪ (1, ∞) and ρ ∈ D(H) a density operator. Then, the
Rényi entropy of order α is defined as

Hα(ρ) :=
1

1− α
tr(ρα) =

1
1− α

‖ρ‖α
α .

Similarly to the classical case, we retrieve the Von Neumann entropy for taking the
limit of Hα as α approaches 1. The Rényi entropy of order 0 and infinity are also
defined by taking the limit of Hα:

• limα→0 Hα(ρ) = log rk(ρ);

• limα→1 Hα(ρ) = H(ρ);

• limα→∞ Hα(ρ) = − log ‖ρ‖∞ (max entropy) .

Now, we define the following distance measure for positive semi-definite operators
which will be the main object of study for the rest of this chapter.

Definition 14. Let α ∈ (0, 1) ∪ (1, ∞) and ρ, σ ∈ P(H). The Rényi divergence of order α is
defined as

Dα(ρ‖σ) :=
α

α− 1
log
∥∥∥σ

1−α
2α ρσ

1−α
2α

∥∥∥
α

for supp(σ) ⊆ supp(ρ), or α < 1 and supp(ρ) 6⊥ supp(σ). Otherwise Dα(ρ‖σ) = ∞.

Taking limit of Dα as α approaches infinity we obtain the Rényi divergence of order
infinity:

D∞(ρ‖σ) = log
∥∥∥σ−

1
2 ρσ−

1
2

∥∥∥
∞

.

By taking limit of Dα as α approaches 1 we obtain the Rényi divergence of order 1, the
quantum relative entropy:

D(ρ‖σ) :=

{
tr (ρ log(ρ)− log(σ)) supp(ρ) ⊆ supp(σ)
∞ otherwise

.

Here, we remark that in the literature e.g. Ref. 10 the Rényi divergence is defined
similarly for normalized ρ. For ρ not normalized, ρ is normalized by dividing it by its
trace. For our purpose Definition 14 works better.
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3.3 Properties of the Rényi Divergence

In this part we will give some properties of the quantum Rényi entropy. These proper-
ties will be used later on this thesis in order to prove similar properties of the coherent
relative entropy. Therefore not all proofs will be spelled out. Some properties we
prove, for other proofs we refer to the Refs. 10, 15, 16.

Scaling

When scaling the operators we obtain a different measure for the quantum Rényi di-
vergence as shown in the lemma beneath.

Lemma 7. Let a, b ∈ R>0 be scalars, ρ, σ ∈ P(H). Then the following holds:

Dα(aρ‖bσ) = Dα(ρ‖σ) + log

(
a

α
α−1

b

)
.

Proof. We assume Dα(ρ‖σ) 6= 0. Then, we have

Dα(aρ‖bσ) =
α

α− 1
log
∥∥∥b

1−α
2α σ

1−α
2α aρb

1−α
2α σ

1−α
2α

∥∥∥
α

=
α

α− 1
log b

1−α
α a
∥∥∥σ

1−α
2α ρσ

1−α
2α

∥∥∥
α
= log

(
a

α
α−1

b

)
+ Dα(ρ‖σ) .

Note that for α = ∞ Lemma 7 translates into D∞(aρ‖bσ) = D∞(ρ‖σ) + log
( a

b

)
since

limα→∞
α

α−1 = 1.

Data Processing Inequality

Another property is the data processing inequality. This a similar property that also
holds for the purified distance as shown in Corollary 1. In words it means that act-
ing on a system will make two operators more indistinguishable, resulting in a lower
Rényi divergence as proven in Ref. 15.

Lemma 8. Let T ∈ L(L(H),L(H′)) be a CPTNI map and ρ, σ ∈ P(H). Then, for all
α ≥ 1/2 the following holds:

Dα(T (ρ)‖T (σ)) ≤ Dα(ρ‖σ) .

Superadditivity

When looking at two systems the Rényi divergence of a factorizable bipartite system
is the sum of the Rényi divergence the separate systems. We call this property super-
additivity.

Lemma 9. Let ρA, σA ∈ P(HA) and ρB, σB ∈ P(HB). Then, we have

Dα(ρA‖σA) + Dα(ρB‖σB) = Dα(ρA ⊗ ρB‖σA ⊗ σB) .
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Proof. We work out the right hand side of the equality to obtain the left hand side

Dα(ρA ⊗ ρB‖σA ⊗ σB) =
α

α− 1
log
∥∥∥(σA ⊗ σB)

1−α
2α (ρA ⊗ ρB) (σA ⊗ σB)

1−α
2α

∥∥∥
α

.

Next, we apply Lemma 1 to obtain

Dα(ρA ⊗ ρB‖σA ⊗ σB) =
α

α− 1
log
∥∥∥∥(σ

1−α
2α

A ⊗ σ
1−α
2α

B

)
(ρA ⊗ ρB)

(
σ

1−α
2α

A ⊗ σ
1−α
2α

B

)∥∥∥∥
α

.

Lastly, we use Lemma 2 to show

Dα(ρA ⊗ ρB‖σA ⊗ σB) =
α

α− 1
log
[∥∥∥∥σ

1−α
2α

A ρAσ
1−α
2α

A

∥∥∥∥
α

·
∥∥∥∥σ

1−α
2α

B ρBσ
1−α
2α

B

∥∥∥∥
α

]
=

α

α− 1
log
∥∥∥∥σ

1−α
2α

A ρAσ
1−α
2α

A

∥∥∥∥
α

+
α

α− 1
log
∥∥∥∥σ

1−α
2α

B ρBσ
1−α
2α

B

∥∥∥∥
α

= Dα(ρA‖σA) + Dα(ρB‖σB) .

Isometry Invariance

Just like the generalized fidelity - Lemma 4 - and the purified distance - Corollary 2
- the Rényi divergence is invariant isometry transformations, which is shown in Ref.
10.

Lemma 10. Let V ∈ L(H,H′) be an isometry and ρ, σ ∈ P(H). Then, for all α ≥ 0 we
have

Dα

(
VρV†‖VσV†

)
= Dα(ρ‖σ) .

Triangle-like Inequality

In general, the Rényi divergence does not satisfy the triangle inequality. We consider
the case that it does hold a property that looks like the triangle inequality as explained
in Ref. 16.

Lemma 11. Let ρ, σ, χ ∈ P(H). Then, for all α ∈ [1/2, ∞) the following holds:

Dα(ρ‖σ) ≤ Dα(ρ‖χ) + D∞(χ‖σ) .

Thus, for α = ∞ this translates into the triangle inequality as one is familiar with.



Chapter 4
Coherent Relative Entropy

In this chapter, we discuss and contribute to the so-called coherent relative entropy.
This new entropy notion was recently introduced in Refs. 6, 7. In these papers they
discuss the physical interpretation of this measure and argue why it is called an en-
tropy. They show various properties of the coherent relative entropy, e.g. the data
processing inequality. In their proofs of these properties they often use non-trivial
techniques, for example from semi-definite programming. This results in lengthy and
technical proofs.

Here, we provide new quantum information theoretic insight into this novel en-
tropy measure. The starting point of our contribution is a relation between the coher-
ent relative entropy and the Rényi divergence of order infinity; this connection was
already mentioned in Refs. 6, 7, but little attention was given to it. In this thesis we
exploit this connection in the following two ways. On the one hand, by extending
this connection to the Rényi divergence of general order α, we obtain a natural gen-
eralization of the coherent relative entropy to a general order α, where the original
definition corresponds to α = ∞. On the other hand, it allows us to re-prove some of
the properties of the coherent relative entropy, as considered and proven in Refs. 6, 7,
but now: (1) by means of simpler proofs that exploit corresponding properties of the
Rényi divergence, (2) for our generalized version of the coherent relative entropy.

4.1 Process Matrix

In this section the process matrix is presented which is component of the coherent rel-
ative entropy. Before we give its definition it is useful that we first discuss the frame-
work we use. For the coherent relative entropy we have to consider two Hilbert spaces
HA andHB. Recall that we refer to these spaces as system A and system B respectively.
Also, we consider the reference system RA which is isomorphic to system A. Take a den-
sity operator with spectral decomposition σA = ∑i λi|i〉〈i|A as well as a CPTNI map
EA→B which preserves the trace of σA. We call σA the input state. The process matrix
holds information about the input state and the CPTNI map. Next, let us examine a
purification of |σ〉A, namely |σ〉〈σ|ARA with |σ〉ARA = ∑i

√
λi|i〉|i〉. Now, all is set to

define the process matrix.

Definition 15. Let σA ∈ D(HA) a density operator and let EA→B ∈ L(L(HA),L(HB))
be a CPTNI map such that tr(EA→B(σA)) = tr(σA). The process matrix of σA and EA→B is

17
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defined as

ρBRA := (EA→B ⊗ idRA)(|σ〉〈σ|ARA) = ∑
i,j

√
λiλj EA→B(|i〉〈j|)⊗ |i〉〈j| .

We note that the process matrix differs from the Choi-Jamiołkowski isomorphism
presented in Definition 6, but looks quite similar. The process matrix is an operator
that encodes information of the CPTNI map EA→B and the input state σA. It also gives
an intuitive notion that the system RA remembers what the input state was. Observe
that ρBRA uniquely determines σA as well as the CPTNI EA→B on the support of σA.

Lemma 12. Let ρBRA be a process matrix given by input state σA and CPTNI map EA→B.
Then, ρBRA uniquely determines this input state σA and CPTNI map EA→B on the support of
σA.

Proof. We retrieve σA by applying the partial trace to the process matrix:

σA = ∑
i,j

√
λiλj tr [E (|i〉〈j|)] · |i〉〈j| = ∑

i,j

√
λiλj〈j|i〉 · |i〉〈j| = ∑

i
λi|i〉〈i| .

This uniquely determines the input state σA. We retrieve the CPTNI map with the
following observation,

(I⊗ 〈i|)ρBRA(I⊗ |j〉) =
√

λiλj E(|i〉〈j|) .

This determines E(|i〉〈j|) for |i〉, |j〉 in the support of σA.

We continue by examining how the process matrix behaves under CPTNI maps.
Let us start with a process matrix ρBRA which encodes an input state σA and a CPTNI
map EA→B. Next, let FB→C be a CPTNI map such that tr(FB→C(EA→B(σA))) = 1 .
Applying this map to the process matrix yields the following process matrix:

ρCRA := FB→C ⊗ idRA(ρBRA) .

Which encodes input state σA and CPTNI map FB→C ◦ EA→B. An example of CPTNI
maps are MVB and MVA given by isometries VA ∈ L(HA,HA′) and VB ∈ L(HB,HB′).
Given these isometries such that σA and EA→B(σA) are in the support of VA and VB
respectively, we apply these maps on the process matrix we achieve the following:

ρ′BRA
= MVB ⊗MVA(ρBRA) = ∑

i,j

√
λiλj MVBE(|i〉〈j|)⊗MVA |i〉〈j|

= ∑
i,j

√
λiλj MVBEMVA† (MVA |i〉〈j|)⊗MVA |i〉〈j| .

Recall that MV(·) = V ·V†. Besides, we used the property of isometries that V†
AVA = I.

Notice that ρ′BRA
encodes CPTNI map MVBEMVA† which is trace preserving on the

encoded input state σ′A = MVA σA.

4.2 The Coherent Relative Entropy and its Relation to the Rényi
Divergence

In this section, we will introduce the coherent relative entropy. We will adopt the
definition as used in Ref. 6. Additionally, we present its connection to the Rényi di-
vergence of order infinity which forms the starting point of our mathematical con-
tributions. Here, we use this relation to define a new generalized coherent relative
entropy.
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Definition 16. Consider two Hilbert spaces HA and HB with ΓA ∈ P(HA) and ΓB ∈
P(HB). Then, for any process matrix ρBRA representing an input state σA ∈ D(HA) and a
CPTNI map EA→B ∈ L(L(HA),L(HB)) the coherent relative entropy is defined as

D̂A→B(ρBRA‖ΓA, ΓB) := max
T

max
{

λ | T (ΓA) ≤ 2−λΓB

}
,

where the optimization is over all CPTNI maps TA→B ∈ L(L(HA),L(HB)) such that
T (σARB) = ρBRA .

Recall that ρBRA determines σA and a CPTNI map E on the support of σA. So within the
optimization over the CPTNI maps T , there is a degree of freedom outside the support
of σA. When σA has full support, i.e. its kernel is trivial, this degree of freedom is lost
and it is necessary that T = E .

We may want to relax this definition by not requiring T (σARB) and ρBRA to be
exactly equal. It can be more useful to consider cases when T (σARB) is close enough
to ρBRA . We can quantify this by saying T (σARB) is ε-close to ρBRA in terms of the
purified distance as introduced in Definition 9. For this we need the smooth coherent
relative entropy.

Definition 17. Consider two Hilbert spaces HA and HB with respective operators ΓA ≥ 0
and ΓB ≥ 0. Then, for any process matrix ρBRA representing an input state σA and a CPTNI
map EA→B and for all ε ≥ 0, the smooth coherent relative entropy is defined as

D̂ε
A→B(ρBRA‖ΓA, ΓB) := max

T
max

{
λ | T (ΓA) ≤ 2−λΓB

}
,

where the optimization is over all CPTNI maps TA→B ∈ L(L(HA),L(HB)) such that
T (σARA) ≈ε ρBRA .

We note that that for ε = 0 the smooth coherent relative entropy coincides with the
coherent relative entropy as stated in Definition 16. When looking more closely at
the constraint T (ΓA) ≤ 2−λΓB, it is possible to derive an elegant relation between
the coherent relative entropy and the Rényi divergence of order infinity. This relation
also is given in proposition 12 of Ref. 6 and will be the starting point of our approach
when introducing a generalized coherent relative entropy and proving properties of
the coherent relative entropy.

Theorem 2. Consider Hilbert spaces HA and HB with respective operators ΓA ≥ 0 and
ΓB ≥ 0. Then, for any process matrix ρBRA representing an input state σA and a CPTNI map
EA→B and for all ε ≥ 0 there is the following relation:

D̂ε
A→B(ρBRA‖ΓA, ΓB) = max

TA→B
{−D∞(T (ΓA)‖ΓB) | T (σARA) ≈ε ρBRA} ,

where the optimization is over all CPTNI maps TA→B ∈ L(L(HA),L(HB)).

Proof. Let us have a look at one of the requirements in the optimization process of the
coherent relative entropy, T (ΓA) ≤ 2−λΓB. We note that this expression is equivalent
to

Γ−1/2
B T (ΓA)Γ

−1/2
B ≤ 2−λΓ0

B .

Here, Γ0
B is the identity on the support of ΓB. We note that the support of Γ−1/2

B T (ΓA)Γ
−1/2
B

is contained in the support of 2−λΓ0
B. This means that the eigenbasis of Γ−1/2

B T (ΓA)Γ
−1/2
B
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is an eigenbasis of 2−λΓ0
B too. The operator 2−λΓ0

B has eigenvalues 2−λ and 0. There-
fore this inequality is equivalent to the eigenvalues of Γ−1/2

B T (ΓA)Γ
−1/2
B being at most

2−λ. We recall that ‖Γ−1/2
B T (ΓA)Γ

−1/2
B ‖∞ is the Schatten-∞-norm which is the largest

eigenvalue of the operator Γ−1/2
B T (ΓA)Γ

−1/2
B . This means we can rewrite our inequality

into
‖Γ−1/2

B T (ΓA)Γ
−1/2
B ‖∞ ≤ 2−λ .

By applying the logarithm of base two - which is monotonic - on both sides the Rényi
divergence of order infinity emerges:

D∞(T (ΓA)‖ΓB) = log
∥∥∥Γ−1/2

B T (ΓA)Γ
−1/2
B

∥∥∥
∞
≤ −λ .

For the coherent relative entropy we optimize in such way to obtain the maximum
of λ, hence we want to make |λ| as large as possible. We notice that |λ| takes its
maximum value when−λ is equal to the minimal value of D∞(T (ΓA)‖ΓB). Note that
D∞(T (ΓA)‖ΓB) is a function of T , hence −λ = minT {D∞(T (ΓA)‖ΓB)}.

We recall that T (σARA) still needs to be ε-close to ρBRA . When we add this con-
straint, we get the following relation:

−D̂ε
A→B(ρBRA‖ΓA, ΓB) = min

TA→B
{D∞(T (ΓA)‖ΓB) | T (σARA) ≈ε ρBRA} .

Lastly, we use the property that maxx{−x} = −minx{x}, to obtain

D̂ε
A→B(ρBRA‖ΓA, ΓB) = −min

TA→B
{D∞(T (ΓA)‖ΓB) | T (σARA) ≈ε ρBRA}

= max
TA→B
{−D∞(T (ΓA)‖ΓB) | T (σARA) ≈ε ρBRA} .

So there is a relation between coherent relative entropy and Rényi divergence of order
infinity. Instinctively the idea of a generalization of this relation follows. As we de-
fined the Rényi divergence of order α we can define coherent relative entropy of order
α as well.

Definition 18. Consider two Hilbert spaces HA and HB with respective operators ΓA, ΓB ≥
0. Let α ∈ [0, 1) ∪ (1, ∞). Then, for any process matrix ρBRA representing an input state σA
and a CPTNI map EA→B and for all ε ≥ 0, we define the smooth coherent relative entropy of order α
as

D̂ε
α,A→B(ρBRA‖ΓA, ΓB) := max

TA→B
{−Dα(T (ΓA)‖ΓB) | T (σARA) ≈ε ρBRA} ,

where the optimization is over all CPTNI maps TA→B ∈ L(L(HA),L(HB)).

When we write the coherent relative entropy without a subscript α we refer to the
coherent relative entropy (of order infinity) as presented in Definition 17.

4.3 Properties of the Coherent Relative Entropy

The coherent relative entropy holds some properties that we want in order for it to
be called an entropy. In Refs. 6, 7 these properties are proven from scratch to a large
extent using non-trivial techniques, e.g., from semi-definite programming. As a conse-
quence, these proofs in Refs. 6, 7 are technical and lengthy. Here, instead, we exploit
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the observed connection between the coherent relative entropy to the Rényi diver-
gence as discussed in Theorem 2 in order to show that many of these properties of
the coherent relative entropy are inherited from similar properties of the Rényi di-
vergence as discussed in subsection 3.3. This results in short proofs, and sheds new
insight into these properties. Besides, we generalize these properties for the coherent
relative entropy of order α.

Scaling

The coherent relative entropy behaves in a similar way as the Rényi divergence when
we scale the positive semi-definite operators. This property is also discussed in propo-
sition 8 of Ref. 6. Here, the proof follows almost directly from Lemma 7.

Lemma 13. Let a, b ∈ R>0 be scalars, ΓA, ΓB ≥ 0 positive semi-definite operators, ρBRA a
process matrix. Then, for all α, ε ≥ 0 we have

D̂ε
α,A→B(ρBRA‖aΓA, bΓB) = D̂ε

α,A→B(ρBRA‖ΓA, ΓB) + log
(

b
a

α
α−1

)
.

Proof. From linearity of CPTNI maps it follows that T (aΓA) = aT (ΓA), hence

Dα(T (aΓA)‖bΓB) = Dα(aT (ΓA)‖bΓB) .

Using Lemma 7 we get

−Dα(aT (ΓA)‖bΓB) = −Dα(T (ΓA)‖ΓB) + log
(

b
a

α
α−1

)
.

Optimizing both sides we obtain the coherent relative entropy:

D̂ε
α,A→B(ρBRA‖aΓA, bΓB) = D̂ε

α,A→B(ρBRA‖ΓA, ΓB) + log
(

b
a

α
α−1

)
.

Data Processing Inequality

In proposition 19 of Ref. 6 the data processing inequality for coherent relative entropy
is shown by using optimization techniques. In this thesis, the proof of the data process-
ing inequality is a direct consequence of the data processing inequality of the Rényi
divergence as discussed in Lemma 8 and the purified distance as discussed Corol-
lary 1.

Lemma 14. Let FB→C ∈ L(L(HB),L(HC)) be a CPTP map, ΓA, ΓB ≥ 0 and ρBRA a
process matrix. Then for all α ≥ 1/2 and ε ≥ 0 we have

D̂ε
α,A→B(ρBRA‖ΓA, ΓB) ≤ D̂ε

α,A→C(F (ρBRA)‖ΓA,F (ΓB)) .

Proof. Let T A→B be the CPTNI map such that

D̂ε
α,A→B(ρBRA‖ΓA, ΓB) = −Dα(T (ΓA)‖ΓB) .

From Lemma 8 it follows that

−Dα(T (ΓA)‖ΓB) ≤ −Dα(F (T (ΓA))‖F (ΓB)) .
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Moreover, from Corollary 1 it follows that

P
(
F (T (σARA)),F (ρBRA)

)
≤ P

(
T (σARA), ρBRA

)
≤ ε .

Therefore, noting that F (ρBRA) is the process matrix of initial state σA and CPTP map
F ◦ E , we have

D̂ε
α,A→C(F (ρBRA)‖ΓA,F (ΓB))

= max
TA→C
{−Dα( T (ΓA)‖F (ΓB) )| T ◦ F (ρBRA) ≈ε F (σARA)}

≥ −Dα

(
F ◦ T (ΓA)‖F (ΓB)

)
≥ −Dα

(
T (ΓA)‖ΓB

)
= D̂ε

α,A→B(ρBRA‖ΓA, ΓB) .

Isometry Invariance

In Corollary 2 and in and Lemma 10 is shown that respectively the purified distance
and the Rényi divergence are invariant under isometry. The coherent relative entropy
holds this property as well. In proposition 7 of Ref. 6, this property is also mentioned.
However, its proof is not totally spelled out. In this thesis, we will provide an insight-
ful proof.

Lemma 15. Let VA ∈ L(HA,HA′), VB ∈ L(HB,HB′) isometries, ΓA, ΓB positive semi-
definite operators, ρBRA a process matrix, such that ΓA and ρRA are in the support of VA and
that ΓB and σB are in the support of VB. Then, for all α, ε ≥ 0 we have

D̂ε
α,A→B(MVB ⊗MVA(ρBRA)‖MVA(ΓA), MVB(ΓB)) = D̂ε

α,A→B(ρBRA‖ΓA, ΓB) .

Proof. As discussed on page 18 we note that if process matrix ρBRA encodes input
state σA and CPTNI map EA→B, then ρ′BRA

= MVB ⊗ MVA(ρBRA) encodes input state
σ′A = MVA(σA) and the CPTNI map MVB ◦ EA→B ◦ MVA† . Also, notice that for the
purification of σ′A we similarly take σ′ARA

= MVA ⊗MVA(σARA). Let TA→B be a CPTNI
such that

ρBRA ≈ε T (σARA) .

From Corollary 2 it follows that this is equivalent to

ρ′BRA
≈ε MVB ◦ T ⊗MVA(σARA) = MVB ◦ T ◦MVA† (σ

′
ARA

) = T ′(σ′ARA
) .

In the last equality we used V†
AVA = I, a property of isometries. Thus ρBRA is ε-close

to T (σARA) if and only if ρ′BRA
is ε-close to T ′(σ′ARA

). Besides, we observe that T ′ =
MVB ◦ T ◦MVA† is again a CPTNI map. In general, we have the following relation:

D̂ε
α,A→B(ρBRA‖ΓA, ΓB) ≥ −Dα(T (ΓA)‖ΓB) = −Dα(MVB ◦ T (ΓA)‖MVB(ΓB)) ,

where we applied Lemma 10 for the last equality. Again, using the property of isome-
tries and the equivalence of the ε-closeness discussed above we get the following rela-
tion,

D̂ε
α,A→B(MVB ⊗MVA(ρBRA)‖MVA(ΓA), MVB(ΓB))

≥ − Dα(MVB ◦ T ◦MVA† (MVA(ΓA))‖MVB(ΓB))

= −Dα(T (ΓA)‖ΓB) ≤ D̂ε
α,A→B(ρBRA‖ΓA, ΓB) .
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For T such that last inequality becomes an equality we get

D̂ε
α,A→B(ρBRA‖ΓA, ΓB) ≥ D̂ε

α,A→B(MVB ⊗MVA(ρBRA)‖MVA(ΓA), MVB(ΓB)) .

Furthermore, let T ′ be the CPTNI map such that

D̂ε
α,A→B(MVB ⊗MVA(ρBRA)‖MVA(ΓA), MVB(ΓB)) = −Dα(T

′
(MVA(ΓA))‖MVB(ΓB))

≥ −Dα(MVB ◦ T ◦MVA† (MVA(ΓA))‖MVB(ΓB)) ,

where the last inequality follows from the fact that T ′ maximizes the Rényi divergence
and MVB ◦ T ◦MVA† may not be the optimal solution. This means the following:

D̂ε
α,A→B(ρBRA‖ΓA, ΓB) ≤ D̂ε

α,A→B(MVB ⊗MVA(ρBRA)‖MVA(ΓA), MVB(ΓB)) .

We finally conclude that

D̂ε
α,A→B(ρBRA‖ΓA, ΓB) = D̂ε

α,A→B(MVB ⊗MVA(ρBRA)‖MVA(ΓA), MVB(ΓB)) .

Chain Rule

The coherent relative entropy also holds some kind of chain rule. The coherent rela-
tive entropy of a concatenation of processes can never be lower than the sum of the
individual processes. This property corresponds to proposition 20 in Ref. 6.

Lemma 16. Let HA,HB,HC be Hilbert spaces with respectively positive semi-definite oper-
ators ΓA, ΓB and ΓC. In addition, let RA and RB be reference systems. Let σA be a density
operator and EA→B,FB→C CPTNI maps, such that tr[F ◦ E(σA)] = tr[E(σA)] = 1. Then
for all ε, ε′ ≥ 0 and α ≥ 1/2 we have

D̂ε
α,A→B(E(σARA)‖ΓA, ΓB)+ D̂ε′

B→C(F (ρBRA)‖ΓB, ΓC)

≤ D̂ε+ε′

α,A→C(F ◦ E(σARA)‖ΓA, ΓC) .

Proof. Let T A→B and T ′B→C be the CPTNI maps such that

D̂ε
α,A→B(E(σARA)‖ΓA, ΓB) = −Dα(T (ΓA)‖ΓB) and

D̂ε′
B→C(F (ρBRA)‖ΓB, ΓC) = −D∞

(
T ′(ΓB)‖ΓC

)
.

We use data processing inequality of the Rényi divergence as discussed Lemma 8, to
obtain the following inequality:

−Dα

(
T (ΓA)‖ΓB

)
− D∞

(
T ′(ΓB)‖ΓC

)
≤ −Dα

(
T ′ ◦ T (ΓA)‖T

′
(ΓB)

)
− D∞

(
T ′(ΓB)‖ΓC

)
.

Next, we apply Lemma 11, which results in the following inequality:

−Dα

(
T ′ ◦ T (ΓA)‖T

′
(ΓB)

)
− D∞

(
T ′(ΓB)‖ΓC

)
≤ −Dα

(
T ′ ◦ T (ΓA)‖ΓC

)
.
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Next, we show that T ′ ◦ T is indeed an option in the optimization process for D̂ε+ε′

α,A→C(F ◦
E(σARA)‖ΓA, ΓC). Remember that the purified distance is a metric, hence it obeys the
triangle inequality:

P
(
T ′ ◦ T (σARA),F ◦ E(σARA)

)
≤ P

(
T ′ ◦ T (σARA), T

′ ◦ E(σARA)
)

+ P
(
T ′ ◦ E(σARA),F ◦ E(σARA)

)
.

When we apply Corollary 1, we obtain

P
(
T ′ ◦ T (σARA), T

′ ◦ E(σARA)
)
+ P

(
T ′ ◦ E(σARA),F ◦ E(σARA)

)
≤ P

(
T (σARA), E(σARA)

)
+ P

(
T ′(ρBRB),F (ρBRB)

)
≤ ε + ε′ .

Thus, T ′ ◦ T is indeed an option in the optimization process. We conclude that

D̂ε
α,A→B(E(σARA)‖ΓA, ΓB) + D̂ε′

B→C(F (ρBRB)‖ΓB, ΓC)

≤ D̂ε+ε′

α,A→C(F ◦ E(σARA)‖ΓA, ΓC) .

Superadditivity

The notion of the superadditivity property of the Rényi divergence - Lemma 9 - gives
rise to a similar property for the coherent relative entropy as well. This property is
also discussed in proposition 9 of Ref. 6.

Lemma 17. Let HA,HA′ ,HB,HB′ be Hilbert spaces with respectively positive semi-definite
operators ΓA, ΓA′ , ΓB and ΓB′ . In addition, let ρBRA and ζB′RA′

process matrices, α ≥ 1/2 and
ε, ε′ ≥ 0. Then,

D̂ε
α,A→B(ρBRA‖ΓA, ΓB) + D̂ε′

α,A′→B′(ζB′RA′
‖ΓA′ , ΓB′)

≤ D̂ε′′
α,A⊗A′→B⊗B′(ρBRA ⊗ ζB′RA′

‖ΓA ⊗ ΓA′ , ΓB ⊗ ΓB′) ,

where ε′′ =
√

ε2 + ε′2.

Proof. Let T A→B, T ′A′→B′ be the CPTNI maps such that

D̂ε
α,A→B(ρBRA‖ΓA, ΓB) = −Dα(T (ΓA)‖ΓB) and

D̂ε′
α,A′→B′(ζB′RA′

‖ΓA′ , ΓB′) = −Dα(T
′
(ΓA′)‖ΓB′) .

When we add these two we get

D̂ε
α,A→B(ρBRA‖ΓA, ΓB) + D̂ε′

α,A′→B′(ζB′RA′
‖ΓA′ , ΓB′)

= −
(

Dα(T (ΓA)‖ΓB) + Dα(T
′
(ΓA′)‖ΓB′)

)
Let us apply Lemma 9 over here to obtain

−
(

Dα(T (ΓA)‖ΓB) + Dα(T
′
(ΓA′)‖ΓB′)

)
= −Dα

(
T (ΓA)⊗ T

′
(ΓA′)‖ΓB ⊗ ΓB′

)
= −Dα

(
T ⊗ T ′(ΓA ⊗ ΓA′)‖ΓB ⊗ ΓB′

)
.
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Now, we will show that(
T ⊗ T ′

)
A⊗A′→B⊗B′

(
σARA ⊗ σA′RA′

)
≈ε′′ ρBRA ⊗ ζB′RA′

.

We us the inequality of Lemma 6 to obtain

P
((
T ⊗ T ′

)
A⊗A′→B⊗B′

(
σARA ⊗ σA′RA′

)
, ρBRA ⊗ ζB′RA′

)
= P

(
T (σARA)⊗ T

′ (
σA′RA′

)
, ρBRA ⊗ ζB′RA′

)
≤
√

P
(
T (σARA), ρBRA

)2
+ P

(
T ′(σA′RA′

), ζB′RA′

)2
≤
√

ε2 + ε′2 = ε′′ .





Chapter 5
Information is Physical

In the previous chapters, we considered information and entropy as mathematical
concepts. This chapter will be devoted to information and entropy as physical con-
cepts. We give the relevant background knowledge before we present the physical
relevance of the coherent relative entropy in Chapter 6. First, we give a self-contained
literature review on information as a physical entity. We will argue with a renowned
thought experiment that information is indeed physical and can be traded for work.
The approach of this experiment is classical, yet we will extend this to a quantum sys-
tem. In the second part, we discuss the results of more recent studies. In particular, the
so-called information battery. The idea of this information battery is to treat a quantum
register as a work storage system.

5.1 Szilard Engine

Szilard came up with a thought experiment to investigate the infamous Maxwell De-
mon. The outcome of this experiment gives a link between information and work.
For this thought experiment, we use a slightly different one than the original one [8]
because it gives a more intuitive notion of what happens. However, the ideas and out-
comes are still very much identical. For information on the ideas that are presented
here, see Refs. 17–19.

The experiment starts with a cylinder with volume V containing a single parti-
cle, see fig. 5.1 for an illustration of the experiment. The particle is in thermal equi-
librium with the cylinder walls. Both ends of the cylinder are blocked by a piston.
The particle cannot apply enough force on the pistons to move them further out-
wards than in the initial situation, step (1) in fig. 5.1. Moreover, the whole set-up
is connected to a heat bath making sure the temperature is constant and the parti-
cle does not lose thermal energy [2]. The first thing we do is inserting a partition
halfway in the cylinder (2). We assume that the amount of work required to insert
and remove such partition is negligible. Due to this insertion, there are two com-
partments, one is empty, the other contains the particle and both have volume V/2.
Both possible trajectories are represented in fig. 5.1. Next, we measure in which
compartment the particle is without modifying the particle. For now, it is not im-
portant how this information is obtained, only that we gained one bit of informa-
tion. This bit of information needs to be stored somewhere, indicated by the filled
box in step (3) in fig. 5.1. It can be in one of three states, a blank state ’?’ when
there is no knowledge, ’0’ when the particle is in the left compartment and ’1’ if it is

27
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in the right compartment. Note that we now have obtained one bit of information.

Figure 5.1: An illustration how the Szilard
engine works. Two possible trajectories, one
where the particle is the left-hand side and
one where the particle is in the right-hand
side. Besides, the green box represents the
memory system.

One can push the piston on the side
that does not contain the particle until it
touches the partition and can remove the
partition (4). Pushing the piston does not
cost any work since there are no particles
able to resist the movement. After the re-
moval of the partition, the particle now
can exert pressure on the just moved pis-
ton due to its collisions with the piston (5).
Because the set-up is connected to a heat
bath, the expansion happens isothermally,
and heat is extracted from the bath. We
now have lost the information in which
compartment the particle is, we lost our
bit of information (6). When the piston
moves work can indeed be extracted, e.g.
connect a pulley to the piston which lifts a
weight when it moves. Finally, while the
particle is in its original state, the memory
system is not. Thus in the last step we re-
set the memory system to its blank state
(7).

A natural question that arises is how
much work can be extracted. This can be
calculated with the use of this experiment
and the ideal gas law:

p =
NkBT

V
,

where p is the pressure, N is the amount of
particles, kB is the Boltzmann constant, T is
the temperature and V is the volume. In our
experiment, we have a gas consisting of
one particle, hence N = 1. The amount of work done by the system, when the gas
changes from a state with volume V/2 to one with volume V , while T is constant all
the way is given by

W =
∫ V
V
2

pdV =
∫ V
V
2

kBT
V

dV = kBT
(

ln(V)− ln
(
V
2

))
= kBT ln(2) .

In other words, it is possible to extract kBT ln(2) work in this process. After the ex-
periment the system is back at its initial state. The experiment can thus be carried out
again and again. After n cycles we have converted nkBT ln(2) heat into work.

Result 1. During one cycle the Szilard engine converts kBT ln(2) heat into work.
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Figure 5.2: The two possible trajectories for gaining one bit of information.

We have seen how much work can be extracted while losing information about the
position of the particle. Now, we briefly discuss how we can obtain information about
the location of a particle and how much works this costs, shown in fig. 5.2. First, the lo-
cation of the particle is unknown, step (1) in fig. 5.2. Next, by compressing the volume
(2) and inserting a partition (3) we know where the particle is. A similar calculation
as done for the Szilard engine shows that to obtain this bit we need to invest at least
kBT ln(2) work. This leads to the following generalized version of Result 1.

Result 2. From one bit of information kBT ln(2) work can be extracted. On the other hand, to
gain one bit of information at least kBT ln(2) work needs to be invested. Information behaves
like a physical quantity.

5.1.1 Landauer’s Principle

There is a catch to the Szilard engine as discussed above, it violates the second law of
thermodynamics. In Szilard’s thought experiment heat is converted into work without
loss. When considering both the system and the heat bath together, there is a decrease
of heat and an energy gain due to the performed work. Heat energy is converted into
mechanical energy while the system cools down, hence the - physical - entropy has
decreased, this violates the second law of thermodynamics.

Indeed there is something we forgot to take into account. If we only look at the
particle, then is back at its initial state in step (6) of fig. 5.1. However, in step (7) the
memory system is reset. This is exactly where Landauer’s principle comes into play:
Resetting the memory device, erasing the recorded bit, results in a dissipation of heat
of at least kBT ln(2) [1].

Let us derive Landauer’s principle, where we follow a similar approach as pre-
sented in Refs. 19, 20. We want to describe a process that resets one bit of information
regardless of its initial value. The bit is successfully erased or reset when it is impos-
sible to recover its initial state. We can do this by implementing the irreversible map
that sends the value of the bit always to 0. Again, we take a cylinder with one particle
inside to model a bit. We assume that we initially know the value of the bit, the par-
ticle is either in the left - value 0 the in memory system - or the right compartment -
value 1 in the memory system - where a partition makes sure the particle cannot move
from one to the other compartment. In fig. 5.3 is shown how the reset process works,
starting in situation (1). The resetting process has two steps beginning with removing
the partition (2). Next, a piston isothermally compresses the volume and pushing the
particle to the left and generates heat (3). The partition is inserted back and the bit has
value 0 (4). Note that this system models the irreversible map, hence the initial state
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of the bit cannot be recovered and the information we initially had has been erased.
The value of the bit has been reset. This process requires at least kBT ln(2) work to be
carried out, so there is a dissipation of kBT ln(2) heat which flows from the memory
system - the cylinder - to the environment.

Figure 5.3: Regardless the value of the bit the
resetting process shown in this figure makes
sure the bit reset to the 0 value. It is not pos-
sible to reverse this process.

Returning to the Szilard engine, the full
cycle should also take Landauer’s princi-
ple into account. We measure where the
particle is, this is stored into our mem-
ory system. The particle now extracts
kBT ln(2) work while heat is transferred
from the heat bath to the cylinder. The par-
ticle is back at its original state. However,
the memory system should erase its infor-
mation for the total system to be in its orig-
inal state. This is exactly what happens in
step (7) in fig. 5.1. According to Landauer’s
principle, the erasure of this bit of infor-
mation is associated with at least kBT ln(2)
heat which is transferred from the mem-
ory system to the heat bath. Therefore, a
full cycle of the Szilard does not only con-
vert kBT ln(2) heat into mechanical work,
it generates at least kBT ln(2) heat as well.
Ergo, the system heats up and there is no
apparent violation of the second law of
thermodynamics.

Result 3. In the Szilard engine kBT ln(2) work is extracted from one bit of information. This
cools the system down with kBT ln(2). However, due to Landauer’s principle this cooling
is compensated for. Resetting the memory system heats up the whole system with at least
kBT ln(2). Ultimately, energy conservation is not violated.

5.2 Information in Quantum Systems

Up to this point, everything has been reviewed in the classical world. Now, we gen-
eralize this to quantum systems. We do this to lay the foundation for the physical
interpretation of the coherent relative entropy which we discuss in Chapter 6. First,
we describe the Szilard engine in a quantum system.

In the Szilard engine, we start with a particle moving freely. The probability of
the particle being in the left compartment is 1/2 and the same for it being in the right
compartment. Let |0〉 be the state where the particle is in the left compartment and |1〉
for it being in the right one. The particle is initially in the state

1
2
|0〉〈0|+ 1

2
|1〉〈1| = I/2 .

This is a maximally mixed qubit. When we have information about the location of the
particle and a partition is inserted the particle either is in state |0〉〈0| or |1〉〈1|, hence
its state is pure. After one cycle the particle is again in the maximally mixed state.
Adopting our findings - Result 2 - from classical systems, we obtain the following
result.
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Result 4. When a pure qubit is turned into a maximally mixed qubit we can extract kBT ln(2)
work.

5.2.1 Extracting Work from Qubits

We have seen that from transforming a pure qubit into a maximally mixed qubit we
can extract kBT ln(2) work. The maximum amount of work that can be extracted from
a pure qubit is kBT ln(2) [21]. When a qubit ρ is in a mixed state its maximum amount
of extractable work is given by the following generalization [22] :

W = kBT ln(2)− kBTH(ρ) .

Recall that H(ρ) is the Von Neumann entropy as defined in Definition 12. When we
apply this equation to the situation where we start with a pure qubit and end with a
maximally mixed qubit, we obtain as the difference the amount of extractable work:

∆W = kBT ln(2)− kBTS(ρpure)− (kBT ln(2)− kBTS(ρmixed))

= −kBTS(ρpure) + kBTS(ρmixed) = kBT ln(2) .

This is what we have expected, one pure qubit allows the extraction of kBT ln(2) of
work. This leads to a generalization of Result 4.

Result 5. When a pure qubit is turned into a maximally mixed qubit we can extract kBT ln(2)
work. When a maximally mixed qubit is turned into a pure qubit we need to perform kBT ln(2)
work.

This last result can be generalized to the concept of a quantum register - which con-
sists of several qubits - as a work storage system. A quantum register in this context
may be called an information battery [6, 7, 23, 24]. We use this information battery
when describing the set-up for the physical meaning of the coherent relative entropy
in Chapter 6. When work can be extracted from a certain process this work can be
stored in the information battery. When a certain process can only be carried by per-
forming work, it is possible to use the work that is stored in this information battery.
An example of an information battery is shown in fig. 5.4.

An information battery is a system consisting of n qubits. We connect it to a heat
bath to make sure the temperature remains constant. This system starts in the state
2nI2n , which means that all qubits are in maximally mixed state 1

2 I2. We say the infor-
mation battery has a work storage of nkBT ln(2), as it is possible to extract nkBT ln(2)
work from some process and use this work to change the state of all n qubits from
maximally mixed to pure.

Figure 5.4: An example of an information battery with 7 qubits. First, all qubits are maximally
mixed and the system has a work storage of 7kBT ln(2). Then we store 4kBT ln(2) of work
in this battery yielding the lower displayed state of the register with 4 pure and 3 maximally
mixed qubits.
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For example, imagine a situation like the Szilard engine in which kBT ln(2) of work
is extracted. This energy can be stored in our information battery, which state changes
into e.g.

2n−1I2n−1 ⊗ |0〉〈0| .

In this situation, n− 1 qubits are in maximally mixed state one qubit is in a pure state
|0〉〈0|. Note that |0〉〈0| is chosen arbitrarily, because it could have been |1〉〈1| as well.
This process can be executed multiple times until our information battery is in the
state

2λI2λ ⊗ |0〉〈0|⊗(n−λ) .

Here λ qubits are in maximally mixed state n−λ qubits are in pure state. At this point,
the information battery has a storage capacity of λkBT ln(2) and (n− λ)kBT ln(2) can
be extracted from the information battery.



Chapter 6
Work Cost of Quantum Processes

In this final chapter, we explain in a broader context the physical relevance of the co-
herent relative entropy as discussed in Chapter 4. For this, we use the relation between
information theory and physics as discussed in Chapter 5. In particular, the informa-
tion battery. Firstly we present the set-up of quantum thermodynamics we here use.
Then, we use the coherent relative entropy to determine the work cost of a quantum
process in our set-up. This result was shown in Ref. 6. Here, we give a self-contained
explanation of that result in a within this context.

6.1 Quantum Thermodynamics

We will start by introducing our framework for quantum thermodynamics. For more
in depth discussions on quantum thermodynamics we refer to Refs. 25, 26. Consider
a quantum system described by Hamiltonian HA which is connected to a heat bath.
There is also an information battery where work can be extracted and stored. In this
system thermalization will take place, the system will equilibrate to the equilibrium
state given by

γA =
e−βHA

tr
(
e−βHA

) .

Here β = 1/kBT and this state is often referred to as the Gibbs state.
Besides, to each quantum system A we assign a positive semi-definite operator ΓA.

In our framework this will be the non-normalized Gibbs state ΓA := e−βHA with HA
the Hamiltonian of system A. We elaborate on our framework by defining the allowed
operations. The allowed operations are the Γ-sub-preserving maps which are a CPTNI
maps EA→B such that EA→B(ΓA) ≤ ΓB. When we carry out a Γ-sub-preserving map and
extract work, this work can be stored in the information battery. When we want to
implement an operation which is not an allowed operation we may extract work from
the information battery. Recall that the coherent relative entropy optimizes over al
CPTNI maps TA→B for which TA→B(ΓA) ≤ 2−λΓB holds.

The reason that these states characterise our system and that the Γ-sub-preserving
map are the allowed maps is explained by quantum resource theory. Discussing quan-
tum thermodynamics as a quantum resource theory is beyond the scope of this thesis.
If the reader wants to dive into this, we recommend Refs. 27–31.

33
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6.2 Work Cost or Gain of Processes

We arrive at one of the main questions, what is the information gain when carrying
out an allowed operation? Adding to this, what is the work cost when implementing
an operation which is not allowed? It turns out that this can be calculated via the
coherent relative entropy. This result was also found and discussed thoroughly in Ref.
6. In fig. 6.1 there is a visual representation of this process. We need two Hilbert spaces
HA andHB with respective matching positive semi-definite operators ΓA and ΓB. Both
system A and B are connected to a heat bath and there is an information battery X.
Let us start in initial state σA and apply the CPTNI map EA→B. Let ρBRA be the process
matrix of σA and EA→B, then the optimal implementation of this map on this input
state is given by the coherent relative entropy:

D̂ε
A→B(ρBRA‖ΓA, ΓB) = λ .

When λ is positive this means λ pure qubits can be extracted from this process which
can be stored in our information battery. Intuitively, when λ is negative −λ qubits
need to be invested to perform this map. These qubits should be extracted from our
information battery. Recalling the relation between information and physics we con-
clude that the work we can optimally extract is given by

Wextracted = λkBT ln(2) = D̂ε
A→B(ρBRA‖ΓA, ΓB)kBT ln(2) .

Notice that the amount of work needed is also given by Wextracted, yet occurs when its
value is negative.

We will prove this result in Theorem 3 by showing that an allowed operation in our
framework which implements a CPTNI map TA→B and changes λ maximally mixed
into pure qubits in the information battery, suffices the relation TA→B(ΓA) ≤ 2−λΓB.
This theorem is also presented in proposition 1 of Ref. 6. Moreover, we show that for
any CPTNI map that suffices TA→B(ΓA) ≤ 2−λΓB there exists a free operation working
on our system and the information battery that implements TA→B and ’charges’ the
information battery with λ.

Theorem 3. Let TA→B be a CPTNI map and let λ ∈ R. Then the following are equivalent:

1.
TA→B(ΓA) ≤ 2−λΓB ;

2. Let X be a large information battery system. For any integers 0 ≤ λ1, λ2 ≤ dim(X)
such that λ1 − λ2 ≤ λ, there is a Γ-sub-preserving trace non-increasing map FAX→BX
such that for all σA we have

FAX→BX

(
σA ⊗

(
2−λ112λ1

))
= TA→B(σA)⊗

(
2−λ212λ2

)
.

Here, we denote 2−µ12µ for the uniform mixed state of rank µ in the Hilbert spaceHX.

Proof. We start by proving 1.⇒ 2.
Let λ1, λ2 ∈ Z≥0 such that λ1 − λ2 ≤ λ and X an information battery system with
ΓX = 1X and of dimension at least max{λ1, λ2}. We define FAX→BX as

FAX→BX(·) := TA→B (trX (idA ⊗ 12λ1 (·)))⊗
12λ2

2λ2
.
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Then for all σA we have FAX→BX
(
σA ⊗

(
2−λ112λ1

))
= TA→B(σA)⊗

(
2−λ212λ2

)
. Notice

that FAX→BX is a composition of trace non-increasing maps and hence is trace non-
increasing as well. The only thing left to show is that FAX→BX is Γ-sub-preserving
map. First, we plug ΓA ⊗ ΓX into FAX→BX to obtain

FAX→BX(ΓA ⊗ ΓX) = TA→B (trX (idA ⊗ 12λ1 (ΓA ⊗ 1X)))⊗
12λ2

2λ2

= 2−λ2TA→B

(
2λ1 ΓA

)
⊗ 12λ2 = 2λ1−λ2TA→B (ΓA)⊗ 12λ2 ,

where in the last equality we used the property that TA→B is a linear function. Next,
we use our assumption TA→B(ΓA) ≤ 2−λΓB and that 12λ2 ≤ 1X = ΓX to acquire

2λ1−λ2TA→B (ΓA)⊗ 12λ2 ≤ 2λ1−λ2+λΓB ⊗ ΓX ≤ ΓB ⊗ ΓX .

In the last equality we used that λ1 − λ2 ≤ λ. This shows that FAX→BX is Γ-sub-
preserving.

We continue by proving 2.⇒ 1.
Let λ1, λ2 ∈ Z≥0 such that λ1−λ2 ≤ λ. Note that we can retrieve TA→B fromFAX→BX:

trX

(
(idB ⊗ 12λ2 )FAX→BX

(
σA ⊗

(
2−λ112λ1

)))
= trX

(
TA→B(σA)⊗

(
2−λ112λ1

))
= 2−λ1+λ1TA→B(σA) = TA→B(σA) .

By plugging ΓA into TA→B and using that 12λ1 ≤ 1X = ΓX we obtain

TA→B(ΓA) = trX

(
(idB ⊗ 12λ2 )FAX→BX

(
ΓA ⊗

(
2−λ112λ1

)))
≤ 2−λ1 trX ((idB ⊗ 12λ2 )FAX→BX (ΓA ⊗ ΓX)) .

Now, we use the Γ-sub-preserving property of FAX→BX to get

2−λ1 trX ((idB ⊗ 12λ2 )FAX→BX (ΓA ⊗ ΓX))

≤ 2−λ1 trX (ΓB ⊗ 12λ2 ΓX) = 2−(λ1−λ2)ΓB .

We retrieve TA→B ≤ 2−λΓB when sequence (λ1, λ2) is chosen such that λ1 − λ2 ap-
proaches λ .

We conclude that the coherent relative entropy gives the amount of work extracted or
needed such that a CPTNI map on an input state can be carried out.

Figure 6.1: When performing EA→B we extract work and store this in the information battery
via I . The map EA→B ⊗ I is then an allowed operation.
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6.2.1 Example

We illustrate the relation between the coherent relative entropy and work by an exam-
ple. This example will be the Szilard engine as covered in section 5.1. In that section,
we found that one bit can be transformed into kBT ln(2) work. As we know the out-
come of this experiment, it is a good example to demonstrate our findings.

In this setting we start in a system A where the particle can be in either the left or
the right side. The Hamiltonian HA is such that we have corresponding positive semi-
definite operator ΓA = 1

2 |0〉〈0|+
1
2 |1〉〈1| = I/2. Where |0〉 corresponds to the particle

being in the left compartment and |1〉 to the particle being in the right compartment.
We will review two processes. In the first process the particle is forced into the left
compartment and is in system B which is essentially the same system. So, we have
Hamiltonian HB = HA and corresponding positive semi-definite operator ΓB = ΓA.
The second process is when the particle pushes the piston back and we are back in
system A. For convenience we set ε = 0 during both processes.

To start with the first process, we consider the input state σA = I/2 as the particle is
equally likely to be in the left or right compartment. In addition, we consider CPTNI
map EA→B(·) = |0〉〈0| as the particle is forced in the left compartment. The work cost
or gain is given by the coherent relative entropy:

D̂A→B (ρBRA‖I/2, I/2) = max
TA→B
{−D∞(T (I/2)‖I/2) | T (σARA) = ρBRA} .

Because the input state has rank 2 and ε = 0, the only candidate for optimization is
T = E . This gives the following result:

D̂A→B (ρBRA‖I/2, I/2) = −D∞(T (I/2)‖I/2) = −D∞(|0〉〈0|‖I/2) = −1 .

We can interpret this result by saying that forcing a particle to be in the left compart-
ment costs at least kBT ln(2) work.

The second process starts in state σB = |0〉〈0| as the particle is in the left compart-
ment. Also, we implement CPTNI map EB→A(·) = I/2. Again we look at the coherent
relative entropy,

D̂B→A (ρARB‖I/2, I/2) = max
TB→A
{−D∞(T (I/2)‖I/2) | T (σBRB) = ρARB} .

The input state is σB = |0〉〈0|, its purification is σBRB = |0〉〈0| ⊗ |0〉〈0|, thus the pro-
cess matrix is ρARB = I/2 ⊗ |0〉〈0|. We optimize over all CPTNI maps T such that
T (σBRB) = ρARB . This comes down to T (|0〉〈0|) = I/2. We want to maximize

−D∞(T (I/2)‖I/2) = − log
∥∥∥I/2−

1
2T (I/2)I/2−

1
2

∥∥∥
∞

.

Because the logarithm is monotonic, this means that we want to minimize the largest
eigenvalue of I/2−

1
2T (I/2)I/2−

1
2 . Let us have a look at T (I/2). When we use the fact

that T is linear, we get

T (I/2) =
1
2
T (|0〉〈0|) + 1

2
T (|1〉〈1|) = I/4 +

1
2
T (|1〉〈1|) .

Within optimization, there is the degree of freedom for T (|1〉〈1|) as long as T is
CPTNI. Therefore, when expressing its outcome in the basis {|0〉, |1〉}, we get

T (|1〉〈1|) =
(

a0 a1
a1 1− a0 − a2

)
and T (I/2) =

1
2

(
a0 + 1/2 a1

a1 3/2− a0 − a2

)
,
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where a0 ∈ [0, 1], a1 ∈ C and a2 ∈ [0, 1− a0] in order to make sure T is completely
positive and trace non-increasing. Now, we examine I/2−

1
2T (I/2)I/2−

1
2 and its eigen-

values. We have

I/2−
1
2T (I/2)I/2−

1
2 =

(
a0 + 1/2 a1

a1 3/2− a0 − a2

)
.

One can calculate that the eigenvalues of this matrix are

λ± = 1− 1
2

a2 ±
1
2

√
(2− a2)2 + 4a2

0 − 4a0 + 4a0a2 + 2a2 + 4|a1|2 − 3 .

Recall we want to minimize the maximum eigenvalue. We notice that the maximum
eigenvalue increases if |a1| increases. Therefore, we set a1 = 0. Our eigenvalues then
simplify into

λ1 = a0 + 1/2 and λ2 = 3/2− a0 − a2 .

We observe that λ1 ≥ 1/2 with equality when a0 = 0. When we also set a2 = 1, we get
λ1 = λ2 = 1/2. This is the minimum value of the maximum eigenvalue and we found
a solution to our optimization:

D̂B→A (ρARB‖I/2, I/2) = max
TB→A
{−D∞(T (I/2)‖I/2) | T (ρARB) = σBRB}

= − log
∥∥∥∥1/2 0

0 1/2

∥∥∥∥
∞
= 1 .

Just as we expected, it possible to maximally extract kBT ln(2) work when this pro-
cess is carried out. These two processes show that with the coherent relative entropy
we can show what we already have seen, one bit of information can be traded for
kBT ln(2) work.





Discussion

In this thesis, we presented a self-contained research in quantum information theory
and some of its applications in quantum thermodynamics. Our contributions strongly
rely on the connection between the coherent relative entropy and the Rényi diver-
gence. This relation allowed us to contribute in two ways. First, we generalized the
coherent relative entropy to the coherent relative entropy of order α. Secondly, we
exploited this relation to prove properties of the coherent relative entropy of order α
by using properties of the Rényi divergence of order α. This led to proofs which were
sometimes trivial and shorter than when proven from the ground up. In Chapter 5
we gave a research survey on information as a physical concept. The coherent rela-
tive entropy also finds its application in quantum thermodynamics as we discussed
in Chapter 6. If we want to perform a process from one system to another, given an
initial state, the coherent relative entropy tells us the optimal amount of work that can
be extracted from this process. The extracted work can then be stored in an informa-
tion battery where work is stored in the form of pure-state qubits. On the other hand,
when a process initially could not be carried out for free, the coherent relative entropy
gives the minimal amount of work needed to perform this operation. Again, this work
could theoretically be extracted from an information battery.

We have identified a few remaining questions. For example, the coherent relative
entropy tells us the work cost of a map from one system to another given an initial
state, but this relies on the way the physical system is described. The Γ-sub-preserving
maps are argued to be the allowed maps. However, in this thesis, we did not go
in-depth into why these maps are indeed the maps that describe nature. Quantum
resource theory might give the answer to this.

Lastly, we recommend further research. The results are theoretical, similar ex-
perimental findings could strengthen the results found in this thesis. Besides, the
new-found coherent relative of order α could be an interesting research topic. More
properties of the coherent relative entropy of order α can be deduced from properties
of the Rényi divergence. The physical interpretation of the α order coherent relative
entropy is also an open question at this moment.
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Serge Fehr convincingly guided me along the way and always gave valuable feed-
back. His eager for knowledge goes beyond his expertise, which helped to realize the
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