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Abstract 
Digitalization is undoubtedly part of the military domain. The discussion about the cybersecurity of 

autonomous weapon systems lacks a debate. Since November 2019, the Group of Governmental 

Experts (GGE) on emerging technologies (United Nations) in the area of lethal autonomous weapons 

agreed on a set of non-binding guiding principles. Principle (f) states: “When developing or acquiring 

new weapons systems based on emerging technologies in the area of lethal autonomous weapons 

systems, physical security, appropriate non-physical safeguards (including cyber-security against 

hacking or data spoofing), the risk of acquisition by terrorist groups and the risk of proliferation should 

be considered [1, p. 10]”  But what are the defensive cybersecurity risks for (autonomous) weapon 

systems, and how can regulatory intervention help increase such systems’ defensive cybersecurity? 

The discussion about autonomy as a general attribute is imprecise. One of the major challenges is the 

conflicting descriptions of autonomy from either a general sense, or in reference to a particular context 

or system.  The definitions lack a system-centric approach, adding the element of human-machine and 

thus the possibility of meaning full human control defines the autonomy in the system especially in the 

targeting function of the weapon itself. The definition of autonomous weapon systems can be more 

specific if it entails also the political, legal and military decision making process that takes place on 

before, during and after the actual occupation of the weapon since the risk of an unintended casualty 

potentially can start there.  The identification of basic information security risks showed that standards 

and frameworks for securing exists. But the detailed engineering operations of the protocols, the never 

ending process of identifying critical vulnerabilities, and understanding how to address these 

vulnerabilities without compromising functionality, are so complex that is hard to make a trade-off in 

order to achieve functionality by accepting a certain level of vulnerabilities. The ethical discussion 

around the possible lack of transparency, combined with the risks of data bias and the need to have 

full control over data makes it important to develop requirements for making algorithms secure, 

reliable and robust with a trusted community within the ecosystem. Via standard-setting and norms 

on multilateral level and through public private cooperation, the market can be steered towards a 

secure development. Regulation mitigates the risks that nations will have an incentive to rapidly 

acquire and integrate systems without placing appropriate cybersecurity policies to ensure that 

systems are safe and reliable. Standard-setting can gain a strategic value for the weapon systems' 

cybersecurity. Therefore the strategy must include goals to, develop common definitions, create 

transparency and ensure compliance of the standards. 
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1. Introduction: weapons in connection  

Digitalization is undoubtedly part of the military domain. The need to adjust to and incorporate new 

information systems and innovation trough digitalization into Europe's armed forces is essential for 

defending society against threats. For decades, algorithms have helped the military identify targets, 

estimate harm, and launch direct attacks as a part of weapons systems [2]. Algorithms that learn to 

sense and help systems move through the battlefield can increase military power [3]. Civil trends likely 

will shape the military industry also over the next few years. Most prominent examples, such as 

Artificial Intelligence (A.I.), Internet of Things (IoT), and the upcoming mobile technology 5G, show a 

growing number of connected devices. These developments and new technologies have the potential 

to achieve severe cost-savings and optimize military operations. An in-depth study from the American 

Government Accountability Office in 2018 [4] concludes that weapon systems are more software-

dependent and networked than ever before, and automation and connectivity are fundamental 

enablers of modern military capabilities.   

Due to digitalization, military conflicts are shifting from the physical world to the virtual world, also 

known as cyberspace [5]. Military conflicts no longer only appear to be on land, in the air, at sea, but 

also in the digital domain [6], [7] or via a hybrid mix of all those domains.  Furthermore, scholars even 

speak of an ongoing international arms race [8]. Reports show that Russia is field testing several 

Artificial Intelligence-enhanced unmanned-systems in Syria [8]. In the U.S. alone, the Department of 

Defense possesses nearly 11,000 unmanned aerial systems of many different types and capabilities 

that function via Artificial Intelligence [9].  

Simultaneously, there are also adverse effects: digitization can result in new vulnerabilities leading to 

insecurity or disorder in the civilian and military domain. The current scientific debate mostly tries to 

understand risks that could potentially have a harmful impact, which leads to discussions about 

fundamental concerns like ethics, trustworthiness and responsible use [10]–[12]. Ethical scholars 

express severe reservations about the legal and ethical implications of using Lethal Autonomous 

Weapon System (LAWS). These reservations are concerns of an artificial intelligence-induced 

apocalypse regarding human rights expectations, and these scholars fear insecurity in an automated 

world [13]–[16]. They project the unknown results and the unpredictability that technological change 

can have into the debate about practical implications to human affairs. Yampolskiy, Spellchecker and 

Pistono [17]–[19] argue that autonomous systems may surpass humans and that humans thus may 

lose control. Alternatively, these scholars fear that an autonomous system might run amok [20]. Their 

concerns include the way algorithms seem to be organizing human life outside of our direct control. 
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Their concerns are that society has become inhabited by algorithms or code operating mostly 

implicitly, placing human control in the background [14]. 

Nevertheless, critics argue that these visions are somewhat divorced from the war's realities and how 

existing weapons use forms of autonomy [21]. As Birkeland [22] argues, war is inherently a human 

activity, and humans are responsible for a military mission, even if an autonomous system executes 

that mission. With different levels of autonomy come varying levels of control [22]. However, when it 

comes to decisions of life or death, the control over weapon systems must necessarily be meaningful 

in order to give legitimacy to the delegation of decision-making from the human to the machine.  

Currently, most weapon systems are —to some extent—controlled by a human operator [23]. 

Technological advancements, such as Artificial Intelligence or earlier the use of an Israeli uninhabited 

combat aerial vehicle (HARPY) [23], have sparked ethical, legal and moral discussions about the 

appropriateness of this innovations. 

On a strategic level, risks will follow the fast introduction of new technologies, such as Artificial 

Intelligence (A.I.) in autonomous weapon systems, that might increase the likelihood and risk of war, 

leading to the escalation of ongoing conflicts, which will proliferate to malicious actors. This 

transformation can change the conduct of war [24]. Moreover, it has sparked ethical, legal and moral 

discussions about the appropriateness of these innovations. Increasing autonomy in weapon systems 

also raises a complicated set of accountability concerns [25], questions concerning applicable legal 

regimes [26], responsibility [27], moral codes and cultural beliefs [28], [29]. While significant legal 

concerns have been charged against fully autonomous offensive weapons, this is not further discussed 

in detail, since that is not the purpose of this thesis. 

Impressive videos on Youtube of robots and drones give the impression that those machines function 

autonomously. However, in practice today, autonomous systems only appear to operate in a 

controlled environment  [21], [30], [31]. According to Boulanin and Verbruggen [32], the discussion 

about autonomy as a general attribute is imprecise. In their view autonomy "may serve different 

capabilities in different weapon systems, and the concerns should – be they legal, ethical or 

operational – be articulated on the use of specific tasks; therefore this discussion will benefit from a 

more platform or system-centric approach" [32, p. 18]. 

A survey conducted by Jahan et al. [33] shows that the discussion about the cybersecurity of 

autonomous weapon systems (AWS) lacks a debate. Jahan et al. conclude that autonomous systems' 

cybersecurity is at a very early stage. However, maybe cybersecurity can improve military readiness 

through the optimization and relevance of weapons systems. Weapon systems are, in that sense, just 

like information technology (I.T.) or operational technology (O.T.), vulnerable to cyberattacks. Even 
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though standard security measures, such as air-gapping, ensure that a weapon system lacks a direct 

connection to other untrusted systems or networks, attackers might exploit external interfaces (e.g., 

radios, radars, and maintenance ports) [34]. Hackers might try to gain access to weapon systems' 

internal computers, networks, and data [34], or when weapons-systems are using new technologies 

such as A.I., the system runs the risk of being manipulated or misled, which may result in security 

implications [35], [36]. Alternatively, McGraw [37] claims that: "cyberwar, cyber-espionage, and 

cybercrime all share the same root cause: our dependence on insecure networked computer systems 

[37, p. 111]. "Therefore defending against a cyberattack (by building security in) is just as important as 

developing offensive measures [37, p. 113]." 

Technology has conceivably led to new attack methods using Advanced Persistent Threats (APT) or a 

cyberweapon. According to Rid: "cyberweapons are (computer)code that is used- or designed to be 

used- to threaten or cause physical, functional, or mental harm to structures, systems, or living beings 

[6, p. 7]. An example of a cyberweapon is the malware (malicious code) known as Stuxnet [38], [39]. A 

possible scenario from a state-actor could be a mix of conventional and cyber effects, such as malicious 

code combined with an intelligence operation to plant the code [39]. Operational risks, such as those 

related to reliability [40], fragility [41], and security of systems [42], [43] could raise fundamental 

questions about whether military systems will function and operate according to military commanders’ 

intent [20]. The threat that malicious users hack or control such systems by exploiting their 

vulnerabilities could be realistic [33]. Since these autonomous systems are still evolving, it is essential 

to analyze these machines' cybersecurity issues. The state actor scenario requires appropriate defence 

strategies of cybersecurity, which might make the concerns mentioned above, such as the protection 

of unintended use, even more critical.   

1.1. The lack of cybersecurity in legacy weapons systems 
Innovative strategies such as Network-centric Warfare [44]–[47] during the first decade of the 20th 

century tried to achieve connections and communication between weapon systems and Command, 

Control, Communications, Computers, Intelligence, Surveillance and Reconnaissance systems (C4ISR 

systems) [46]. Connecting new and older systems helped achieve tactical means to increase the 

situational awareness needed for  Battlefield Management Systems (BMS) [48]. Better situational 

awareness may help commanders to make better decisions.  

Older weapon systems are not necessarily designed with cybersecurity in mind [45]. To avoid the risk 

that attackers can exploit their initial access to disrupt or degrade a weapon system's operation, 

updating the system is necessary. The authors of a report of the American Government Accountability 

Office [4] wrote: "Due to this lack of focus on weapon systems cybersecurity, DOD likely has an entire 

generation of systems that were designed and built without adequately considering cybersecurity. 
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Bolting on cybersecurity late in the development cycle or after the system's deployment is more 

difficult and costly than taking security into account during the design [4, p. 18] 

Technical issues are also a reason for more attention to cybersecurity. The algorithm's technological 

complexity makes the decision-making-logic challenging to understand and explain [49]. According to 

Lewis et al.[2], complexity explains the necessity to discern whether the use of an emerging 

technological capability would create unknown risks.  The development of weapons systems might 

bring new forms of risk that need to merge with algorithmic systems into military functions [24]. 

1.2. A need for regulated cybersecurity of future weapon systems? 
The use of digital technologies in weapon systems by militaries is growing; these technologies' 

consequences are mediated by military organizations' ability to use them effectively. For the state's 

legitimacy, citizens must trust the supervision and appropriate use of technology by the government 

and military. Security-policies are seen as the pursuit of protecting life and preventing uncertainties 

from happening; hence security is the search for removing these uncertainties [50]. Nevertheless, 

scholars [51], [52] claim that international competition in developing autonomous weapon systems 

could escalate into an arms race. Without sufficient attention on responsible and secure development 

of emerging new technologies like Artificial Intelligence, nations might encourage rapidly acquiring and 

integrating autonomous weapon systems without putting appropriate policies in place to ensure that 

systems are safe and reliable [41]. Only since November 2019, the Group of Governmental Experts 

(GGE) on emerging technologies (United Nations) in the area of lethal autonomous weapons agreed 

on a set of non-binding guiding principles [1]. The CCW High Contracting Parties' meeting decided to 

endorse 11 “guiding principles” affirmed by the GGE. Principle (f) states: “When developing or 

acquiring new weapons systems based on emerging technologies in the area of lethal autonomous 

weapons systems, physical security, appropriate non-physical safeguards (including cyber-security 

against hacking or data spoofing), the risk of acquisition by terrorist groups and the risk of proliferation 

should be considered [45]”   Meaning that the GGE agreed on using the principles as a basis for the 

clarification, consideration and development of aspects of the normative and operational framework 

on emerging technologies in the area of lethal autonomous weapons systems. The intention of the 

CCW is to use these principles to develop a “normative and operational framework”  with the goal of 

presenting this framework at the 2021 Sixth Review Conference. 

However, these principles are a start that stresses the importance of cybersecurity. To apply this 

principle, a deeper understanding of what needs to be regulated is necessary. Therefore, a first step 

towards regulating is awareness of the heterogeneity of secure development norms for weapon 

systems. Even then, regulation remains a complex policy problem to shape. Weapon systems include 

a wide range of different technologies and are systems-of-systems [53]: a collection of systems, each 
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capable of independent operation, that interoperate together. The past shows that critical 

technological developments, such as nuclear weapons, are heavily regulated. Regulation is a tool to 

support governance [54] and can apply to various forms of inquiry shaping social behaviour, state and 

non-state standard-setting, monitoring and behaviour modification processes [32]. Thus regulation 

does not always focus solely on the law. Law is only one of the instruments that policymakers can use. 

Different techniques and instruments are available for the problems that policymakers are trying to 

solve. Regulation of weapon systems' cybersecurity might also play a strategic role, as an instrument 

of a government to steer, not by waving a raised finger, but by providing frameworks to promote 

weapons systems' development responsibly. In this thesis,  the following research question will be 

answered: 

What are the defensive cybersecurity risks for (autonomous) weapon systems, and how can 

regulatory intervention help increase such systems’ defensive cybersecurity? 

This research question can be divided into the following sub-questions: 

• What are weapon systems, and how can autonomy in weapons be defined? 

• Which cybersecurity risks can be defined for weapon systems? 

• To what extent can regulatory strategies help to achieve secure weapon systems? 

1.3. Research methods 
This research includes questions about the need for regulations targeted explicitly to regulate 

autonomous weapon systems by applying cybersecurity. It expands knowledge by investigating how 

regulation variants can help to stay in charge of weapon systems via cybersecurity functions within 

their systems.  

This thesis tries to increase understanding and explain a complicated issue with multiple relations and 

interests based on a qualitative approach. From this view, it combines descriptive and prescriptive 

perspectives. 

This thesis describes the exploratory research carried out for this purpose. It consists of collecting, 

analyzing and interpreting theories of regulation, international relations, military strategies, 

automated and autonomous (weapon) systems, and cybersecurity. This thesis primarily uses an 

inductive process for understanding the complexity of secure weapon systems. The emphasis is on 

evaluating, not on creating new designs or models. The focus is on perspective and relative 

importance. 

This study is interpretative. The methodological approach taken in this study is a mixed methodology 

based on desk research and semi-structured interviews. For classification reasons, only publicly 
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available sources are used. Specific literature is collected using the snowball-method. The problem is 

that a prescriptive policy might not be theoretical enough. Therefore a clear theoretical framework of 

risk identification and regulation is set up. The analysis will focus on how and which different options 

are possible. Subsequently, interview data is interpreted and analyzed, and as a final step, conclusions 

are drawn on the ideas presented in theory during the literature review. To learn more about the 

experts’ experiences and perspectives in military organizations seven interviews are held: two with 

cybersecurity experts, two with technical cybersecurity experts, one with senior data specialist and 

two interviews with senior policy advisors. The semi-structured interview protocol is added in 

appendix I.   

1.4. Structure of this thesis 
This thesis proceeds in three chapters. The next chapter covers an overview of weapon systems, 

focussing on their current or future possibilities and necessity. There is a small outlook into the future, 

but it mostly describes weapon systems' current practical application. This chapter is based on the 

extensive report of the researchers Boulanin and Verbruggen [5]. They performed a one-year mapping 

on the development of autonomy in weapon systems and used an extensive data set of weapon 

systems. 

The third chapter investigates the cybersecurity risks of weapons systems. It explores the three views 

of cybersecurity in cyberspace [55], [56] using a technical, social-technical and governance perspective. 

These views are combined with Dunn Cavelty’s [57, Para. 1] theory of threat representation.  Her 

theory brings together main actors, referent objects and threats of cybersecurity into three threat 

representations clusters. Results of the interviews are combined in this chapter. 

The fourth chapter describes the current views on the possibilities of various forms of regulation. It 

highlights the different ways and gives a framework of possible strategies. In this part, the framework 

is analyzed using empirical evidence built up from interviews with stakeholders.  

The final chapter will present the analysis and conclusions based on the research question presenting 

the most profitable strategy with arguments to succeed. It will focus on the underlying assumptions 

and conceptions of security concerning national security, international relations and the states' 

ongoing struggle to maintain or increase power.  
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2. The complex network of autonomous weapon systems  

 

"The risks of functionally delegating complex tasks—and associated decisions— 

to sensors and data-driven algorithms is one of the central issues of our time,  

with serious implications across sectors and societies. 

 Nowhere are these more acute than in relation to decisions to kill, injure and destroy  

- Neil Davison -[32], [58] 

2.1.  Weapon Systems 

Some authors argue that the debate to define an autonomous weapon system is a semantic dispute 

[59, p. 937]. Legal scholars, computer scientists, and military, among others, have contributed to this 

debate each with their respective perspectives. First, it is possible to make a linguistic distinction 

between the terms ‘weapon’ and ‘weapon system’. The former might refer to ‘all arms, munitions, 

materiel, instruments, mechanisms, or devices that have an intended effect of injuring, damaging, 

destroying or disabling personnel or property’ [60] while the latter is more broadly conceived to 

include ‘the weapon itself and those components required for its operation, including new, advanced 

or emerging technologies [32], [61].  

The Geneva Conventions, the Convention on Certain Conventional Weapons (CCW) and the Arms 

Trade Treaty (ATT), the Wassenaar Arrangement (W.A.) and the Missile Technology Control Regime 

(MTCR) all define weapon systems differently [32]. Defining an autonomous weapon in the legal 

context is important in order to proof legitimacy in terms of the law of armed conflict. It is obvious that 

an weapon system cannot be employed if it cannot apply with the law of armed conflict. Mainly the 

international debate is doubting whether autonomous systems could be capable of complying with 

the rules of international humanitarian law.   

From a technical perspective a ‘weapon system’ is understood to be a system that may consist of 

multiple physical platforms, including carrier and launch platforms, sensors, fire control systems and 

communication links needed for a weapon to engage a target [62].  Although some weapon systems 

are purely I.T. systems, most—such as aircraft, missiles, and ships—are what the National Institute of 

Standards and Technology [36] and Zahid [62, p. 1] refer to as "cyber-physical systems." NIST defines 

these systems as "co-engineered interacting networks of physical and computational components 

[32].” When these systems might feature some autonomy in their critical functions, they can 

autonomously search for, detect, identify, select, track or attack targets we speak of an autonomous 

system [63]. The other components could also include other functions that might be autonomous, such 

as autonomous navigation, take-off and landing, or even flying. Modern weapons systems can contain 
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hundreds of thousands of chips; each can be sophisticatedly designed, containing billions of 

transistors, that are functioning in a cyber-physical system, which generally involves sensing, 

computation and actuation. A cyber-physical system involves traditional information technology as in 

the transfer of data from sensors to the processing of those data in computation, it also involve 

traditional operational technology for control aspects and actuation. The traditional cyber-physical 

system was a closed serial network that contained only trusted devices with little or no connection to 

the outside world [45]. Older cyber-physical systems communicate data with operators over radio 

transmissions or are closed systems. But due to the innovative commercial communication possibilities 

and the upcoming technologies such as 5G real-time information exchange becomes more and more 

reality in the future [64], [65]. IoT technology might play an essential role in military action's 

effectiveness and contribute to its situational awareness capabilities. This interconnection is also 

defined as the Internet of Battlefield things (IOBT) [45]. Real-time battlefield data-sharing and the 

cooperative decision-making among commanders could become highly dependent on the connectivity 

between different combat units in the network [32]. An autonomous weapon system may perform 

some functions better from a military perspective (in some cases faster, stealthier, or more precisely) 

than human equivalents; this will also reduce risks to human soldiers. Evolving to this form an 

autonomous weapon system can become a highly complex systems-of-systems [27]. Automation in 

weapons technology is also inevitable as a response to the increasing tempo of military operations and 

political pressures to protect not just one’s own personnel but also civilian persons and property [23].  

2.2. Autonomy in weapon systems 
A broad range of weapons systems is in service [23]. Automatic systems have existed for decades. The 

first automatic air defence system, the Mark 56, was invented during World War II [27] and in the 

1960s,  the Patriot air [X2] defence system was designed. However, this system is still under human 

control: operators who can intervene at any time in case of an unwanted launch. Thus, automatic or 

autonomous functions in weapons systems are not new, but they have become increasingly more 

“autonomous”.  Defining autonomous in the notion of autonomy in autonomous weapons is 

problematic because it seems to have a changing context [27]. The term autonomous appears to refer 

to all technologies (irrespective they are automated, autonomous, learning, self-learning or another 

type of Artificial Intelligence). According to Paul Scharre [27, p. 1], this is a misperception about 

autonomous weapon system; autonomy in the autonomous weapon system debate refers to the 

system's intelligence, but 'how intelligent the system is' and 'which tasks are performed autonomously' 

are different dimensions [66]. It is freedom, not the system's intelligence, that defines the autonomous 

weapon [66, p. 542].  Therefore, it might not be adequate to ask whether an autonomous weapon 

system 'works well' or 'is dangerous'. Instead, it is necessary to compare the characteristics of 
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autonomy with the corresponding current human action it replaces or complements on a case-by-case 

basis. 

To define autonomous weapon systems, we need to define autonomy as a relative notion: within and 

across relevant disciplines, be it engineering, robotics or computer science, most experts have a 

different understanding of when a system or a system's function may or may not be deemed 

autonomous. However, to understand the capabilities of the weapon, the concept of autonomy needs 

some clarification.  From this perspective, autonomy as technology is seen as a function to achieve a 

task. The definition of Bills [67, p. 2] has a focus on the ability of a machine performing a task: “LAWS 

are robots used to deliver lethal force that possess near-human decision-making abilities" [68]. Thus 

an 'autonomous system' is a machine (hence robot) that, once activated, performs some task or 

function on its own. Automation in this definition seems to increase when more tasks are automated 

in a system.  Unfortunately, this definition does not specify functions and suggests that automation 

has no levels.   

Autonomy in systems could also be seen from a function perspective, and thus a more specific 

definition might refer more to the process within the system is used. The definition of Trumbull [66] 

defines the functions somewhat more: `A weapon that, without human intervention, selects and 

engages targets matching certain predefined criteria, following a human decision to deploy the 

weapon on the understanding that an attack, once launched, cannot be stopped by human 

intervention [66].' This definition is also still not very precise.  In this definition human- system 

collaboration is not mentioned, and it does not provide a possible level of automation from a technical 

point of view.   

Descriptions of autonomy in weapon systems with the concept of a technological spectrum should 

move from remotely controlled systems on one side to autonomous weapon systems on the other. 

The definition from UNIDIR takes that argument into account: Autonomy in weapon systems is 

understood as a spectrum of capability 'moving from remotely controlled systems on one side to 

autonomous weapon systems on the other. Autonomy increases when moving along the spectrum 

from objects controlled by human operators from a distance (such as remotely piloted unmanned 

aerial vehicles) to automatic and automated systems to fully autonomous ones’ [21], [31], [69]. 

Heather Roff measures the level of autonomy in a weapon system based on three capabilities of an 

autonomous weapon system: self-mobility, self-direction and self-determination. Self-mobility 

capabilities allow a system to move by itself, self-direction relates to target identification, and self-

determination indexes the abilities that a system may possess concerning goal setting, planning, and 

communication [21], [31], [69]. Still, the level of automation is not seen as a continuum. Scharre and 
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Horrowitz [21] define levels of automation more specifically. Scharre and Horowitz [21] argue that the 

level of automation can vary along three main axes or dimensions. These dimensions are independent. 

So, autonomy does not exist on merely one spectrum, but on three ranges simultaneously: first, the 

human-machine command-and-control relationship; second, the sophistication of the machine's 

decision making; and third, the type of decision-function that is automated. Scharre and Horowitz  

refer to this as the three dimensions of automation: (1) the relationship between person and machine, 

(2) the complexity of the machine, and (3) the type of function that is automated.  

In the first dimension, the Human-Machine relation-autonomy refers to the relationship between the 

person and the machine. Machines need to stop after performing a function or task and wait for human 

a decision to continue. This concept is called the human in the loop [70]. The second form is human-

on-the-loop [71, p. 3]. Within this idea, the system function might be problematic, or the human might 

only be monitoring and have possibilities to intervene when the system malfunctions, the human here 

has only supervision. Third, there is a fully autonomous system; in this concept, autonomy is not based 

on the system's intelligence but rather about performing the tasks given without the interference of 

human control.  

Automation can refer to the complexity of the machine. This second factor is a utterly different way 

which might refer to automatic - almost mechanical responses - to environmental input. The term 

automated can also refer to the system's complexity and describes a more complex, rule-based 

system. Alternatively, speaking of complexity, the term autonomous might refer to machines that 

execute behaviour that entails some form of self-learning, emergent behaviour that is not directly 

predictable from the inspection of its code.  Within this concept, the boundaries between degrees of 

complexity are vague, and it is hard where to draw the line between automatic, automated, 

autonomous and intelligence, but Scharre & Horowitz [72] argue that it is meaningless to call a 

system automatic or intelligent without specifying the tasks or function that is automated.   

In the third factor, the type of function of automating, different decisions have different complexity 

levels and other risks. The question is: 'which function is operated by machine and which by the 

person?'. The engagement between human and machine that defines the degree of automation or 

human control is the human out of the loop [73]. Engagement-related tasks could include: acquiring, 

tracking, identifying and cueing potential targets, aiming weapons, selecting specific targets for 

engagement, prioritizing targets to be engaged, the timing of when to fire, manoeuvring and homing 

in on targets, and the detonation itself role [13], [74].  
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2.3. Future: Autonomy in weapons systems  

In a RAND research report, Snyder, Powers, et al. [75] write that most modern U.S. military systems 

are so intertwined with cyberspace that they depend on it for their fundamental operations. Many are 

further connected, either directly or indirectly, to other military systems, forming a complex systems-

of-systems whose capabilities are interdependent. State-of-the-art weapons systems are deployed 

beside legacy high-value systems. Many of the applications of such autonomous systems are in their 

infancy; the consequences of such accidents are probably limited. However, this is likely to change in 

time, not least if there is further convergence between the development of autonomous systems 

based upon machine learning and efforts to weaponize them [45]." Thus, it is unlikely that Artificial 

Intelligence technology such as Machine-learning will be fully applicable for complete weapon systems 

in the short term. Does this mean that advances in Machine-learning or deep learning are not needed 

to counter the ever-evolving threat posed by adversaries? In general, Artificial Intelligence is used to 

automate the detection of attacks and evolve and improve their capabilities over time [20, p. 3]. 

Buchanan et al. argue that a dual-use will be more realistic with a rule-based system or human input.  

Automation can also perform 'symbolic manipulations' that are very similar to what appears to be 

playing out in the human cognitive system, thus real-life thus the environment. Such machines, 

therefore, seem to show a certain degree of intelligence. The environment can be small or large, 

specific or very wide. The definitions "narrow" or "general" Artificial Intelligence systems have their 

foundation on this principle. The most crucial distinction between alternative Artificial Intelligence 

systems is thus generality. Today Artificial Intelligence systems can only solve narrow sets of tasks in 

limited environments, even though Artificial Intelligence already defeat humans while playing chess or 

poker, in language processing skills or face recognition possibilities and surveillance. In other different 

areas, the human is still superior; in general, the conclusion is that the more depending on the task's 

complexity, the more human control or command is needed. Until today, the systems remain narrow, 

and it still cannot generalize as broadly as human can [4, p. 18]. Thus, Artificial General Intelligence is 

more of an idea in the future than in today's reality [40]. Thus Artificial Intelligence is not yet entirely 

suitable for use in complex environments.  

 

2.4. Sub-conclusion 
The increased aspirations of the application of artificial intelligence, and the conceptual foresight that 

an autonomous weapon system might perform functions better from a military perspective - faster, 

stealthier, or more precisely- than human equivalents brands an autonomous weapon system as a 

highly complex systems-of-systems [41]. However, the use of autonomous weapons is generally 

considered revolutionary and legally under debate. The discussion about autonomy as a general 
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attribute is imprecise. One of the major challenges is the conflicting descriptions of autonomy from 

either a general sense, or in reference to a particular context or system. Autonomy in weapon systems 

can serve different functions – like targeting, flying, navigation - and the degree of autonomy might 

depend on the use of specific tasks. Therefore a definition will benefit from a more platform or system-

centric approach. Within this system-centric approach, the element of human-machine and thus the 

possibility of meaning full human control defines the autonomy in the system especially in the 

targeting function of the weapon itself. The level of autonomy is not inherent to a weapon system, but 

determined by what it is allowed to do without human oversight or control.  Form a technical point of 

view the targeting function relates to the intended effect of injuring, damaging, destroying during 

conflict, independent from the defensive or offensive military objective of the mission within the 

weapon is functioning.  The definition of autonomous weapon systems can be more specific if it entails 

also the political, legal and military decision making process that takes place on before, during and 

after the actual occupation of the weapon, the risk of an unintended casualty starts here.  Nevertheless 

these, by human predefined criteria, are deployed in a cyber-physical systems that needs to be secured 

to perform as intended.   
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3. Cybersecurity risk factors of weapon systems.  

 

"War is dangerous,  

and weapons that are intended to be deadly to an opponent 

often can be quite dangerous to the user or friendly forces as well [42], [43].” 

 

As the authors of the 2018 published report of the American Government Accountability Office wrote: 

"Due to the lack of focus on weapon systems cybersecurity, the Department of Defense likely has an 

entire generation of systems that were designed and built without adequately considering 

cybersecurity [20]”. Jahan et al. [33] also conclude that autonomous systems' cybersecurity is at a very 

early stage. Weapon systems are just like information technology (I.T.) or operational technology 

(O.T.), vulnerable to cyberattacks. Those operational risks, such as those related to the reliability [34], 

fragility [76], and security of systems [34] could raise fundamental questions about whether military 

systems will function and operate according to military commanders’ intent [35], [36]. The threat that 

malicious users hack or control such systems by exploiting their vulnerabilities could be realistic [77]. 

The 2009 theft of the F-35 fighter designs from the US military through Chinese hackers is one of the 

most high-profile cases of cyber espionage [56]. Even though often used network security measures, 

such as air-gapping, ensure that a weapon system lacks a direct connection to other untrusted systems 

networks, attackers might exploit external interfaces (e.g., radios, radars, and maintenance ports) [6]. 

Hackers might try to gain access or manipulate weapon systems' internal computers, networks, and 

data [70] which may result in security implications [70, p. vii]. Implications affect the system itself and 

the tactical and operational value that a military commander expects when the system is used. 

Interviewee [X1] referred here to an important military principle: "In the military, it is safety always, 

mission first. Cybersecurity is one of the different tools we use." Cybersecurity issues seem to affect 

the system itself and emerge as a political consideration for states, multilateral organizations, firms 

and civil society [78]. However, the term cybersecurity is widely used and has evolved rapidly while 

convergence with other forms of security [79].  The desired outcomes of military cybersecurity 

management are, following the description of Snyder, Powers, et al. [80]: "to limit adversary 

intelligence exploitation through cyberspace to an acceptable level and to maintain a proper 

operational functionality (survivability) even when attacked offensively through cyberspace” [81].  

 

3.1. Security of Cyberspace  

The exact meaning of cyberspace is inadequately and unclearly defined in the literature. There are 

different views on the context, domains of application and terminologies [82]. From a military 
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operational perspective, cyberspace refers to the fifth military domain, next to sea, land, air and space 

[80], but that classification does not describe the function of cyberspace. Cyberspace can also be seen 

as a place where governmental, military, commercial and private users make connections via the 

internet and social media [80]. Cyberspace is unique as it also contains virtual, more or less ethereal, 

elements [83], and cyberspace is unlike the air, space, or the sea,  an entirely man-made area.  The US 

Army understands cyberspace intended and designed as an information environment [83, p. 24], 

although they acknowledge cyberspace's expanded appreciation today.  The US army [84] describes 

cyberspace as a three-layer model with five sub-layers consisting of a physical, logical, and a social 

layer comprising the following five components: ‘geographic, physical network, logical network, cyber 

persona and persona’ [85]. Valeriano and Maness [86, p. 1] define cyberspace “as the networked 

system of microprocessors, mainframes, and basic computers that act in digital space. Cyberspace has 

physical elements because these microprocessors, mainframes, and computers are systems with a 

physical location. Therefore, cyberspace is a physical, socio-technological environment that interacts 

and blends with other domains and layers [86, p. 1].” This definition focuses on what the term 

cyberspace entails and indicates the problems that might result from it, but it places no normative 

judgment on the efficacy of cyber issues, something Van den Berg's model does. Van den Berg’s [55] 

model considers that indeed cyberspace involves a technical and socio-technical layer, but that it also 

involves a third layer: the Governance-layer. This layer exists above the two other layers and should 

govern cyberspace through regulation, rules or standard-setting norms [87].  Cyberspace in that notion 

can be seen as a dynamic, evolving, multilevel ecosystem of physical infrastructure, software, 

regulations, ideas, innovations, and interactions influenced by an expanding population of contributors 

[5].  

Cyberspace can be seen as the operational environment where threats and risks could occur and where 

thus, security measures could help protect cyberspace. A further operationalisation of cybersecurity is 

needed to understand what the notion of cybersecurity involves. Lewis defines cybersecurity as “the 

safeguarding of computer networks and the information they contain from penetration and malicious 

damage or disruption.” [77], this definition is unclear about what safeguarding should entail, and thus 

the outcome, the actors, and the structure are vague. According to Van den Berg [88], [89], when 

cyberspace was originated, the security focus was on information security with the basic concepts of 

confidentiality, integrity and availability of information, the CIA-Triade. From this point of view, 

cybersecurity can be described to be the set of technologies, processes, and practices designed to 

protect networks, computers, programs, and data from attack, damage, or unauthorized access, by 

the common information security goals: the protection of confidentiality, integrity, and availability of 

information [88, p. 11]. Nevertheless, the classical definition of information security is perceived as too 



Weaponssecurity, comply or explain 

17 
 

restrictive for cybersecurity [85]. Van den Berg [90, p. 7] argues that non-technical issues like 

economic, ethical, legal and governmental aspects are also part of cybersecurity. The traditional CIA-

Triade ignores the semantics between the interactions of actors and the IT systems. Cybersecurity 

issues seem to affect systems' defence and demand political consideration or intervention for states, 

multilateral organizations, firms and civil society [90, p. 7]. Thus “cybersecurity requires not only 

protecting and defending society and its essential information infrastructures but also a way of 

prosecuting national and international policies through information-technological means [91].”  

Security in this point of view is not something you have; it is as a threat to (core) values of society [90, 

p. 7].  

 

3.2. Defining risk factors  

Deibert & Rohozinski [85] divide risks for securing cyberspace into two related dimensions: risks to the 

physical realm of computer and communication technologies (risks to cyberspace); and risks that arise 

from cyberspace and are facilitated or generated by its technologies but do not directly target the 

infrastructures per se (risks through cyberspace). Hansson [89]  observes that risk can mean an 

unwanted event, which may or may not occur [89] and that ‘risk’ is assumed as the cause of a potential 

unwanted event. Furthermore the complexity of the risk is frequently used interchangeably with 

notions such as hazard, threat, loss, and damage [89]. In military operations this notions are critical to 

identify, because how critical a system vulnerability might is depends on its use to support operational 

missions and which missions it supports [89], [92]. The appropriate level of risk of critical mission 

systems are established by the so-called mission assurance risk approval. Mission assurance is, 

according to MITRE1: “the ability of operators to achieve their mission, continue critical processes, and 

protect people and assets in the face of internal and external attack (both physical and cyber), 

unforeseen environmental or operational changes, and system malfunctions.” Securing cyberspace or 

an autonomous weapon is a complex task, and risk assessment can reduce that complexity [X4]. It 

reduces the complexity of a particular situation by assessing the impact of – often undesirable – events 

into a chance or probability that a certain incident will occur. The purpose of risk calculation is that the 

statistical expectation value of unwanted events may or may not take place. Risk calculation involves 

thinking of risk as the probability that an unwanted event may or may not take place, and it also entails 

identifying and calculating the consequences of that event. This process will lead to the identification 

of potential incidents that should be mitigated or accepted when the mission risk approval certification 

is performed.  

 
1 https://www.mitre.org/publications/systems-engineering-guide/enterprise-engineering/systems-engineering-
for-mission-assurance#:~:text=Share,operational%20changes%2C%20and%20system%20malfunctions. 
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An essential element in deciding how to handle risks is finding ways to cope with an uncertain future 

and prevent or minimize possible losses [93, pp. 54–55]. The assumption that underlies this idea is that 

we can influence future outcomes and keep ourselves safe by taking appropriate measures. There are 

mainly three perspectives on how to cope with that uncertainty of taking the appropriate measure. 

Those perspectives are referred to as the realist perspective, the social constructivist perspective and 

the psychometric perspective[89]. First, in the realist perspective, risks are real events or hazards in 

the world and are determined objectively [94]–[96]. The realist perspective views risks from a 

technical, natural science, and engineering outlook. In this context, risks are considered real objective 

dangers or hazards identified through risk management practices. Risk management entails the 

process of objectively calculating and quantifying the likelihood and impact of events [90, p. 7].  

The social constructivist perspective holds that risks cannot merely be determined by an objective 

calculation or measurement of an event's probability and impact. Instead, the risk is seen as a complex 

construct created by cultural or social values applied to it [56]. Thus, what constitutes risk is influenced 

by human interaction, involving social and cultural processes that steer the appreciation and 

determination of risk [56]. As opposed to the realist view on risk, calculating probabilities in terms of 

security is much more difficult. Human behaviour is not static, and malicious human actors' capabilities 

are often unknown [56]. First, the complexity of risks can be explained by looking at cyberspace's 

interconnected nature with the physical domain. Second perceiving an unwanted event as a risk is a 

decision that is made under conditions of known probabilities [56]. Consequently, the term risk 

denotes the possibility that an undesirable event may occur as a result, in the case of a cyber-activity, 

after a human decided to start that activity that may lead to that undesirable event.  

The start of an unwanted event may be driven from a political point of view. Building on the notion 

that risks are political is a psychometric approach. The psychometric perspective fits in between the 

realist and social constructivist perspective since it studies the perception of risk. Since risks are not 

only a matter of choice -within certain boundaries-, risks also come with political and social effects 

[91]. Zooming in on the strategic-military aspects of cybersecurity might mean that it is subjected to 

the rules of an antagonistic zero-sum game, in which one party’s gain is another party’s loss [56]; this 

might lead to risk reduction too firmly focused on national security measures instead of economic and 

business solutions since it is wrong to suggest that states can establish control over cyberspace [56]. 

In all, this creates an unnecessary atmosphere of insecurity and tension in the international system, 

which is based on misperceptions of the nature and level of cyber risk and the feasibility of different 

protection measures in a world characterised by complex, interdependent risk [56].  



Weaponssecurity, comply or explain 

19 
 

3.3. Technical, cyber-crime and espionage, and cyberwarfare threats and risks 
Risks are also defined by assessing threat representations [97] – different ways to depict what counts 

as a threat -  to a weapon system. Dunn Cavelty [92], [98] argues that there are three discourses of 

cybersecurity threats relevant for the military domain: technical cybersecurity, cyber-crime and 

espionage, and cyber-war. In the first category, threats arise from malware and system intrusions or 

disruptions [99]. Within the second cluster, threats arise from cybercrime and cyber espionage actions. 

It makes a difference, from a legal and political point of view if a computer intrusion (technical threat) 

is attributed as a criminal act or as an act of espionage, resulting in using other response methods such 

as misleading, disturbing retaliation or prosecuting the identified actor. The third representation is 

cyberwarfare. The main actors here are nation-states’ cyber force focusing on military networks or 

their systems [100]. In the following section the main threats and risks will be discussed categorized 

by the former described threat representations.  

Technical cybersecurity  
Within the technical cybersecurity representation, the information security threats are an important 

part.  Researchers have proposed various theories and approaches to manage the threats by analyzing 

its risks [30], modelling its security [29], developing security strategies and policies [23], and 

establishing international security standards [6]. ISO [62], NIST [101]. Yeh [4] defines four main threats: 

interruption, interception, modification, and fabrication. These threats lead to the risk of not 

protecting information systems against unauthorized access to or modification of information, 

whether in storage, processing or transit, and against the denial of service to authorized users, 

including those measures necessary to detect, document, and counter such threats. Other research 

based on information security makes use of classification methods based on threat impact such as: 

spoofing identity, tampering with data, repudiation, information disclosure, and elevation of privilege 

[102], The NIST framework for cyber-physical systems defines security aspects and concerns which 

should be taken into account in the design process [103]. Carter et al argue from a social constructivist 

viewpoint, that is difficult to address security early in the design process and then continue during the 

lifecycle as both threats and the systems evolves [103]. They argue that security solutions are 

developed on perceived threats to system, this means that vulnerabilities are discovered after a breach 

or failure. Risk analyses could also be based on structured argumentation using attack-three methods 

like STRIDE: Spoofing, tampering, repudiation, information disclosure, denial of service, elevation of 

privilege to discover threats[103]. Designers are using these methods due to the unpredictability of 

attackers and zero-day vulnerabilities. Carter et al. also argue that traditional security requirements 

techniques are insufficient for cyber-physical systems  due to the physical and component interactions 

inherent to such systems[104]. Young and Leveson showed that the cyber-security problem needs to 

change focus from responding to threats towards controlling vulnerabilities[103]. This refocusing to a 
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top-down approach enables analysis to maintain a system-level perspective while also having the 

ability to focus in on loss scenarios in high levels of detail [105].  

The threat of interruption is also important to discuss more in depth. (Unintended) System Failures or 

mistakes A considerable risk to autonomous weapon system is a failure. A failure refers to actual or 

perceived degradation or loss of intended functionality or inability of the system to perform as 

intended or designed  [62]. These failures do not necessarily mean that the system fails to function 

when the risk of failure is assessed during the engineering of the system. An autonomous weapon must 

always meet the critical assurance requirements since malfunctioning could jeopardize the operation, 

the unwanted effect is that the system loses their mission readiness.  A system therefore needs 

resilience to handle a failure when it does unexpected appears. Failures will therefore always stay a 

threat. Which may arise from cyberattacks, infiltration, to jamming, spoofing,  software coding errors, 

human error, human-machine interaction failures, malfunctions, communications degradation, 

infiltrating in the industrial supply chain and unanticipated situations on the battlefield.  

The NIST framework for cyber-physical systems also mentions concerns around data [101]. Data bias 

is a problem that can arise when data is modified. Threats to data are the loss of data integrity, data 

confidentiality,  nonrepudiation, and data freshness. Occurring biases are (self)selection bias, exclusion 

bias or reporting bias and detection biases[102]. Misrepresentation can lead to a vicious circle and may 

lead to a disruption of the system. This is could be assessed as risk that can lead to modification and 

maybe to a system failure, but the formal validation of predictability stays a challenge [101]. This risk 

can also be viewed from a social constructivist perspective. It is the human influence on the data 

quality and the human primary input to build data sets on which the systems are build. The mitigating 

approaches should tackle bias in different stages of autonomous decision making, namely, pre-

processing, in-processing, and post-processing, but human testing of the results is essential. However, 

autonomous decision-making may enlarge pre-existing biases and evolve new classifications and 

criteria with massive potential for new types of biases [28]. Data security is also mentioned in the 

interviews [X2, X3, X6, X7] as a risk that should be identified. Due to the increasing connectivity level, 

a permanent focus is needed for confidential, and thus encrypted communication of data. The 

transport of the data is seen as threat. Simultaneously, the interviewees are apprehensive about the 

required quality and amount of data, especially with the future of increasing autonomy in mind. With 

a higher level of autonomous actions of a system, the need for the system's intelligence will also rise. 

Intelligence has to rely on data-sets; however, therefore, there must be enough data with the required 

quality. This concern is also debated in the literature when there is referred to the BlackBox. Machine 

learning techniques might help to enable or improve the performance of systems like an unmanned 

combat aerial vehicle, a marine vessel surveillance, or for detecting and mapping mines. Those systems 



Weaponssecurity, comply or explain 

21 
 

need large amounts of sensor and intelligence data to support military decision making. Challenges are 

that this systems are very complex. Autonomous weapon systems might require novel approaches 

towards explainability, since the operation of many of these machine learning models is often 

challenging to interpret by the designers, other actors and users: the greater the volume, variety, and 

velocity of data processing, the more difficult it becomes to understand and predict a system's 

behaviour or re-construct the computed correlations [73]. This re-construction problem is severe, 

because even with complete information about a system's operations, an ex-post analysis of a specific 

decision may not be able to establish a linear causal connection that is easily comprehensible for 

human minds [106].  

The unwanted event is that operators, designers, and the user cannot interpret, trace and check the 

trustworthiness of the Machine Learning or other AI algorithms. The systems need to communicate 

clearly and openly with some level of trust. Accomplishing this trust-building through understandable 

and clear communication is a challenge, and therefore, the explanation mechanisms involved should 

allow for two-way information flow between different parties involved in the design, implementation 

and exploitation phases [107]. In general, humans are careful to adopt techniques that are not directly 

transparent. However, there is a trade-off between a model's performance and its transparency. The 

risk is that the trade-off performance wins over transparency to favour the end-user [108].  

Cyber-crime and espionage  
The second threat representation cluster focuses more on the threat of unauthorized control of an 

autonomous system, theft, data poisoning and disturbing. Cyber-attacks can harm a system and thus 

the risks losing control, system failures via modification or exploitation of an autonomous weapon 

system arise [15], [36], [60], [61], [63]–[65]. The terms intrusion, penetration, attack, breach and 

compromise are often used interchangeably when scholars discuss cyber-attacks [37], [109]. An 

intrusion (or penetration) can be seen as a successful event from the hacker’s perspective and an 

unwanted event in a defender's point of view. An attack in a vulnerability can be exploited, and a 

breach in a system results from a violation of a (security) policy. An attack that does not lead to a 

breach can be considered unsuccessful, although the attacker might have access to information. 

Lindqvist et al. [4] classification gives three main categories of intrusion techniques:  bypassing 

intended controls, active misuse of resources and passive misuse of resources, which may result in the 

following unwanted events: exposure of information, denial of service, incorrect output. The basic idea 

with incorrect output is to fool a system by providing malicious input, which often involves minimal 

perturbations that cause the system to make a false prediction, categorization or decisions [105]. This 

can lead to a another important risk undetected attacks. Not every incident is detected; a fraction 

always goes undetected [110]. Therefore, detecting measures should not only focus on the unusual 
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behaviour of a system but also the deviation of normal behaviour. For cyber exploitation to be 

successful, an adversary needs to gain access to useful information and exfiltrate it before it is detected 

and blocked [76]. Access can be gained through software infiltration or by implants in firmware or 

hardware introduced through the supply chain. These access points can, in principle, be indirect via a 

less critical system that has some information exchange with the system containing the more critical 

information [76], [101], [102]. Hence, to have effective counter cyber exploitation, the system owner 

needs to identify the most critical information and the adversary needs to be denied access to that 

information; if the adversary gains access to critical information, he must be detected and blocked 

from successfully exfiltrating it [100]. 

Interception of connection. Interviewee [X1] argues equally as the American Government 

Accountability Office [111] that any information exchange is a potential access point for an adversary. 

Even "air-gapped" systems that do not directly connect to the Internet for security reasons could 

potentially be accessed by other means, such as USB devices, connected to a system. Weapon systems 

have a wide variety of interfaces, which all potentially could be used as pathways for adversaries to 

access. Historically experts were focused on the cybersecurity of networks but not weapon systems 

themselves [56]. Interviewees [X1] and [X6] have indicated that this former perception is not fully 

recognized, most weapon systems have measures against untrusted connections, and their 

architecture is highly compartmented. Nevertheless, both interviewee's endorse the claim that the risk 

exists.  

Cyberwarfare 
The third perspective under discussion is the threat representation of cyberwarfare. By assessing the 

risk a difference must be made between (domestic) law-enforcement operations, (national) 

intelligence operations and cyberwarfare operations, while the performed technical cyberactivity may 

be equal, the ends and means may be different and thus the perception of risk may change. Cybercrime 

and espionage apply to other laws than cyberwarfare. Cyberwarfare have sparked extensive debates 

in regards to compliance to current international law, and scholars have arguments on both sides to 

what extend cyberwar could take place, but that point will be discussed comprehensively in the next 

chapter. Cyberwarfare, as an unwanted event, may lead to risks for the functioning of the cyber-

physical system itself, for the operation, for the operators or even for society as well. Therefore this 

type of risks not only has an impact on the technical layer, but also on the socio-technical and 

governance layer. In the governance layer of cybersecurity, attribution can be a mitigation against the 

risk of Cyberwar. Attribution on the root cause of attack might or might not reveal the actor, this relates 

to the inherent difficulty of attributing cyber conduct, which may of course be directed via identity 

masking (or spoofing) tools and similar electronic misdirection, to a specific perpetrator or actor. This 
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can be explained through the lens of the psychometric perspective [53].  In cybersecurity terms, 

through the model of van den Berg, an autonomous weapon is a socio-technical activity within 

cyberspace that, if attacked by an adversary, can cause unintended physical harm, since the attack on 

the system might lead to psychical harm -or even lethal consequences- to society, military personal or 

it has a negative effect on the performance of the military operation. But in there a certain caveats to 

cyberwarfare: the consequences of the technological possibilities to attack are mediated by the ability 

of state driven military cyber commands to use them effectively in relevant military scenarios and in 

the pursuit of political ends. 

3.4. Sub-conclusion 
Cyberspace can be seen as a dynamic, evolving, multilevel ecosystem of physical infrastructure, 

software, regulations, ideas, innovations, and interactions influenced by an expanding population of 

users. The vulnerabilities, threats and risks that are identified in this chapter showed that they can 

apply to cyberspace itself when involving the physical realm of technologies, or showed that these 

issues can arise from cyberspace and are facilitated or generated by the use of technology [90].   

One of the cybersecurity challenges in achieving secure autonomous weapon systems is the perception 

of the risks based on real objective dangers and hazards.  These complexity arise in the phase of the 

technical design, and evolves during the introduction of emerging technology and changes continuous 

due to the interconnected nature with the physical domain. The complexity of the systems combined 

with the need to deliver a weapon system that will function as wished for, makes functionality of the 

weapon system intertwined with cybersecurity. The detailed engineering operations of the protocols, 

the never ending process of identifying critical vulnerabilities, and understanding how to address these 

vulnerabilities without compromising functionality, are so complex that specialists continually need to 

make trade-off in order to achieve functionality by accepting a certain level of vulnerabilities. This risk 

acceptance ought be in accordance with international law, regulations which are present in the mission 

objectives of every legal military operation. By the best effort, the research performed for this thesis 

did not found a risk assessment framework that involves this acceptance process. 

Second autonomous weapon systems need to apply to an appropriate level of risk, depending on the 

task that it needs to deploy in the military operation where it legally participates. The identification of 

basic information security risks showed that standards and frameworks for securing exists. The  ethical 

discussion around the possible lack of transparency, the BlackBox, is key point of debate, combined 

with the risks of data bias more research is needed to investigate to what extent this can lead to a non-

acceptable risk, but may also be hard to mitigate completely. The need to have full control over data 

makes it important to develop requirements for making algorithms secure, reliable and robust with a 
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trusted community within the ecosystem. This investigation did not examine in more detail the extent 

to which this transparency gives the owner of the system new possibilities for control.  
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4. Regulating Autonomous Weapon Systems in Cyberspace. 
 

Cyberspace can be seen as a dynamic, evolving, multilevel ecosystem of physical infrastructure, 

software, regulations, ideas, innovations, and interactions influenced by an expanding population of 

users. The vulnerabilities, threats and risks that are identified in the former chapter showed that they 

can apply to cyberspace itself when involving the physical realm of technologies, or showed that these 

issues can arise from cyberspace and are facilitated or generated by the use of technology [90].  Risks 

mitigating is a central element in the field of cybersecurity. This chapter will investigate the possibility 

to what extent it is possible to define strategies of regulation in order to mitigate the risks defined in 

chapter three.  

4.1. Strategies of regulation 
In general, regulation involves three key aspects: standard-setting, behaviour modification and 

information gathering [28]. The three aspects are separate, but their function is interdependent and 

seen as the regulatory regime. Standard-setting is seen as 'the rule' itself and sets out the objectives 

or choices to the military organisations and military industry whose activities are regulated [112]. 

State-based agencies or self-regulatory bodies can do this, and within this aspect, regulation is seen as 

a 'toolbox' with various techniques and alternatives to address policy problems for building an effective 

strategy. Behaviour modification is the overall intended behavioural change why rules are composed 

and enforced. Enforcement makes 'rules happen', so achieving compliance is possible through advice 

or threat and persuasion. Information gathering; elements of detection are necessary. Enforcement or 

auditing on standards is not potential when there is no information about monitor activity that 

provides information.  

Regulation can be precautionary, preventive, responsive, or a combination of all three.  Responsive 

regulation rests on the core principle that escalating enforcement practices are deployed when the 

regulated actors’ behaviour does not comply [113]. In this context, the default strategy is non-intrusive 

and delegated regulation, which is more likely to generate cooperation and innovation among private 

actors by allowing them discretion in deciding how best to achieve regulatory goals. 

A second option is to pre-emptively limit or even ban certain applications out of fears for worst-case 

scenarios. This is known as the “precautionary principle.” The precautionary principle generally refers 

to the belief that new innovations should be shortened or excluded until manufacturers can prove that 

they will not cause any harms to civilians  or various existing laws, norms, or traditions. The concerns 

of new risks have led to a call for precautionary regulation. But prior restraints on innovative activities 

are seen as recipe for economic and social stagnation [114]. Scholars argued that precautionary 
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regulation was the process of “creative destruction [114]” others claimed that the risks reduced and 

business became on an innovative edge and competitiveness via regulation. The fundamental 

weakness in these claims is that regulation here is seen as one kind of type or rule, with only one 

effect[115]. In practice, regulation is like the technology itself; it comes in various types and has various 

effects. Different regulatory designs can delay or accelerate technological change, or shape it in varying 

ways, favouring some kinds of technology over others [28]. 

The third option is to develops preventive measures and policies to protect on forehand, standard-

setting is a preventive measure that is commonly used. Providing national security and the control of 

legitimate force is the essence of the modern nation-state and differentiates it from functioning as a 

failed state [102]. Thus, the nation's strategy includes ideas on making the state efficient using 

instruments of power.  

4.2. Strategy for technical risks and data 

The identified risks for autonomous weapon systems based on the NIST framework for cyber-physical 

systems, which defines security aspects and concerns that ought to be taken into account in the design 

process [100]. Well respected international standards bodies, ISO and IEEE, have an extensive history 

of governing a range of socio-technical issues. Standards bodies and their processes facilitate the 

arrival of consensus on what should and should not be within a standard.  Engineers and organizations 

have the possibility to use standard from established international security standards come from ISO 

[62], NIST [4] or IEEE, but nevertheless, the American Government Accountability Office [4, p. 18] 

wrote that there is a lack of focus on weapon systems cybersecurity, stating that “bolting on 

cybersecurity late in the development cycle or after the system's deployment is more difficult and 

costly than taking security into account during the design[103].” 

Carter et al.  point out two arguments why working with security standards is complex. First they that 

argue that is difficult to address security early in the design process and then continue during the 

lifecycle as both threats and the systems evolves [103]. They argues that security solutions are 

developed on perceived threats to system, this means that vulnerabilities are discovered after a breach 

or failure. Second, Carter et al. argue that traditional security requirements techniques are insufficient 

for cyber-physical systems due to the physical and component interactions inherent to such 

systems[104]. Young and Leveson showed in their research that the cyber-security problem needs to 

change focus from responding to threats towards controlling vulnerabilities [103]. This refocusing to a 

top-down approach enables analysis to maintain a system-level perspective while also having the 

ability to focus in on loss scenarios in high levels of detail [114].  



Weaponssecurity, comply or explain 

27 
 

There are more external factors which may help to identify why working with security frameworks or  

standards are complex. Blind [114] describes that standardization is a voluntary process for developing 

technical specifications based on consensus amongst the interested parties themselves: industry in the 

first place, interest groups and public authorities.  Cyberspace as industry is a private marketplace and 

the military industry are largely and highly private marketplaces. Military industry sells most of their 

production to their own government or friendly governments of their own State, using export control. 

Since the public authorities are also involved, this means that the governments and markets has 

several different incentives and interests. According to the network externalities-theory [28], parties 

need an positive incentive to cooperate, maintaining the standard in practice cooperation then 

becomes essential, as the harmony of interests obviates enforcement. Others roles might be more 

political and economic such as stimulating innovation or creating security through exports control of 

technology. 

The call for transparency and thus, the mitigation of the BlackBox might be achieved via regulation. 

This regulation should aim at two things, according to Wischmeyer & Rademacher [28]: First, to provide 

different groups of stakeholders—citizens, consumers, the media, parliaments, regulatory agencies, 

and courts—with the knowledge each of them needs to initiate or conduct an administrative or judicial 

review of a decision or to hold the decision-maker otherwise accountable. Second, transparency can 

and should impart a sense of agency to those directly affected by a decision to generate trust in the 

decision-making process. By requiring system operators to explain their decisions to those affected, 

transparency is enforceable. However, to explain the BlackBox some regulation concerns come along 

[106]. Erdélyi and Goldsmith [106] call for a global regulatory body. They see a growing legal vacuum, 

created through issues like the externalities of transcending national boundaries where domestic 

approaches tend to conflict with the transnational nature of A.I. This discrepancy raises significant 

difficulties between the national law governing and it creates pressures for international regulation. 

By designing international law from the beginning, as argued by Erdelyi and Goldsmith [116], the risk 

of fragmentation is mitigated. It prevents creating too many rules of national interest at the beginning. 

Regulation, in this sense, could help the government achieve its own goals in providing national 

security. For the legitimacy of the state, citizens must trust the supervision and appropriate use of 

technology by the government and military. 

4.3. Cybercrime, cyberespionage or cyberwar 
Despite the fact that an attack through cyberspace will might lead to the same results a difference 

must be made between (domestic) law-enforcement operations, (national) intelligence operations and 

cyberwarfare operations. The reason is that cybercrime and espionage apply to other laws than 

cyberwarfare. Defining how cyberwarfare how it articulates with current law is still heavenly under 



Weaponssecurity, comply or explain 

28 
 

debate, opposite of cybercrime, where the Budapest Convention (2001) aims to harmonize national 

cybercrime legislation, enhance transnational policing measures in pursuing and prosecuting 

cybercriminals, and improve international cyber-crime cooperation [116]. The debate about 

cyberweapons and cyberwarfare rests on the interpretation of existing international law [53]. 

To determine whether a cyber activity amounts to use of force and can be classified as an act of 

cyberwarfare, the -legally non-binding- Tallinn Manual can assist [112]. It has identified eight factors 

and among those factors are the levels of severity, invasiveness, and State involvement [112]. As 

regards severity, the manual specifies that cyber activities resulting in physical harm to persons or 

property may qualify as an act with the use of force [112].  

The reluctance of governments to agree on and enact legally binding rules at the global level, less 

formal, norms-based discussions have emerged as alternative pathways to formal regulation. In 

contrast to binding legal statutes, norms as The Tallinn Manual refer to a voluntary standard forms of 

behaviour. 
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5. Increasing Cybersecurity of Weapon systems  

5.1. Analysis 

This thesis focuses on the extent to which a regulatory intervention can help secure an autonomous 

weapon system from the latest cybersecurity threat. The discussion about autonomy as a general 

attribute is imprecise. One of the major challenges is the conflicting descriptions of autonomy from 

either a general sense, or in reference to a particular context or system. Autonomy in weapon systems 

can serve different functions – like targeting, flying, navigation - and the degree of autonomy might 

depend on the use of specific tasks. Therefore a definition will benefit from a more platform or system-

centric approach. Within this system-centric approach, the element of human-machine and thus the 

possibility of meaning full human control defines the autonomy in the system especially in the 

targeting function of the weapon itself. The level of autonomy is not inherent to a weapon system, but 

determined by what it is allowed to do without human oversight or control.   

Automated (or semi-autonomous) systems may operate without a human, yet remain within the 

sphere of human control as they act according to pre-programmed specifications. However, 

autonomous functions should always be understood in relation to human action, and it is decisive in 

what context these functions are used. Autonomy means not that the operator's loses control on the 

tasks or functions that the system has; it means that the human tasks takes a different form.  Human 

control can take various forms that can be considered meaningful or not in conjunction with the 

context. The human's accountability, on legal grounds, are not different. In the debate it is often 

wrongly interpreted that autonomous weapon systems determine their own goals, and it is not correct 

to frame autonomy in the sense of ‘making decisions without being controlled a by human’. Yet these 

systems are in fact bounded by the tasks and/ or goals assigned within the legal framework of the 

mission of which the weapon is part. It is not realistic to suggest that human control disappears. 

Secondly and equally important, it may not be ethical or legal as well. At the same time, it is in the 

interest of humanity to recognize the use of war as an extraordinary remedy, from that point of view, 

a debate on using weapons in a generic sense through regulation helps to set the limits on the use of 

weapons by creating norms. Norms regulate behaviour in cyberspace, and norms may help achieve 

more secure cyberspace.  

 

Adversaries are also developing new cyberweapons from which new threats arise, these new forms of 

uncertainty call for a continuous recalibration of resources to protect the ever-changing threat. As 

cyber threats become ubiquitous, the need to maximize the security level of systems rises. 

Interviewees watch attentively to speed on which other nations states are innovation and how they 
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may use new technology in future conflicts.  Therefore the interviewees argue it is vital to innovate, 

and dually create norms about autonomous warfare and the future conflict. Innovation is necessary to 

anticipate and understand the opponent's moves to have an adequate response. The innovation of 

autonomous systems and artificial intelligence is inevitable, because it is not merely a feature of 

weapons technology, but also part of technology innovation in general. Automation in weapons 

technology is also unavoidable as a response to the increasing tempo of military operations and 

political pressures to protect not just one’s own personnel but also civilian persons and property [114].  

The literature shows that automation seems inevitable in many areas, automation in weapons most 

likely will occur incrementally. All Interviewees see emerging technologies such as artificial intelligence 

in future military capabilities. However, they are also realistic that the path of innovation, 

procurements and training and exercise will take decades to. Interviewee [X4] indicates firmly that at 

this moment, relatively simple actions from people are taken over by systems, where mainly rule-

based narrow artificial intelligence is used, the interviewee argues that the trade-off to entirely rely on 

Machine-learning will not happen and may be overhyped. The interviews with experts [X4, X6, X7]  

portray an comparable reaction. Interviewee [X4] argued that much of the developments are actually 

about automation not so much about autonomy. Autonomy in weapons systems can positively 

promote a war strategy's objectives through technological configurations and improving operational 

conditions, but not in all cases. The military operational viewpoint of scarcity can already explain this 

increase during operational conditions; there will always be a need to increase military capabilities and 

accelerate the speed of action favouring the adversary.  

 

The discussion about the safe-state of the systems during the life cycle is much less conducted.  Elderly 

weapons systems' service lives sometimes are extended or their performance enhanced due to 

reduced budget or setbacks in new procurement. Norms could help address this life cycle problem by 

setting a commonly accepted standard between a military organization and its suppliers. It ensures 

that the control of the autonomous weapon systems remains at the responsibility of the military 

organization. 

One of the cybersecurity risks in achieving secure autonomous weapon systems is the perception of 

the risks based on real objective dangers and hazards. These complexity arise in the phase of the 

technical design, and evolves during the introduction of emerging technology and changes continuous 

due to the interconnected nature with the physical domain. The complexity of the systems combined 

with the need to deliver a weapon system that will function as required, makes the functionality of the 

weapon system intertwined with cybersecurity. The detailed engineering operations of the protocols, 

the never ending process of identifying critical vulnerabilities, and understanding how to address these 
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vulnerabilities without compromising functionality, are so complex that specialists continually need to 

make trade-offs in order to achieve functionality by accepting a certain level of vulnerabilities. This risk 

acceptance ought be in accordance with international law, regulations which are present in the mission 

objectives of every legal military operation.  

Autonomous weapon systems need to apply to an appropriate level of risk, depending on the task 

that it needs to deploy in the military operation where it legally participates. The identification of 

basic information security risks showed that standards and frameworks for securing exists. This form 

of self-regulation, with market norms, frameworks, principles is in place and seems to function.  

 

The ethical discussion around the possible lack of transparency, the BlackBox, is key point of debate, 

combined with the risks of data bias. The need to have full control over data makes it important to 

develop requirements for making algorithms secure, reliable and robust with a trusted community 

within the ecosystem. This investigation did not examine in more detail the extent to which this 

transparency gives the owner of the system new possibilities for control. 

The domain for autonomous weapon systems is an innovative niche market, making it a complex 

environment and a military organization is heavily depended on that market. It is this complexity that 

is the real enemy of cybersecurity. According to the network externalities-theory [54], parties need an 

positive incentive to cooperate, maintaining the standard in practice cooperation then becomes 

essential, as the harmony of interests obviates enforcement. Developers and engineers in this market 

should be encouraged to collaborate and share knowledge, incentives to encourage this knowledge 

exchange with a trusted military environment can contribute to the development of necessary 

knowledge of these innovations within the military, since gaining more access to knowledge is in the 

interest of the military command to stay in control over this innovation. The complexity and scale of 

innovation make it impossible for the smaller military organizations to innovate independently, but 

close cooperation, via standard-setting and norms the market can be steered towards a secure 

development.  

Cyberattacks are becoming more frequent and it is therefore certainly not excluded that opponents 

will try to gain access to the locations where autonomous weapon system is being developed through 

espionage or want to gain access to the weapons system itself.  From a cybersecurity perspective, a 

cyberattack is always an undesirable activity, the cause of which is either criminal or condoned in the 

case of espionage, but for protection from the perspective of cybersecurity is never tolerated. 

Traditional security measures are needed to create an initial blockade. But there are also other means 

such as trying to change the behavior of nations by developing together norms and laws to slow down 
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the arms race. Governments must work together and agree to enact legally binding rules at the global 

level, since the less formal, norms-based discussions have emerged as alternative pathways to formal 

regulation. 
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5.2. Conclusion 

Autonomous weapons systems will significantly increase the strategic advantage for militaries and 

should be designed to function under meaningful human control. As argued in this thesis, regulation 

mitigates the risks that nations will have an incentive to rapidly acquire and integrate systems without 

placing appropriate cybersecurity policies to ensure that systems are safe and reliable [54]. Regulation 

is a tool to support governance [54] and can apply to various forms of inquiry shaping social behaviour, 

state and non-state standard-setting, monitoring and behaviour modification processes [54].   

Standard-setting can gain a strategic value for the weapon systems' cybersecurity. Therefore the 

strategy must include goals to:  

• develop common definitions;  

• create transparency; 

• ensure compliance of the standards; 

Standards for autonomous are designed and agreed on in cooperation with military and industry 

experts, lawyers, and academia with a technical, social and economic background. Standards can be 

open source and may also involve, in addition to European or US standardisation agencies, Asian or 

Russian agencies. As a shared interest and with an open standard transfer of knowledge and diffusion 

could become beneficial, the assumption is that this reduces risks and accidents. The exploitation of 

common standards could extend security dialogues and might reduce future military-to-military 

conflict. Via a dialogue, it is possible to open communications and gain a shared understanding of the 

autonomous weapon system evolution; it reduces the necessity to only focus on worst-case scenarios 

such as a battle-of-the-arms.  
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Appendix 1  
Semi Structured Interview Protocol 

 

• What is your view of autonomous weapons systems? Are you enthusiastic or worried about 

these technological developments? 

• What is your view of Artificial Intelligence when it is going to be used to increase the (cyber) 

security of weapon systems? 

• What do you see as the most relevant features or techniques? Do you see a role for you of AI 

in protecting AWS? What role do you see in securing AWS? 

• What risks / worries / possibilities do you see or experience when using these technologies? 

• Trust is seen as a prerequisite for AI and thus AWS. How can security help to maintain trust in 

AWS? 

• Transparency is seen as another principle that is needed, what is your vision of transparency 

in the case of AWS? 

• What steps should we take to ensure responsible use of AI in AWS? 

• What principles, standards or frameworks are needed in the case of military use, what 

differences do you see between civilian and military use? 

• How do you think the defense of AWS can be regulated?  

• What can regulations in the form of standards, principles or laws mean for the development 

of AWS ? 


