


Abstract 

In the current age, we use technology to communicate, share information, trade, and more. Within 
these forms of information sharing, we base our trust on the use of those digital connections that 
allow us to share. During this process, one bases his/her trust on trust coming from an authority. This 
authority is the certificate authority and allows us to trust an unknown party on the internet. By 
relying on the trust originating from the certificate authority, we put ourselves in a vulnerable 
position. This vulnerable position comes from the fact that it is difficult to check the party's 
information on the internet ourselves. We expect that the certificate authority does their work and 
conducts checks and balances on all details from the trusted actors. This process is very costly and 
inefficient to be conducted by every user. Therefore, we put our trust in the certificate authority to 
conduct these tests for us. In this case, the only vulnerable position that stays is the trust we put into 
the certificate authority. Once this authority corrupts this trust, it becomes challenging to trust all 
other trusted actors by this corrupting certificate authority. Furthermore, it becomes the single point 
of failure of trust that could trigger a market failure. 
 
As the certificate authority conducts these tests, we cannot see all the information generated as the 
users of this trust [1]. Information we can check is connected to the used certificate. This information 
is basic and is related to the trusted actor. The disbalance that is created in possession of information 
is called information asymmetry. The information asymmetry created generates a few issues for the 
users of this trust: a large amount of information seeking, the uncertainty of information quality, and 
uncertainty of quality of information source. On top of this, we currently have the issue where the 
internet in its infancy and was not designed for the more prominent public. During the development 
of the protocols, the designers did not consider a large number of users, and security was less 
thought about [1]. Trust within these smaller networks was not a problem and led to the problem we 
have we current network protocols. Protocols like Domain Name System (DNS) and Border Gateway 
Protocol BGP are examples of protocols that can be manipulated. This effect and organic growth of 
different protocols led to the phenomena called a network externality [2].  
 
As the internet grew, trust became an indispensable factor in connections/communications [1]. This 
is where the certificate authorities started offering their trust in the form of a certificate. These 
certificates are being used by the trusted actor to prove his trust against other users [3]. The burden 
on the certificate authorities grew and created a new form of threat over time. As this certificate 
authority possesses the power to trust or not trust actors, they became an attractive target for 
hackers and other malicious parties. The cases of Diginotar and Comodo showed this problem [4] [5]. 
Once the trust of a specific certificate authority is corrupted, users are unable to trust the other 
connected actors that fall under that specific certificate authority. This also showed that certificate 
authorities are centralized entities. This in itself, creates a problem for the users of this centralized 
certificate authority. Once the certificate authority is not delivering their services, in the case of a 
hack or downtime due to failures, users are not able to verify other actors. In order to improve the 
situation we take a look at the current implementations of PKI and how decentralization could 
improve the current situation. 
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Introduction of research 

Motivation 

We use technology to communicate with one another and base our trust on context and individual 
factors. We want this trust relation present in every sensitive connection to share the information 
with the correct party. In this thesis, we refer to trust in digital services as digital trust 
 
In this thesis, we refer to digital services, and we will use economics analysis. Using economic 
analysis, we try to understand how we can improve the digital trust originating from CA's (Certificate 
Authorities). When we share sensitive information by digital means, we want to know that the 
information is delivered to the right person. Defining trust within the current CA ecosystem, trust can 
be seen the same way as we experience social trust. We rely on a particular party to show specific 
behavior and put ourselves in a vulnerable position. Once the 
expected behavior is shown, we can trust the party. This can also 
be applied to the trust model of the CA's, as they are the trusted 
party [6]. The CA trusts the actor we are trying to trust and can 
prove this trust by validating that actor's information. Using this 
trust model currently delivered by the CA's, we can achieve a trust 
relationship between us as the user and the other user(s) receiving 
sensitive information. This trust relation is "proxied" through the 
CA, as there is no other direct and efficient way of validating all 
actors we need to trust daily [7].1 As the user and the trusted 
actor, both of us trust the CA to trust each other. In figure 1, we 
can see how this trust flows. 
 

 
[8] 
Digital trust is an indispensable element when it comes to 
communication/sharing over the internet. For these 
communications to transfer securely, we use the PKI (Public Key 
Infrastructure) system. With this system, we can set up secure 
connections between the sender and the receiver. For both 
parties to use this secure connection, trust is needed to use this 
secure connection. In figure 2, we can see how this digital trust is 
built. To better understand how one uses digital trust, we have to 
take into account these factors. New technologies can offer a 

higher standard of security, but people will likely not use them if they are hard to use. Contextual 
factors and individual factors may not be forgotten during introducing a new technology [8].  
 
The burden on the certificate authorities grew and created a new form of threat over time. As this 
certificate authority possesses the power to trust or not trust actors, they became an attractive 
target for hackers and other malicious parties. The cases of Diginotar and Comodo showed this 
problem [4] [5]. Once the trust of a specific certificate authority is corrupted, users are unable to 
trust the other connected actors that fall under that specific certificate authority. This also showed 
that certificate authorities are centralized entities. Malicious parties are trying harder to get access to 
these CA's, as they are the key to the trust in many different connections. When an opposing party 
gains access to this trust, the integrity of this trust is completely gone. Users cannot rely on new and 
or existing certificates. There is a high likelihood that the malicious party creates them. These 
certificates pose a significant danger to the CA's trust and its current signed certificates [4]. 

 
1 In the first introductory chapter we will go deeper into this topic and how trust is build. 

Figure 1 - Trust flow 

Figure 2 - Concept of digital trust 
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CA's offer a hierarchical form of trust. This hierarchical trust, flows down to the lowest CA. Between 
the highest and lowest CA, there can be a multitude of different CA's. The primary source of trust 
originates from the root CA, which signs lower-level CA certificates. We refer to this flow of trust as 
the chain of trust [9]. 
 
The chain of trust is what is used within different CA's to offer trust. This trust is backed by different 
CA's that reside at a higher level in the trust chain. In the event of compromise, the trust chain 
breaks. All certificates that reside in this chain below the compromised CA cannot be trusted any 
longer. Secure connections are not secure anymore, as a malicious party can issue these certificates. 
The use of this trust chain is what strengthens different CA companies the ability to show their 
customer's trust. Certificate signing still happens at one centralized place in the lowest CA.  
Protocols used within the PKI originating from the CA require a high 
integrity/availability/confidentiality level. These levels are rendered with technical implementations 
that, in the end, render the trust within the CA. In this research, we dive deeper into using a new 
concept based on decentralization and what it offers from an economic perspective. These 
techniques and methods are discussed in the chapter "Why do we need digital trust?" and "What is 
the purpose of decentralization?". We apply these methods and look for better ways to improve 
trust. Within this thesis, we will focus on the trust from an economics point of view applied to the 
use case of a CA [10]. 
 
As decentralization itself can be very daunting and complicated, we will dissect the subject and look 
at the different aspects of decentralization—subjects like Consensus techniques, externalities, and 
concepts of trust are a few subjects we discuss. Building upon the research information within these 
subjects, we will discuss the advantages or disadvantages of a given technique.   
The internet trust foundation is based upon the certificates from a handful of CA's [11]. This shows 
that users are connecting to a handful of trusted nodes. Each trusted node represents a trusted actor 
in the form of a CA. The vast majority of these actors are in for-profit as the main starting point. This 
incentive might not be in favor of the stewardship of the internet. [12] shows that economic 
incentives2 have high importance on the assurance of the security of the internet. This same principle 
also applies to the CA. [13] shows that this problem is present today and in the earlier days of the 
development of the internet. The mentioned CA's will have a net effect of a 1 to many multisign. In 
the event of a failure in one of these CA's, all signed certificates behind that CA will be deemed 
insecure, as the malicious party might have issued these certificates. 
 
In the current situation, the CA's have more information about certain trusted parties than the users 
of the trust from that CA. This creates an information asymmetry gap, which could lead to market 
failure in the end. CA's are currently the only authority that allows users to check other actors' trust. 
As this trust originates from the extra information present within the CA, it creates the mentioned 
information asymmetry gap.   
 
  

 
2 This form of economics refers to the financial and for-profit incentive. 
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Research Question 

CA's offer us users trust on the internet, which originates from the highest level CA. As trust flows 
down from this CA, it has the trust of the highest level of CA. The trust at its highest level from the 
root CA is what we call the trust anchor. We use the definition of trust anchor to refer to the origin of 
trust in a particular system or network. 
With the recent developments of new protocols and techniques regarding blockchain, we want to 
look at how these new developments could strengthen users' trust position on the internet. Trust 
originates from a trust anchor on the internet introduced by the IETF in the early days of the internet, 
the certificate authority. [14]. 
 
At its core, the internet was not developed for the masses and how we use it today. This led to the 
fact that many technical implementations and protocols were not ready for this usage. It is especially 
true on the security side of the spectrum. Sharing messages and sensitive information was done 
openly and in a transparent manner. This introduced a new problem; actors could listen and read 
these messages without receiving or sending parties' consent. To make this data transfer more 
secure, the IETF introduced SSL/TLS [15]–[18]. It allowed the users of this protocol to encrypt the 
traffic, which offered mitigation against eavesdropping. Message and sensitive information are now 
not readable by the actors who do not have the key to open the data. Data can now be sent secure 
and safe, but the problem of trust persists. Users of the SSL/TLS protocol cannot check the actors' 
digital trust he/she is communicating/sharing data with. 
 
Still, we are unable to check identity and trust on the internet. We can share data in an encrypted 
way, but it is costly and inefficient to ensure the other party is the one he/she tells it is. This is where 
we need to improve the certificate authorities, as they are the ones with more information about 
these other parties. By improving the information asymmetry gap, the certificate authorities can help 
its users obtain a higher level of trust and prevent market failure in the end. 
 
Certificate authorities offer the trust anchor we need in order for us to trust the other party. With 
this trust anchor, we can verify the certificate of the other actor. When we can successfully validate 
the other actor's certificate, we can trust the connection. It also shows that a trusted CA validates the 
other actor. As the certificate authorities offer different levels of trust related to different checks, we 
can check this as users of this system. When we go to our bank and connect, the certificate used 
within that connection Is based on a higher validation level [19] [20]. Different checks and balances 
are performed in order for the bank to receive such a high-level certificate.  
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We, as internet users, want to be sure that we are connected to a trusted party. We also want to be 
able to send our sensitive data in a secure manner. CA's offer the trust anchor we need in order to 
set up these validated/secure connections. Due to a centralized character and vulnerable offering of 
the current trust anchor, we have to build on a different method. We will look at improving 
information asymmetries by developing decentralization of digital trust via certificate authorities.  
 
There are two main elements in play when we talk about information asymmetry between the CA 
and the CA users. There is a "Signalling" [21] element, and there is a "Screening" [22] [23] element. 
Signaling conveys information from one party (who has the information) to another party (with less 
information). Screening is the process where the party (that has less information) to induce the other 
party (who has the information) to reveal their private information. Both elements impact the 
balance of information asymmetry and allow the parties to get or show information to close the 
information asymmetry gap.  
 
When we talk about the use case of trust on the internet, we have the users and the CA's. The CA is 
signaling information to its users in order for them to trust the third party. This third party is a party 
that is trusted by the CA. For the CA to trust this party, it has to screen the information on that given 
party. Once the CA has screened this party, it is trusted. Using this information signals its users to 
trust this party and therefore proxies this trust to its users(creating the trust anchor). The users of 
these systems are screening the information from the CA itself. Unfortunately, the information 
asymmetry gap persists. As the CA itself also needs to be trusted and therefore screened. This 
information asymmetry gap can lead to market failure in the event of CA failure(e.g., Hack, 
corruption, manipulation). 
 
In order to improve the situation, it led us to the following research question: 
 
How to improve information asymmetries by developing decentralization of digital trust via 
certificate authorities? 
 
With these sub-questions, we try to get a better understanding of possible solutions to the main 
question. 
 

• Why do we need digital trust? 
• What is the purpose of decentralization? 
• What methods of decentralization are possible? 
• Is it possible to improve the status quo? 
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Research Methodology 

This research uses desk research/literature study based on an economics analysis. Information 
gathered from academic sources is analyzed with an economics approach. This renders us a 
combined overview and enables us to formulate possible improvements to the current PKI digital 
trust ecosystem. This research aims to dissect the topics into smaller pieces and better understand 
how they work, formulate issues, and possible insight for improvements.  
 
For this thesis, we have chosen between quantitative and qualitative approaches. Due to time 
constraints, we have chosen a qualitative research method. As the quantitative method offers a 
research method based on hard numbers and statistical analysis, we cannot answer the research 
question in the current formulated form. Qualitative research offered a research method that 
focuses on exploring theories and hypotheses that can be used and applied within the economics 
domain. It also enables us to answer research questions without the need for numerical data. It 
enables to answer the how and why question with the help of case studies. In this thesis, the 
methods of case study are based on the exploratory case studies. These case studies will be technical 
of nature and will add a different insight into the traditional way of economics research. The 
downside of these case studies is that they only apply to a small group of people, are not scientific, 
and can be biased from individual perspectives. 
 
Within the first parts of the thesis, we lay down a baseline to build the thesis discussion. We tend to 
clarify every necessary part of the PKI we currently use with this baseline without going into in-depth 
technical knowledge. To keep this thesis readable and relevant to multiple different audiences, we 
have chosen not to go into deep technical details of protocols and technical implementations. 
Because this thesis has an economics starting point, deep technical details and implementations will 
not directly add to the discussion and proposals of the current PKI system's direct or indirect 
improvements.  
 
This thesis describes distinct processes within the ISP, CA's, the PKI system, and the concept of trust 
in particular. These processes related to the delivery of trust or the PKI model add to the inner 
workings of economic processes we know and understand. These economic processes are the 
enabler for the actors delivering their services/products. These processes relate to actors, 
externalities, information asymmetry, and uncertainty. When we refer to these processes within this 
thesis, we call this the economics of trust. 
 
The economics of trust is discussed regarding the certificate authorities and how they fit within the 
PKI current ecosystem. By clarifying different economic concepts, we try to better understand how 
and why we currently use a CA's (certificate authority) services. It also shows us how this is currently 
the "best-worst" trust solution regarding the externalities that took place during the development of 
the internet. We highlight the working of social aspects that play a significant role in the adoption of 
new technologies. It will help give more insight into how currently certificate authorities can transfer 
their current trust anchor into an origin of trust. 
 
After clarification of the current trust model, we describe different consensus techniques. With these 
techniques, we try to understand the concept of trust originating from the given consensus 
techniques and apply them to our current trust model. The last chapter will discuss our current PKI 
solution's distinct outcomes and the trust outcomes from the consensus techniques. We will discuss 
how we can improve the status quo with these outcomes from an economic perspective.  
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Relevance 

The COVID-19 pandemic forced us to transform our society in a digital way dramatically. Businesses, 
schools, universities, and other organizations are forced to move their current operations into a 
digital solution. The pandemic created a significant burden on the use of the internet and the 
infrastructure providing these services. Due to these developments, the digital infrastructure will 
change in different ways to support significant usage. With our current digital infrastructure, we as 
users can use the internet safely and securely.  
 
Due to the research's multidisciplinary approach, we try to add a new angle of approach regarding 
the research of digital trust and propose an improvement. Technical insight/background gives the 
research a different approach compared to other economic papers regarding this subject. 
 
The relevance of this research topic is determined by the requirement for trust in digital systems. As 
the burden on the CA's keeps growing, the systems need to scale with it. Earlier failures of CA's have 
shown the vulnerabilities of the trust present in our current PKI. Due to these failures, we can state 
that this trust's certainty is affected negatively. In order to strengthen this trust, This research's 
outcomes might be relevant for scholars, professionals, or economics who benefit. As they are the 
actors who develop and help strengthen/steer the PKI ecosystem's current developments. 
 
Furthermore, this thesis shows prospects that help to research this topic further. The technology 
discussed is in its infancy stage and is currently only used in specific domains. With the help of this 
research, we want to show the relevance of the discussed technology. We also want to show the 
level of illumination of the discussed topic. Currently, the topic is widely known but not frequently 
applied in different domains [24].  
 
This thesis is relevant for all those who use the PKI x.509 system and those who use certificate 
authorities' services. As this user group is extensive, the relevance is substantial. Outcomes of this 
research may perhaps influence scholars, professionals, or economics working on applied projects. 
Therefore, changes in these projects might impact the users of the current PKI x.509 system.  
 
Furthermore, the insights from this research are very relevant for those who offer PKI x.509 services. 
Certificate authorities and parties alike can benefit from these findings and apply or steer their 
current operations.  
 
The developing community might also benefit from these findings, as these add indirect food for 
thought value and future-proofing of their products.   
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Limitation of research & Future research 

Limitation of a multidisciplinary approach: 
This research will not focus on technical details and deep inner working of discussed protocols and 
technical implementations. This discussion will not directly add to the answering of the research 
question. The writer's technical background is a benefit on the technical side but a limitation on this 
thesis's economic side. Therefore the writer has to read up on this topic to add a different angle of 
approach from the economic sight.  
 
Limitation access to data: 
Limitation of research method, no interviews or questionnaires have been conducted. This limits the 
research to case studies that have already have taken place. It limits this thesis to historical-based 
events.  
 
Limitation time constraints: 
The Leiden cybersecurity program gave time constraints. These time constraints limited the overall 
research done. Reading up on different disciplines limited the thesis's actual work, limiting the 
overall research on different topics. Due to a lower level of experience in these disciplines, some 
elements might be underexposed. Due to time constraints, we were not able to compare different 
adoption models or other theories that apply. Due to time constraints, it was costly to compare many 
different consensus algorithms and apply them to a CA use case. Ultimately, this led to a limited 
representation of the whole subject regarding the decentralization of digital trust. Further research is 
recommended to reflect a direct representation of reality.  
 
Limitation of personal bias: 
Due to personal trust bias and belief in philosophy related to blockchain technology, personal bias 
might influence counter argumentation. This limitation influences the discussed topics within this 
thesis. It also renders a select outcome and use of specific sources that strengthen the position and 
use of blockchain technology regarding trust from certificate authorities.  
 
Limitation of early-stage development: 
As the developments of blockchain technology are in their infancy, new developments could offer 
better improvements. These new developments could offer a new insight during research with 
different outcomes.  
 
 
 
 
 
 
 
  



 12 

Structure of the thesis 

 
The structure of this thesis is based on the 
research sub-questions. As these sub-
questions try to answer a part of the main 
research question, it perfectly fits the 
formatting. Each chapter tries to give a better 
picture in regards to the main research 
question.  
 
For some of the sub-questions, some 
elements are highlighted with bold text. These 
elements discuss parts of that given sub-
question or try to get more attention from the 
reader. 
 
For references, we use the IEEE standard. This 
standard allows us to keep the text clean and 
clutter-free. To find the corresponding source, 
they can be found in the last chapter 
(references). 
 
Within the thesis, we use many different 
abbreviations. The first time an abbreviation is 
mentioned, we will fully spell the word in 
question behind the abbreviation. 
 
If more explanation is needed about a specific 
topic or wording, we use inline references on 
the page itself. These references look like 
these3 and can be found at the bottom of that 
current page.  
 
For each figure, we use number referencing. 
When we refer to a specific figure, we will 
refer to the corresponding figure number. 
 
In figure 1, we can see the structure of this 
thesis.  
 
 

 
 
 
 
 
 
 
 

 
3 Example inline reference 

Figure 3 - Thesis structure 
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Why do we need digital trust? 

We just covered the structure of the thesis, the relevance, and the main question to try to answer 
with the sub-questions. With this in mind, we will start laying a baseline for the research question. In 
the following chapter, we will lay down the fundamentals of economics applied to the research 
question. We will cover relevant actors that apply to the use case of the certificate authorities and 
their services. By clarifying these actors, we can better understand who digital trust is relevant to and 
how economic aspects play a role. We take a look at an economics example applied to the ISP 
stakeholder. With that example, we try to give a better view of how stakeholders are connected and 
dependent on each other.  
Furthermore, we will discuss information asymmetry and how it can be applied with decentralization 
in mind. Terms like signaling and screening show that stakeholders can check or show information to 
close the information asymmetry gap. Applied externalities show the development of various 
hardware/software implementations. We will briefly show examples of current blockchain-based 
projects that try to improve the current PKI solution fully or partially.  
With these different subjects within the introductory chapter, we give a better overview of the 
current situation and why there is a need for digital trust.  

Introduction 

To get a good grasp of digital trust economics, we have to understand where we need digital trust. 
Nowadays, we are using the internet more heavily for our daily jobs. It enables us to make foreign 
trade, share information, read the news, improve products, collect insight, and much more. 
Especially with the current pandemic COVID-19, there is an increased burden on the use of the 
internet. As the internet enables us on different levels, it also economically enables us. With the help 
of the internet, foreign companies and services are right at our fingertips. It gives us a broad new 
offering in products and services and allows malicious parties to exploit us through digital means. 
 
To make the internet a safer place, we need to implement safety measures that keep the users safe. 
Our internet service provider (ISP) gives us a router with an integrated firewall and stops most online 
attacks. Unfortunately, our digital systems get attacked [25], but we also get attacked on a social 
level.4 It shows that new sorts and forms of vulnerabilities allow malicious parties to abuse their 
victims. New forms of attacks, but also new forms of services/products, are offered. It shows new 
economic forms regarding this danger and a new form of economics for the attacking party. Without 
the internet, this malicious party is not able to conduct these kinds of attacks. Without the internet, 
the internet service provider would not have existed or offered useful products. 
  

 
4 This refers to social engineering which allows an attacker to exploit and execute different malicious activities. 
This is accomplished with human interaction, and involves psychological influence. 
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In short, this shows that there are multiple different stakeholders connected to the internet. These 
stakeholders come from worldwide, offering new services/products and a new form of threat. Local 
or foreign companies develop new products and have foreign sales markets. These merchants can or 
might not even have local sales markets and could only live from their income with the internet's 
help. New digital-only markets can only exist with the help of the internet. When we look at the 
primary income for most prominent digital companies like Facebook, Google, YouTube, and others, it 
exists for the most significant part out of advertisement revenue. These stakeholders have different 
incentives with the internet and use it within their business model [26]. 
 
Internet users are vast. It can be an individual user, a company, a government, or any other 
organization. All these users fall within the scope of three different actor groups: 
 
Engineers/developer perspective: These actors help develop the internet and its security. These 
actors propose new protocols in order to secure the internet and make it a better place. They help 
create better and secure software, write new standards, improve encryption, and more.  
 
A government perspective:  These actors look at the internet based on the activities conducted by 
users. They check and want to know more about the legality of these activities. If activities endanger 
the nation's security, endanger national interests, jeopardize local companies' security or private 
persons, they want to intervene where possible. 
 
Market perspective: These actors look at the internet purely as a trading ground and want to create 
efficient economic mechanisms. The incentive is to generate digital markets with economic starting 
points. 
 
Consumer perspective: These actors look at the internet based on their form of usage. This can be 
the subscription to a streaming service, buying a product online, using social media, and more. 
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When we look at market incentives regarding the use of the internet, internet service providers 
(ISP's) (Or other businesses) put different domains to deliver their services to their customers. These 
domains originate from cybersecurity-related issues and can directly be connected to their respective 
end-goal/utility perspective:  
 
Availability: "Can we use the service without interruptions?". "Can we offer the service without 
hiccups, and how are we going to implement measures to stop hiccups?". High availability is one 
economic example of how ISP's tend to cover this area. Without high available systems, it is tough to 
offer a high uptime for certain services. Furthermore, the economic aspects that come into play 
during the setup and purchase of the hardware/software show that this domain can have a 
significant economic impact. 
High available systems are redundantly put in place. The way this is done is dependent on the 
application and service level agreements (SLA). Systems that need a high uptime implementation are 
implemented with multiple layers of hardware. This implementation has a higher cost for the ISP 
and, in the end, a higher cost for the customer [27]. 
 

[28] 
Figure 4 shows how the different incident metrics work. These metrics are essential for the customer, 
but also from an economic point of view. These metrics can be used to plan for specific 
hardware/software implementations/solutions. With these hardware/software solutions, the ISP can 
check and validate the improved situation with the incident metrics. With the help of these metrics, 
the ISP can communicate these numbers with their customers. Using different SLAs and their 
corresponding incident numbers, the ISP can offer different SLA support levels.  
 
  

Figure 4 - MTBF, MTTR, MTTF, MTTA incident metrics  
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Integrity: "Can we trust the data we are storing, and is de data untampered?" As the ISP will store 
different forms of business/consumer data, this data is sensitive. In order to provide the customer 
with the correct information, mechanisms need to be in place that proves the integrity of that data. If 
a malicious party can alter the data, the value of the data is lost. This also renders a lower quality of 
service as the data integrity cannot be offered. The ISP can offer higher SLA levels that guarantee 
data integrity. In return, the customer has to pay more for the given service.  This economic aspect is 
linked between the customer and ISP and between “the customer's customers” [25]. Businesses that 
use the services of an ISP also have customers. The customers rely on the same domains within that 
business. We will go deeper into this "chain of economics" later in the document.  
 
Confidentiality: "Can we protect the data from unauthorized parties?" "Can we protect the data from 
actors that do not have the rights to see this data?" As an ISP, it is mandatory to protect sensitive 
data from actors who do not have the right to see this data. Without this protection, it is costly to 
protect the data, customer data would leak, and customers will not take the ISP seriously. 
Furthermore, the implementation of the new GDPR could pose prosecutions for the ISP in such 
events [29]. Access Control Lists, File permissions, and other access control implementations offer 
the confidentiality the ISP need. Third party software developers offer protocols and implementation 
that are used to offer this domain. The development incentive can be economical from a financial 
standpoint or to add to the community. Opensource projects and developments add to the 
development and maturity of these different domains. The open-source community is a unique 
subject within the economics world, especially when we look at it from a financial standpoint. As 
there is no direct monetary return for the work done, the open-source community focuses on other 
standpoints. Other standpoints like freedom of sharing and ethics shed more light on why these 
developers add to the community and the whole concept around open-source economics [30]. 
 
Identity: "Do we know the other party we are talking to, and do we trust him/her?" With the help of 
an identity, we know who where are dealing with. The ISP is an organization that exists out of 
different staff members. The customers from the ISP can be very diverse, as they consist of 
companies and consumers. These stakeholders are diverse individuals that have different or similar 
interests. Using identities within the economics point of view, we understand whom we are 
talking/trading/sharing. Without this identity, it is tough for us to build trust5.  
 
Chain of incentives 
When we look at the different domains described above, we can see those different stakeholders 
rely on each other. Without the service of the ISP, the business that uses that service cannot offer his 
service. Multiple stakeholders use internet services from the ISP. With this service's help, it enables 
them to conduct business in a different and new way.  
This example of a chain of incentives is also present for the ISP. The ISP uses hardware and software 
to make services possible for its customers. As the ISP tries to be compliant with all the domains 
mentioned above, its investments can be very high. These investments come down to hardware and 
software that enables the ISP to offer its services. Different levels of investment are based on the 
needs of the customers coming from SLAs. In the case of the ISP, the hardware/software enables the 
enabler. 
The shift of this chain of incentives is happening very quickly, as businesses try to find a new and 
modern form of revenue by shifting to a digital presence due to the COVID 19 pandemic. This 
pandemic, traditional trade (partially) shifted to the digital version and enabled some businesses to 
get higher revenue. This forced economic shifts for some businesses enabled and enabled new 
revenue for others. Once we change one thing in the chain, it affects the other side of the chain [31] 
[32].   
Due to the increased burden and usage of the ISP's internet service, this service is now mission-

 
5 We will go deeper into this subject in the second chapter 
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critical to some businesses. Without this service, these businesses are not making any revenue, and 
business will be stopped. Investments made by the ISP can be costly and will not be done for every 
customer. Therefore, the ISP is offering different SLA's(Service level agreements). These so-called 
service level agreements are a perfect example of economics, as they offer a higher level of service if 
the customer is willing to pay more. The ISP is offering certainty in the different domains and 
quantifies them with numbers. Each domain service level is agreed upon and used to create a 
contract between the ISP and its customer. In the event of a systems failure or service failure from 
the ISP, steps will be taken to compensate the customer. 
 
The level of certainty that is sold to the customer in the form of an SLA is also present in other 
ecosystems. When we take a look at the online advertisement networks, certainty is something that 
is very interesting. With the help of this certainty, advertisement networks are able to generate more 
revenue. To get this certainty, we have to find the right place to ensure the advertisement is seen. 
Social networks or other heavily visited websites are an excellent example of such a place. As social 
networks have a big network of people and many data about these people, they are the place to get 
this certainty. The social network knows which interests certain persons have and where and how to 
place advertisements [33]. For business, it is the perfect place to place ads and have guaranteed 
revenue. This example shows a perfect representation of how certainty can be used as a business 
model. The fact remains that the ethics behind this kind of certainty is debatable and if this should be 
done or not. To not go into a whole different subject, we only touch the surface of this specific 
economic development. 
 
Besides the different domains discussed earlier, we can see that more elements come into play when 
talking about economic chains. Each business has its core business and its unique way of creating 
revenue. These forms of "creating revenue" mix with the domains mentioned above will give us a 
new insight into how new/current businesses create new economic chains. Once a business finds a 
new economic chain, other actors can join/sell/connect to this economic chain. For example, a small 
start-up company creates a new digital payment form, and another company makes payment cards. 
Both companies can connect in order to make each other more relevant. The small start-up can start 
offering physical cards for the new digital payment system. 
 
Information asymmetry in a nutshell: 
Information asymmetry induces a form of imbalance of information possession between two parties. 
In the case of a trade, a seller might have more information about a product. This can also be the 
case in a reversed way; the buyer might have more information about the product. In such cases, 
decisions that are made during transaction might go wrong or create a market failure. Information 
asymmetry is significant for our current digital trust system [21] [23].  
These parties have a different amount of information available about the product. One party is 
Signalling information, and the other party is Screening information. Without the screening and 
signaling process, it would be hard to close the information asymmetry gap. Users do not have the 
resources (time, knowledge, experience) to check the risks and benefits connected to specific 
technologies. The information asymmetry is considerable for users of a service/product. They did not 
develop/create it themselves, making it very hard to invest all resources to understand all concepts. 
To evaluate certain technologies' risks and benefits, we look at experts (users, experts, developers, 
stakeholders, and others) to give us an assessment. We can evaluate ourselves if we want to use/buy 
a particular product/service with this assessment. This assessment needs to be trusted to be useful 
for us as users. Without this trust in the experts, it is tough to bridge the information asymmetry gap 
[34]. 
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Decentralization and information asymmetry: 
To understand how decentralizing technologies can help fight information asymmetry, we begin by 
looking at George Akerlof's theory. This theory described the information asymmetry that is present 
within the car market. In this market, the car seller knows all about the car: how it rides, which parts 
are good or bad, the actual mileage, and more. The car buyer does not know this and can only see 
the seller's data available and shared. This disbalance of information knowledge between the seller 
and the car buyer is called information asymmetry [35]. Akerlof called this market the lemons 
market, as some of these cars might be a lemon and have a bad history or perform poorly. The lemon 
buyer does not know this until he bought the car and starts driving it. It shows that the buyer cannot 
assess a product's quality before he/she buys it. 
 

 
Figure 5 - Lemons market buyers assessment 

[36] 
 

We can apply the same theory to many different technical implementations nowadays, as the users 
of these technical implementations do not know how the software/hardware works and if it is any 
good. We as users do not have to know the ins and outs of protocols, hardware, and software, but it 
shows that users are not always aware of the lemon or the good protocol/hardware/software 
implementation6 to use. The same information asymmetry theories apply with the use of these 
technologies [21] [23]. Tech companies signal their technical implementation as safe, and customers 
need to screen this to trust and use these products. This also applies to gadgets; people do not know 
what technical implementations are present within that device and if it is safe at all. For most users, 
"it just needs to work" is the main starting point of using a technical implementation. “It just needs to 
work” incentive can be linked to the Technology Acceptance Model (TAM) model.7 The fact that 
users have this starting point is not something out of the blue. It is normal behavior because they rely 
on the expertise of professionals selling or recommending technical implementations. Because the 
user relies on this professional, the "knowledge gap"8 grows [37]. 
 
  

 
6 We refer to this as technical implementation 
7 In the next chapter we will discuss this TAM model in more detail 
8 Other method of defining information asymmetry 
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In order to apply the theory of Akerlof to decentralization, we have to look at the aforementioned 
information asymmetry and how decentralization can improve the current situation. Due to the 
technical nature of blockchain technology, information asymmetry and product uncertainty can be 
drastically reduced. By reducing both information asymmetry and product uncertainty, the buyer and 
seller are able to build a stronger trust relationship. Some studies explore these benefits, applying 
the benefits of blockchain to improve real-world problems within the car market [38]. As this 
example shows the benefits of cars' history, we can also apply these benefits to other domains where 
the same information asymmetry is present. One of these domains is the main starting point of this 
thesis, digital trust. Currently, this trust is provided by CA's. The information asymmetry part here is 
that the CA's recognizes to trust or not to trust a specific party. This trust originates from checks and 
balances a CA conducts.9 Users did not perform these checks and balances and did not own this 
specific information. In this case, the CA is signaling trust, and the users of the system are screening 
trust [21] [22] [23]. These users trust the competence of the CA, so they can safely communicate with 
the trusted actor. This centralized trust is only present from a CA and is hard to verify. Therefore, 
improvements were proposed to allow users to get a higher level of trust. Example of 
current/possible improvements are shown below: 
 
Examples of protocols: 
Users currently rely on PKI x.509 to solve this trust issue. Due to the current PKI x.509 system's 
centralized nature, problems like the inconsistency of identities arise. This means that malicious 
parties could issue certificates in the case of a successful CA hack. Without the knowledge of the 
user, these malicious certificates are trusted and can be used on different websites. In order to 
detect these compromised or inappropriate behaving CA's, there are technical implementations that 
offer transparency for the users of the CA: 
 
Certificate Transparency (CT) is a transparency solution offered by Google to allow users to check 
compromised or inappropriate behaving CA's. With the help of this list, the browser can check the 
validity of the issued certificate. By using the Markle tree algorithm, logs of certificate issuance are 
added to an append-only log. Using the Markle tree algorithm can prove its consistency the same 
way specific consensus algorithms work within the blockchain [39]. This method is a perfect example 
of signaling information from the CA's towards their users. This method allows the users to screen 
the information that is coming from a specific CA. With the help of this information, the information 
asymmetry gap is smaller.  
 
Accountable key infrastructure (AKI) is an alternative example that uses a public log to increase 
transparency. AKI uses public log maintainers and validators to monitors CA's. With this method, AKI 
tries to reduce the level of trust that resides at the CA's. Unfortunately, the AKI implementation shifts 
the trust from the one third party to the multiple. This spreads the overall risk but does not improve 
the current situation. With the help of this alternative, users can screen the CA with a third party's 
help. One big downside is that the same information asymmetry gap is present between the user and 
this third party.  
 
As there are more technical examples to show the current improvements, the main point is that 
there is a consensus about the necessity of transparency. Different technical solutions offer a hybrid 
solution between the centralized trust and the authority of the CA's. As this offers a better form of 
trust, this is not the solution to the main problem. CA's still happens to be the central weak point of 
this system [3]. 
 
  

 
9 These checks and balances are discussed on page 30 
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Examples with use of blockchain: 
CeCoin is an example project on how the blockchain can improve trust for online users. CeCoin is 
doing this by implementing the lifecycle of a certificate into a blockchain [40]. In the case of CeCoin, 
they try to improve online users' trust levels by proposing a different implementation of authority 
within the PKI10. 
 
CertCoin is another example to improve the current x.509 PKI system. With CertCoin, an alternative 
decentralized authentication scheme is proposed. This is done by creating a public ledger in which all 
domains and their respective public key are stored. This helps to authenticate these domains during 
a connection between it and a client [41]. 
 
Handshake is an example of how decentralization could offer a trust anchor between the names 
(domain names) and certificates. This is done with a network of consensus based on proof of work. 
How these consensus proofs work will be discussed in the last chapter. According to the website of 
handshake [42] they are an experimental, decentralized naming and certificate authority. They are 
still in development, and the protocol is in its infancy. 
 
As we only described a select few technical implementations that offer a current or propose a future 
improvement, it shows that our implementation current and future implementations of trust have 
not matured yet. It also shows how different protocols grew and became more mature when they 
got used in different contexts11 [43]. The new decentralized implementations offer the trust anchor 
from a different/innovative/new context. The figure below shows blockchain technology's 
characteristics and how it tries to fit in with the trust anchor. With these characteristics, we can 
bridge the information asymmetry gap and share information in a trustworthy fashion.  
 
 

 
 

Figure 6 - The characteristics of blockchain technology 
[36] 

 
 

 

 
10 How this authority is a centralized entity will be discusses in a later chapter 
11 With different context we refer to the use of the internet by a bigger audience (the internet as we know 
today) 
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Traditionally with the help of tools like user reviews, expert reviews, and other business solutions, we 
as users can bridge the information asymmetry gap. Businesses saw opportunities to create a 
business model out of this concept. Businesses like: Trustpilot, TripAdvisor, Google reviews, and 
more allow users to fill the asymmetry gap. Nowadays, we see that companies implement user 
reviews/ratings on their website themselves. In eBay's case, we can see another user's rating and see 
if he/she is trustworthy [44]. Both systems are trying to induce trust, one system is inducing trust 
between customers and the company, and the other system induces trust between customer and 
customer. 
 
Externalities 
Within the digital industry, there are multiple forms of externalities. In simple terms, an externality is 
an effect a service/implementation/protocol/hardware has on others due to organic growth that 
service/implementation/protocol/hardware implementation. It remains unclear, but we will clarify 
the meaning regarding two different externalities in the next paragraph. We have two different 
externalities: network externalities and externalities of interdependent security. 
 
Network externalities: 
When we look at the ISP company from a previous example, we understand that it has many 
different software and hardware implementations. All these implementations need to talk to each 
other on the same level. Using protocols that are standardized and known helps a lot within that 
ecosystem. Different hardware/software vendors will implement these protocols in order for their 
product to function. As the ISP has many hardware/software, it can be smart to choose the correct 
hardware that talks the same protocols. Without this implementation, the investment would be 
worthless. 
Furthermore, choosing this hardware/software can be interesting in regards to other companies. 
When another ISP business needs to talk to the hardware/software of our ISP, these systems must 
understand the protocols and implementations. This also shows why the IT industry tends to lean 
towards big and dominant IT firms for their hardware/software implementations. The main reason 
for this trend is the fact of network externalities. If you choose different protocols to implement, the 
chances are that you, as an ISP company, might not be able to deliver the services.  
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The same principle applies when we, as users, are selecting an operating system. We know Windows 
and Apple as they are widely known within the IT world. As a user, if you choose a whole different 
operating system that is unknown, chances are software is not written for your operating system. As 
the userbase of this chosen operating system is tiny, companies are less likely to develop software 
for that operating system. A perfect real-world example might be the mobile operating system from 
Windows. This operating system worked perfectly and had its charms, but the userbase was not as 
big as those from apple and google. Therefore, apps and software were not developed at the same 
level of volume as those apps and software for apple and google operating systems. This also clearly 
shows that the chain of economics from dominant IT businesses is more attractive, as these 
companies will deliver a more significant userbase. A bigger userbase will, in the end, result in a 
higher volume of revenue. 
 
Besides the fact that the higher volume generates more revenue, it introduces the vendor locking 
phenomenon [45]. As dominant companies want to stay dominant and create an even more 
significant userbase, new protocols and implementations are added. These protocols and 
implementations will offer an improved experience but will only be available once the customer 
chooses the company's products. In essence, the company delivering the service will be dependent 
on the hardware/software from this vendor. A simple example of vendor locking: A company buys 
new printers for all its departments, but the printers only use cartridges from the original vendor 
[46]. 
 
A great example of network externalities are visible within the adoption of newer network protocols 
like DNSSEC and S-BGP. These protocols add an additional layer of security on top of the current 
solution. As the security benefits only show when other actors also switch to using this protocol, the 
urge to adopt the protocol is not high. After the user group's most significant part is switched and a 
direct impact for the switching actor is there, more and more actors will adopt the protocol. It has to 
directly impact the actor; without this return, there is no immediate need to adopt, as there is no 
direct return for this actor. 
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Externalities of interdependent security: 
The ISP company is dependent on other companies for infrastructure and software implementation. 
This creates a new form of externalities regarding interdependent security. Within the info security 
(infosec) world, it is commonly known that the strength of your security comes down to the strength 
of the weakest link. The weakest link could be a software or hardware implementation that is coming 
from a third party company. The ISP is willing to invest in its security; this depends heavily on the 
market's security incentive. As some of the security investments are dependent on the SLA's (what 
the customer wants to pay) and its market competitors (Market norm), there is a possibility that the 
ISP will not invest in the security measure [47]. Furthermore, the externalities that come with 
different security implementations of hardware and software create a significant ISP dependence on 
the software/hardware vendors. 

[48] 
 
 
In the figure above, we can see the interdependencies for the ISP and its different stakeholders. We 
can state that the infosec world's interdependencies are present at the service/product level and the 
security level. Therefore, it is of high importance that every hardware/software vendor is 
implementing the latest security measure, as these measures will directly flow down on the 
customer's customers. This interdependent security model is described in [48] and is still very 
relevant today.  
 

Figure 7 - ISP interdependencies 
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Actors: 
Within cyberspace, there are a lot of different actors that have a direct or indirect impact on the 
development of externalities. Furthermore, all these different actors benefit from these network 
developments directly or indirectly. The ISP, customers/users, hardware/software vendors, 
developers, opensource community, and governments, to name a few of these actors. These 
different actors have different roles and different authorities within the space. One of the most 
important actors in the IETF (Internet Engineering Task Force). The IETF is a constitute that develops 
the protocols and standard for the internet's inner workings. With the help of the IETF, the internet is 
something we know as is of today. As the IETF is an engaged constitution with protocols and 
technical standards, they are well known within the internet community. For the users of the 
internet, it "just needs to work." Users do not want to get into the technical details12 and will not 
know actors like IETF.  
 
Other actors have to use these and implement them into their products for the protocols and 
technical standards to work. Hardware and software vendors need to comply with these protocols in 
order for their products to work with other products. Without the implementation of these technical 
standards and protocols, products from different hardware/software vendors would not be able to 
communicate with each other.  
 
The IETF writes an RFC (Request for Comments) document to discuss and publicize new internet 
protocols and standards. With the help, a working group, the RFC builds and publicized [49]. Every 
working group has a specific domain and expertise in which they conduct research. Each RFC has its 
reference number, which can be found in a public list on the IETF website. The PKI standard's RFC 
number is 5280 and describes the inner workings of the PKI we currently know today. Within the RFC 
5280, it is described that a CA is responsible for issuing the certificates [14]. This shows that the core 
concept of a CA came from the IETF itself. This also shows that everyone who is willing and able to 
participate and create technical standards and protocols can add to the internet's core workings. It is 
also stated in [50]. The IETF sees everyone as an individual and not as a company. In order to add to 
the internet ecosystem, we have to keep in mind the rules defined in RFC 8179, as these are 
mandatory regarding intellectual property. In [51], we can see that the mindset behind the IETF is 
open and willing to add to the core of the internet. You as an individual need to add to internet 
community as the main starting point.  

 
12 Rely on expertise of experts. Same for driving a car, you don’t want to know all technical details of the car if 
your incentive is to go from point A to B. The car just needs to drive. 
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Authority: 
When we look at the digital trust authority on the internet, it is described to come from the 
certificate authorities, as they offer the trust we need to trust other actors on the internet. This 
authority has the power to issue or not issue specific certificates.  
 
In regards to the information asymmetry concept, the CA, in this case, has a lot more information 
about a trusted party. The CA conducts different checks and balances to conclude if a party is 
trustworthy or not. The details of these checks and balances are not/partially shared with the user of 
this trust13. For the end-user, it is hard to check the service quality of a CA [26]. In chapter two, we 
will dive deeper into digital authorities. 
 
Furthermore, the concept of authority has a different meaning when we are looking at it from a 
decentralized character. The authority that comes from a decentralized implementation originates 
from a consensus protocol. This protocol describes all characteristics of that blockchain: rules, 
regulations, governing roles, and more. Adopters of different blockchain projects are attracted to the 
function of this authority, as this function is put into a consensus protocol and is not originating from 
a single entity. The core authority that originates from and consensus protocol is based on an 
algorithm. This algorithm is accepted by all parties that use that specific blockchain. We can state 
that the role of authority has changed from its traditional connotation to algorithmic authority. This 
algorithmic authority is not controlled by a single person/business but is collectively developed by a 
group of developers with the same starting point as to how the algorithmic authority should work 14 
[52]. 
 
Another development of authority is linked to aggregation theory. [53] shows that by delivering the 
best user experience, you can attract a big group of users. Once this user group has grown to a 
certain level, companies start to adjust their distributors/aggregators/market-makers to win more 
users. When we look at Facebook, for example, this company offers advertisement space to its 
customers. Previously targeting of customers was done by the company itself; nowadays, Facebook 
sells a form of certainty to its customers. This is done by using its users' profile data, allowing them to 
pinpoint the customer's target audience directly. This method of business made businesses like 
Facebook, google, amazon and Netflix big. Because these companies grew so big, they in essence, 
became an authority within the economics of advertisement markets. As a small company, when you 
cannot adapt to this method or use old methods, chances are that it will be less successful. This form 
of certainty Is very successful in the advertisement marketplace and allows big companies to get 
even bigger. If we apply this certainty model to a CA, the chances are that this business model is 
more successful than the current CA's business model. This model will deliver a form of certainty and, 
therefore, close the information asymmetry gap between the user and the CA customer, lowering 
the chances of market failures due to lower levels of information asymmetry. 
  

 
13 More on these checks and balances in a later chapter. 
14 In a later chapter we will elaborate the working of different consensus protocols, that clarifies its connection 
to authority 
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We use online and digital systems more and more for our daily processes. These processes can differ 
a lot as a lot of new processes are getting digitalized. A well-known process is trade/commerce. This 
process used to be a physical process where the buyer and seller came together and traded different 
products. Within this process, there is a trust relationship between the two parties. Without this 
trust, the buyer cannot be sure about the product's quality or the trade itself. It also includes 
statements/claims about products. If a buyer cannot trust the seller on these statements/claims, the 
trade will become very hard. Trust has to come from both sides and leave both parties in a 
vulnerable state. As each party has to trust the other party, a possible exploit of this vulnerability is 
easy. Once this vulnerability gets exploited, and the other party knows about it, the trust between 
these parties breaks [54]. The trust problem is a core issue of information theory. This research 
focuses on the trust issue regarding digital trust, but the trust issue resides not only in digital trust. 
This shows that the trust issue is a deeper issue overlapping other topics [55]. 
 
Trust – "Psychological state comprising the intention to accept vulnerability based upon positive 
expectations of the intentions or behaviour of another" – Rousseau et al. [56]. 
 
Within a local community or region, buyers are aware if traders are trustworthy. When a seller tries 
to scam or damage a potential buyer's trust, this party will likely talk about this. Other potential 
buyers will be colored and are not likely to buy products from this trader. This organic word of mouth 
spreads around a community and will inhibit trades for this trader. This "local community or region" 
is not present within the digital world. The online trade/commerce world offers worldwide trade and 
is not bound to space and time constraints that had the be dealt with in previous physical markets. 
This also shows that trust factors have become a lot more critical, as the market is worldwide. Once a 
trader gets a bad reputation and is not trustworthy, his/her worldwide sales market will diminish 
very quickly [57]. IT solutions are the enablers of digital reputation systems. This lowers product 
uncertainty and allows the buyer to lower the information asymmetry gap. It shows that IT can play 
an essential role in regards to the lemon market model.  
 
To get a better understanding of the concept of trust, we dissect trust into four different 
characteristics: 
 

• Trust and trustee: 
Within each trust relationship, there is a minimum of two parties. This is the trusted party 
(trustee) and the trusting party (trustor). Both parties can exist out of a single person to a 
group of people that represent an organization. To build trust between these two parties, 
the trustee must act in a way the trustor has his/her interests.  

• Vulnerability: 
The trust itself is based on the vulnerability the trustor poses him-/herself. Trust can develop 
the quickest in an uncertain and risky environment. When a trusted party poses him/herself 
in an uncertain/risky environment, he/she needs to rely on the operation of the other party's 
trust. When done successfully, both trustees did not exploit the trust and build a trust 
relationship.  

• Produced actions: 
Building this trust leads to action that can be tangible or intangible. Lending a car to a friend 
is a tangible trust relation, as the car can or cannot be brought back in one piece. Trusting a 
friend that he/she handles the car with care. A married couple is an intangible trust 
relationship; both parties trust each other to be loyal. In the case that one of the persons in 
that relationship abuses this trust, it is broken.  

• Subjective matter: 
As trust is a subjective matter, each actor sees the trust differently. It can lead to different 
reactions and different situations. Different magnitudes of trust can be invoked in the same 
situation by different parties. 
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Trust is also a concept based on the userbase of a specific product or service. It has a significant 
impact on the use of a specific product or service [58]. As users get more trusted with a product or 
service, they tend to use this product/service more. With the introduction of the internet, the sales 
market got significantly more prominent. New payment systems offered customers a new way of 
digital payment. Research done by Oskar Szumski shows a link between the level of trust and the 
level of usage. Figure 4 shows the resemblance between the level of trust and the popularity of use.  
 

 
Figure 8 - Popularity payment method and level of trust 

[58] 
 
As well-known payments services have high popularity, they also have a high trust rate. The new and 
upcoming digital blockchain payments have a lower level of popularity and a lower level of trust. This 
level of trust is linked to the popularity of use. In this case, the digital blockchain payments are the 
service that is offered to the customers. Further research is needed regarding the drivers and 
accelerators. These drivers and accelerators can be vital to introducing higher popularity levels, thus 
increasing trust regarding these new services.  
 
One of these drivers and accelerators is digital trust. Digital trust is a concept that will be part of a 
new paradigm shift. As industry 4.0 is driven by human-centric trust in digital trust, the way new 
companies implement this concept in their processes and innovations is leading. Companies that can 
successfully implement this concept will offer the customers/stakeholders more confidence/trust 
[59]. With the stakeholders' trust, it is possible to increase productivity and keep pace with 
innovations.  
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Trust within social aspects 

We just covered the need for digital trust. As digital trust is mandatory for communications between 
stakeholders, we can state that information asymmetry grows without this digital trust. The 
likelihood of market failure also grows with an increased information asymmetry gap. We have seen 
that the level of trust is connected to the usage level and discussed the externalities that apply within 
the example.  
In the following chapter, we will discuss the TAM. This model allows us the better understand why 
users use certain technologies or not. As the trust level is connected to the level of usage, this model 
can give us a better picture of how to improve the current situation regarding digital trust. 
 
Suppose we took trust in a different context and apply it in social aspects. Every person has her/his 
aspects and social identity. This social identity is interesting, as this plays a huge role in individual 
decisions. These decisions reflect his/her preference or the way they look at new technology. This 
last aspect plays a significant role in the acceptance of innovations and technology. Applying the 
technology adaption model (TAM) shows how people accept new technologies and developments 
[60]. 
 

 
Figure 9 - Technology acceptance model (TAM) 

[61] 
The model above shows the significance of the perceived usefulness and the perceived ease of use. 
Both factors help a person to move to the next stage of the model. First, we see the perceived 
usefulness. It comes down to how much the use of technology adds to a person's life. If this is very 
low, the likelihood of a person using this new technology is very low. Once this is very high, the 
likelihood starts to rise. In order for the person's attitude to change, we also have to consider how 
easy it is to use the new technology. If this is very hard and the person has to invest much time, they 
will likely not use this new technology. It shows that a balance of both ease of use and usefulness is 
essential.  
 
External factors play a significant role in the perception of people regarding the new technology. 
These factors can be virtually any information that regards this new technology. If a person hears a 
friend speak about a specific new product/service, he/she might get right or false information about 
this technology. He/she might see another person using a product/service and be very productive. As 
this outcome may be beneficial to the person him/herself, it could prove useful to use the 
product/service. 
Furthermore, information that he/she might get on the internet may be biased or coming from 
advertisement networks. This perception of information could alter the person's decision regarding 
the use of the product/service. As the TAM model does not address intrinsic motivations, it is limited 
regarding emotional needs [61]. This limitation does not give us clear insight if the motivation and 
the use of a particular product or service are based on intrinsic needs. The shortcomings of the TAM 
model are described in the TAM2 model. This model is further developed, but with the current 
model's help, we can show relevance within TAM by implementing new and improved protocols. 
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In the end, the TAM model describes the adoption of a specific new technology. As adoption rates for 
a new technology start to rise, so does the trust with this new technology. Trust is connected to a 
new technology's use/adoption rate; adoption is essential for growing trust. It can be stated that the 
TAM model can stimulate the growth of digital trust by boosting the adoption rate [62]. As we stated 
in the previous chapter, the TAM model does not apply all intrinsic motivations to cover the whole 
spectrum of acceptance fully. We add the social identity theory to the model and get a better insight 
into applying the TAM model. This theory implies that human behavior can be biased based on the 
sociocultural groups they are a part of. In short, this comes down to the fact that humans behave 
differently when they are part of a group. This theory can also be applied to co-workers from 
company X. When company X produces a new product or service, the person working at this 
company likely feels the need to use/share it. The co-worker may not be in immediate need of this 
product/service, but it may reflect more significant adoption by other users. If the product/service is 
successful, this co-worker can refer to his/her group. He/she might refer to "people like me" or "my" 
when he/she talks about the product or service. This group of "me" is also a direct corollary of the 
trust within that group. A group of like-minded people gives a more profound sense of trust. 
Therefore, it can be stated that digital identities can give this feeling of a person/human with like-
minded thoughts. A person is more committed to using a service/product once this trust is there 
[60]. 
Once a company can produce the level of trust where people can refer to it as "people like me" or 
"like-minded," it can help engage new users in using their products as this engages people on the 
level of trust. This can ensure growth in the adoption of new services or products. This also shows 
that trust from the userbase of services and products is essential in the role of adoption.  
 
This adoption can be stimulated with the mentioned aggregation theory, as this theory uses a form of 
certainty to its users and its customers. [53] shows that by applying this theory, companies can offer 
an aggregated form of services to their users. This allows users to use a certain product or service 
quickly and attracts more users. The ease of use is very high, and more users will be attracted to use 
this service. Smaller companies might become a customer of the given service and get more certainty 
on selling products/services. Applied to a CA model, there is currently15 no aggregator company that 
aggregates all services coming from CA’s. 
If an aggregator company should come into existence, one can discuss if it should be based on 
blockchain technology. This is to mitigate the centralization of the aggregator and the emphasis of 
philosophy on the end products of the aggregated CA’s: “Digital Trust.” 
  

 
15 As of writing this thesis.  
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Trusting identities 

We just covered the TAM, which showed that people are willing to use a specific development and or 
technology based on the perceived ease of use and perceived usefulness. These two factors are 
essential during the introduction of new technology. It shows that solutions to improve the 
information asymmetry gap between the users and the CA should be based on two main starting 
points: “perceived usefulness” and “ perceived ease of use.” Once both of these metrics can be met 
with the introduction of new technology or service, users are more willing to adopt it. We covered 
the TAM model to understand better why people adopt certain technologies and why not. More 
models give a good view of how this adoption rate is developing, but that is out of scope for this 
research. The corollary of trust in using the product of services comes from the adoption. In order to 
trust a specific product or service, we want to use an identity linked to this product/service. The 
following chapter will cover why this identity is an essential element in this trust relationship 
between people or groups of people representing a company. 
 
Adding to the level of trust, people or groups of people representing a company need to prove their 
digital identity. This identity is mandatory to build trust between two different parties. If a customer 
shops at a webshop, he/she wants to check this shop's identity. If this is not possible, it might be 
possible that a different actor is mimicking the shop and trying to steal information. As discussed in 
the previous chapter, trust is a mandatory element in the relationship between different actors. 
Checking the digital identity of a person/company is a bit different than the real-life version. One way 
to trust online identities is to use PKI.  
 
As we do online shopping at our trusted webshop, we rarely verify the person or group behind this 
webshop. We trust that this webshop is valid and that we receive the goods we ordered in the end. 
As we have shown, a more significant userbase inherits a bigger adoption and use of a service or 
product. This significance is also the case for the use of a webshop. Based on a webshop's userbase, 
we read reviews and base our trust in these reviews [63]. Doubtful reviews and more numbers in 
these make us tend to believe that the webshop is trustworthy. However, we are already trying to 
trust a webshop reviewer; we are trying to check if they are trustworthy. What tells us this reviewer 
is even trustworthy, and does this reviewer have any incentive behind his/her review. These 
questions are hardly the answer as they all come down to these persons/groups of people's identity. 
 
More and more transactions will happen online; therefore, a digital identity is necessary for these 
transactions. Not only webshop transactions or private transactions, but also official transactions 
between customer and company. These transactions have legal weight and therefore need a natural 
person to be bound. Online, we can be anyone that goes under the name of a different person. We 
can see the other party face-to-face during traditional transactions and see which whom we are 
dealing with. We cannot see this face-to-face during these online transactions, and therefore, the 
requirement of this digital identity requirement increased exponentially over the past 12 years [64]. 
Without this digital identity, it is hard to bound the transaction to a natural person.  
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Traditional identities of a natural person are bound to the identity documents. These documents 
consist of a birth certificate, passport, driver's license, and additional documents. During traditional 
official transactions between a company and a customer, the customer needs to prove the identity of 
him/herself with one of these documents. As this information is static and factual, it is hard for the 
person to alter this information without his/her government's consent. The information is verified 
and validated at the time of registration by his/her local government. By validating this natural 
person's information, the government acts as a trusted party by providing trust. This trust is 
originating from the proof of the validity of these legal documents.  
 
Not all information is needed for every business transaction between customer and company. Some 
transactions are more informal and smaller, and some are more significant and more formal. The 
information that is needed depends on the nature of the transaction between the two parties. 
During the transaction, there is a trade of personal bound information between two parties in order 
for this transaction to happen. The customer or the company can make up this trade of personal 
bound information in a digital sense. Therefore, the need for this static and factual personal bound 
information is mandatory for a transaction to happen in a legal sense. Furthermore, this information 
needs to be verified by a governing party that can provide trust as a traditional government can [64]. 
 
Companies offering different services have different levels of trade in personal information. Some 
companies offer financial services or other services that require the company to know the customer's 
personal information. When a customer from this company has committed a crime, fraud, or any 
other crimes, the company might be asked to deliver details regarding this customer. In [65], 
Microsoft offers customer data when there is a warrant for that data. It shows that customer details 
are crucial for criminal cases. These details are personal details that can be obtained from the Know 
Your Customer (KYC) implementation. This implementation askes the company's customers to trade 
their personal details to prevent money laundering, terrorism funding, or funding any other crimes. 
Therefore, some companies must offer a well-implemented KYC program. Without this program, the 
identity of these customers are not known. In such a case, customers can abuse the services the 
company offers [66]. The KYC implementation builds trust between the company and the customer 
and prevents the company from ending up in the wrong business. It serves as the company's first 
defense strategy, making it part of the risk strategy.  
 
Furthermore, the KYC concept could work in multiple ways as we are talking about a 
person/customer's digital identity or a company/group of people. By reversing the KYC concept to 
"Know your company" (KYC)16 , we can apply the same concept to knowing a particular company's 
details. As a customer, we can check the details of a company on the website itself. This company's 
identity is there, and they show us the location and sometimes that staff that works at this given 
company. However, in the end, the information has been put there by the company itself. For us, as 
a customer, it is tough to fact check this information. Fortunately, the PKI X.509 standard is there to 
offer public-key certificates. With these certificates, it is possible to set up a trusted connection 
between the customer and the company. Although this does not prove its identity, it does show 
domain validation at its lowest level. It shows that the company domain is connected to the correct 
domain holder. As this still does not prove its identity, we have to go to a higher certification level 
[9][67]. 
  

 
16 Not an official abbreviation, used for illustration of statement 
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Before we start dissecting the different levels of validation within a CA, we take a quick look at the 
inner workings of how the certificate is used for communications. 
We base our online communications on the certificate which are trusted by another third party 
company. Applications, mobile apps, websites, and more services use these certificates in order to 
secure the data that is transferred or received. To understand how this works and how software 
secures its data transfer, we added a schematic underneath. The figure below shows the steps that 
are needed to ensure a safe way of communication between a client and a server.  
 

 
Figure 10 - SSL/TLS handshake 

[68] 
 
Once the server and client are done with this handshake, both know the chippers17 and keys. These 
are used to encrypt the application data that is transferred. The only thing we miss in the schematic 
is the part where the client checks for the validity of the certificate connected to the public key of the 
server. This is done with the help of the process described in an earlier paragraph. During this check, 
the web browser/application will check if the server's certificate is trusted. If a certificate is 
untrusted, the browser shows a warning that a possible MITM (Man in the middle) could occur. The 
user can accept that risk if he/she knows the public key. If he/she does not know the trusted public 
key, it is not safe to connect to that server. 
 
This error the browser shows does not imply that the connection is unsafe by default. It only shows 
that the public key is not trusted to any specific domain and that no CA has conducted the 
aforementioned checks and balances to see if this public key is trustworthy. In the figure below, we 
can see an example of such an error. 
 

 
Figure 11 - Certificate not validated by trusted CA 

[69]  

 
17 Cryptographic algorithms allowing for encryption and decryption of data 
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There are four levels of validation within the X.509 PKI certificate protocol. The PKI uses this protocol 
in order to deliver its trust services to the users. These different levels of validation represent a 
different level of trust. In this case, the customer can use this level of trust in his/her own way of 
trusting the company. The four different levels are as follows: 18 
 

• Domain Validation (DV): This validation level is the lowest and proves the validation at the 
domain level. It verifies the fact that the person that requests the certificate owns the 
domain and has full control. This trust level is deficient, as it only shows that a person owns a 
domain [70]. The information that is used within this level comes from the domain registrar. 
Unfortunately, it is possible to register yourself with fake information or with an anonymous 
whois19 service. This last option is to register a domain without connecting any personal 
detail to the domain. Without this information, it is hard to identify a natural person behind a 
domain. Furthermore, it is hard to check the details when the domain is verified. The actual 
check conducted during the domain validation process depends on a text file and DNS 
records connected to the domain. During the process, the domain holder changes these 
parameters to the given parameters from the certificate authority. After changing these 
parameters successfully, it renders the domain validated. 
 
Trust level:20 DNS based change/text record change, not connected to any personal details 
regarding a natural person. Low trust level. 
 

• Organization Validation (OV): This level of validation offers the validation of the 
organization. The company that offers the certificate validates the applicant against the 
business itself. It shows that the applicant for the certificate is connected to the company. 
This process takes a few more steps in order to verify the validity. The steps shown are an 
example of [71], where they describe the steps. The steps are as follows: 

 
o Organizational authentication: Here, the certificate authority checks if you are the 

legitimate owner of the company. Personal details are checked and looked up if 
connected to the company. 

o Locality presence: In this step, the certificate authority checks if you are registered at 
the given location. It checks your legal documents and see if it is connected to the 
location.  

o Telephone verification: During this step, the certificate authority is calling the 
registered company telephone number. It also checks if the number is listed.  

o Domain verification: This step is the same verification process described in the lower 
trust level. The certificate authority checks if the domain is in your possession. During 
the validation process, you have to take the same steps described above.  

o Final verification: During the final verification, the certificate authority calls the 
customer and checks all the certificate order details. He/she verifies every technical 
detail regarding the certificate order.  
 

This process is more complex and harder to comply with. All these steps make sure that the 
trust level is at a higher standard. By checking all these details, the certificate authority 
enabled a higher level of trust. This trust is linked to a natural person and a registered 
company.  

 
18 Going deep into the technical details does not add to this research, we only touch the technical surface and 
the impact for the trust levels regarding the identity 
19 Whois, is a service where other internet users are able to lookup information from the person holding that 
specific domain. This information is collected by the registar. 
20 Trust levels are based on the information behind the issued certificate and validation level. 
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Trust level: Based on a thorough validation process. Connected to a natural personal and 
business documents checked. Medium trust level.  

 
 

• Individual Validation (IV): This validation level offers the validation of the individual 
requesting the certificate. This level of validation verifies the person behind a 
domain/website. This validation level adds a higher standard of trust, as, during this 
validation, personal documents and information are checked. According to [20] [70], the 
certificate authority should check the following: 
 

o The certificate requires the applicant's name in combination with a legal photocopy 
of the applicant's face. This photo should match the photo present in a government-
issued legal document (Driver's license, passport, military ID, or any equivalent 
document). 

o The certificate authority validates the applicant's address by using any given legal 
document. It can be done by any utility bill, government ID, credit card, or a legal 
document stating the applicant's address. 

o During this validation process, the applicant's domain is also checked according to 
the previously stated domain validation process. 
 

Individual validation for a certificate is a more thorough process when we look at the domain 
validation process. Individual validation looks at the natural person and his/her details. By 
verifying these details, the level of trust is higher than the domain validation trust level. 
Using these certificates, users of a domain can check the person behind the domain and have 
a higher trust level. 
 
Trust level: Based on an individual validation process linked to a natural person. Medium 
trust level. 

 
• Extended Validation (EV): This level of validation offers the highest level of trust and 

complies with the CA/Browsers forum's strict rules. To pass the validation for the level of 
certification, the applicant has to go through rigorous validation checks. Different checks are 
in place and described by the CA/Browsers forum. The checks are as follows:  

o The certificate applicant needs to verify its existence and identity 
 Legal existence 
 Physical existence 
 Operational existence 

o The certificate applicant needs to be in control/holder of the domain that needs to 
be included in the certificate. 

o The certificate applicant needs to communicate an entity that is named as the 
subject in the certificate. 

o The certificate applicant needs to be verified and authorized for the EV certificate.  
 

As all these validation processes are very rigorous and thorough, we will not detail them as 
they can be found at [19]. These documents show the validation steps and requirements 
before the EV certificate is issued to an applicant. It also shows that there are a lot of 
different details known about the applicant. By validating all these details, the certificate 
authority offers a high level of trust to their customers [19]. 
 
Trust level: Based on an extended and rigorous process, validating all personal, legal, and 
business details. High level of trust.  
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Personal identification 
As we discussed different levels of certification, we also have to look at the different rules and 
regulations that are present for the identification of natural persons. As local citizens' identification 
happens within different local systems, it is tough to identify a foreign citizen with their local 
identification method. In the Netherlands, we have DigiD and iDIN. With the help of these services, 
we can identify ourselves for different purposes. As we identify ourselves with local 
methods/documents, local businesses know the validity of those documents and verify them. Foreign 
businesses/governments or other interested parties cannot check the validity of the documents 
quickly. Therefore, the European commission comes with an implementation that helped all the 
stakeholders interested in using this service [72]. By using this system, the member states can build 
interoperability between the different systems and build a higher level of trust and security. All the 
electronic identification systems that are added are peer-reviewed. These peer reviews tend to 
stimulate a mutual learning process that improves the trust between member states. This shows that 
the implementation of the eIDAS is very new to members, and a lot can be learned. This also shows 
that mistakes can be made, and potential data leakage might occur during a faulty implementation of 
one of these systems.  
 
As these implementations allow us to identify ourselves with others on the internet, we can build a 
trust relationship. As we discuss before, we have to know someone or a business's reputation within 
a trust relationship. As this reputation is connected to identity, it is of high importance that the other 
party cannot change/alter this identity. With the help of these systems, we are improving the 
identification of other users, thus strengthening the trust relation. Furthermore, we can check the 
trustworthiness based on the identification of that user/business. This allows us to bridge to 
information asymmetry gap between both parties.  
 
Besides these systems, there is a protocol called Zero-knowledge proofs (ZKP), which allows the 
proofer to prove his/her identity without revealing his/her full identity. This is done by showing a 
statement/part of the secret, which enables the receiving party to check if that statement is true or 
not. This can all be done without revealing the proofer's sensitive information but allows the 
receiving party to check the information/identity is indeed correct. An implementation that is 
currently used within the blockchain of Zcash is called ZK-snarks (Zero-knowledge – Succinct Non-
interactive ARguments of Knowledge). This ZKP solution is applied within the context of a blockchain 
and allows users to verify the other party's identity without knowing the secret21 of that identity 
[73][74]. As the ZK-Snarks protocol still relies on the trusted setup provided by a trusted third party, 
ZK-Starks was developed. This protocol allowed for the same zero-knowledge proofing but without 
the need for the trusted third party setup. It allows for more scalable systems and is resistant to the 
quantum computer's high computational speeds 22 [75]. 
 
With the help of the ZKP and ZK-Starks, respectively, we can verify one another's identity without 
revealing the true identity. This allows the best of both world implementation, as we now have 
privacy and a decentralized trust system to bridge the information asymmetry gap present in the 
currently used PKI. Furthermore, information asymmetry functions of signaling and screening are 
conducted and are disconnected from the trusted third party. These functions can23 be executed 
completely independently without the intervention of a third party or relying on one. This does not 
require closing the information asymmetry gap between both parties, as this technique allows for 
identification without the information that reveals the true identity of the other party. 
 
  

 
21 All the personal details that relate to that identity. 
22 A stronger cipher suite is implemented in the ZK-Starks protocol, which is quantum resistant.  
23 With the help of the ZK-Starks protocol 
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Trusting third party's  

We just covered the different methods to verify the identity from a CA perspective. This information 
gives the CA information in order to check the validity of the given identity. As this information is 
mandatory to trust an actor, the CA’s customers do not pose all of this information and create an 
information asymmetry between them. Furthermore, it is costly and inefficient for a user to check on 
all this information before trusting a party. This should be done by a trusted third party dedicated to 
conducting these checks (in this case, the CA). In order to establish a trust relationship between the 
customer and de CA, identities need to be connected to both entities. With the help of KYC, a CA can 
check the details of customers. Systems like DigiD and iDIN show local solutions to identify a user. As 
these systems only operate locally, it is hard for foreign companies to check foreign users' identities. 
The European Commission proposed a system called eIDAS that allows member states to check these 
foreign identities. These systems offer an identification service that allows companies to identify 
their customers. This again increases the information asymmetry gap between the users and the 
companies. We discussed a zero-knowledge protocol called ZK-Starks. In the following chapter, we 
will discuss the PKI system and different CA attributes. We will discuss how these PKI structures are 
built and how trust-flows down. We will discuss why there is a chicken and egg paradox present in 
our current digital trust system.  
 
As we have discussed the different trust levels from PKI X.509 standard, we use this technology not 
based on the users' choice. During the implementation of these protocols, the growth and user base 
was a lot smaller than nowadays. It is a protocol that is developed in the early stages of the internet. 
It offered secure communications and offered a solution to protect people and businesses against 
digital espionage, e-commerce fraud, and intellectual property theft. Nowadays, we have newer and 
improved technical implementations that allow us to bridge this information asymmetry gap. In 
order for the development of the internet, looking at how we can use these protocols and technical 
implementation is mandatory. Currently, we are working with a patch method. Once something is 
unsafe and not working correctly, we patch it. Once patched, it will work for a given time until it not 
safe anymore. This cycle of patches can be found in DNS -> DNSSEC, SSL -> TLS 1.2 -> TLS 1.3, BGP -> 
S-BGP. These protocols keep getting updated once a vulnerability is found.  
 
Without the PKI x509 protocol, data is transferred over the internet in an unsafe and open way, and 
everybody in between could impersonate the source of this data. The PKI x.509 standard uses 
SSL/TLS with its respective cipher24 suites to encrypt this data. Without this encryption, Internet 
service providers or other infrastructure companies could look into the data being transferred over 
the physical lines. Users in the same network were able to look into the data being transferred. With 
the PKI x509 standard help, users can encrypt the data that rendered the data unreadable for the 
eavesdropping parties. Furthermore, the PKI implementation led the users to verify the identity of 
the sending and receiving party [76]. PKI has different security services with its characteristics 
summed up bellow:  
 

• Data integrity: The transmitted data is not altered in any way. It may not be possible to alter 
the data between the sending and receiving parties. Data alterations need to be detected; 
the receiver needs to be able to verify the received data.  

• Confidentiality: The data is restricted to access by parties that are not allowed to the data. 
Therefore, unauthorized access must be mitigated, and data disclosure can be ruled out in 
any event.  

• Identification and authentication: Both the receiving and sending party can be uniquely 
identified in the transaction of data. Determining the origin and destination of the data 
needs to be possible.  

 
24 Cryptographic formulas to encipher the data into unreadable text 
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• Non-repudiation: The implementation needs to offer a way to validate the action of a sender 
of the data inextricably. The sender cannot deny the sent data [77]. 

 
These characteristics offer the backbone of the PKI services we know today. In order to make the PKI 
possible, we have to place components that facilitate this PKI. In order to make a PKI work, we need 
to following components [77]: 
 

• Certificate Authority (CA): The primary building block to offer trust levels. Within the CA, 
checks and validations take place to sign certificates and offer trust. The CA is known for two 
different attributes: Name, and it's public key. These two identifiers give the PKI users the 
ability to check trust on issued/signed certificates. The certificate authority can issue 
different levels of certificates, which, in their way, are connected to a level of trust. As this 
trust comes from the CA, we use this authority for our direct line of trust on the internet. 
Later in this research, we will question why this is questionable.  

• Registration Authority (RA): The registration authority is the entity that aggregates 
information regarding certificates. During this process, the RA verifies the information that 
resides within the certificates. The RA can request legal documents that are necessary for a 
certificate. Before issuing a certificate, a CA could delegate different validation tasks to an RA 
network. This network consists of different trusted third-party companies that fill in the 
different validation tasks. 

• Repository: A repository is there to store active digital certificates for the CA system. With 
the repository, users are able to look up data that allow users to confirm the validity of the 
certificates. Certificates and CRLs are the main components of the repository. The repository 
can also be called Validation Authority (VA), as this is a service for the PKI users to validate 
issued certificates.  

• Archive: The archive stores the data from a CA in long term storage. This way, the CA can 
check the certificates from old documents or files that were valid at a previous date/time. In 
the case of a dispute, it is possible to get back vital information that can be used to verify the 
key associated with a given certificate.  

• Public key certificate: This is a public key that is issued by the CA and is connected to an 
identity. By using this public key, one can confirm the identity. As the CA is the party that 
holds the private key, an online user can verify a signed certificate with that public key 
issued.  

• Certificate revocation lists (CRLs): Certificate revocation lists are a list of certificates that 
have been revoked and are deemed not to be seen as valid.  By using the CRL as a user, 
he/she can check if a given/used certificate is valid seen from the CA that issued the 
certificate. The CRL also contains historical data about revocation states and certificates. 

• Online Certificate Status Protocol (OCSP): The OCSP protocol is an alternative to the CRL and 
checks the revocation status with the CA's help. With this check, the user's browser can 
directly check the revocation status and not have to download the whole list of revoked 
certificates that reside within the CRL.  

• PKI User: In order for the PKI systems to be working, we have to have users. These users use 
the certificates to check trust on a given website/service. Users can consist of a single person 
or an organization. Users do not issue certificates, although they can generate self-signed 
certificates. 25 This party is the relying party within the PKI system. The person/organization 
can hold certificates for signed documents or other applications. 

 
  

 
25 Self-signed certificates are only valid to the user itself or other users who accept the person/organization 
who signed that specific certificate.  
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Due to the nature of our current PKI implementation, the information asymmetry grows for all 
platform users. Users cannot check the source files and processes of the checks and balances that are 
conducted against a party interested in the certificate signature. Therefore, information asymmetry 
grows and renders a higher burden on the trust of the CA. It leaves the users in a vulnerable state, as 
the only option is to trust the disclosed documents from the given CA regarding these processes. 
 
We can see the different actors/services that are present within the PKI. Without these 
actors/services, it was not possible to provide a PKI. One thing that is not clear about the different 
elements is how the whole infrastructure is setup. To understand the way trust flows down in a PKI, 
we have to understand the different frameworks that offer this trust.  
First, the most basic hierarchical form of trust within a CA framework, trust flows from top to 
bottom. Trust/signed certificates are flowing down from the root CA to the subordinate CA's. The 
subordinate CA's will issue certificates/trust to its subordinate CA's or entities. This framework is 
scalable enough to implement in a small business or public service, but it has a central weak point. 
The root CA is, in this case, the single point of failure of delivering trust. This implementation of PKI is 
also present in our contemporary trust solution. As different companies offer trust in the PKI system, 
hierarchical parallel trust systems originate [53].  
 
  

 
Figure 12 - Hierarchical PKI framework 

[78] 
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Figure 13 - Extended Trust list framework 

In order to improve the scalability solution of the PKI systems, there is a range of different solutions 
present that offer different hierarchical, parallel hierarchical, mesh, and trust list architectures. These 
different solutions offer a more scalable PKI system, but they do not solve the main problem. This 
problem originates from the way the trust is flowing top-down in the system. In the figures below, 
we can see the different PKI solutions to address the scalability issues. Although some of these 
solutions might work correctly for the organization/person, new problems arise on the spectrum's 
manageability side. Once the tree of different CA's and subordinate CA's start to grow, It will start to 
be unmanageable. Especially when we start using these PKI concepts in the public space, the trust 
between the CA's is something that needs special attention [53].  
 

 
Figure 14 - Mesh PKI framework 
 

[78] 
These different frameworks are used within organizations, businesses, educational institutions, or 
any other company. Selecting the correct PKI framework can be very hard, as they all have their 
advantages and disadvantages. [78] describes these advantages and disadvantages, which shows that 
it depends on the implementation and the requirements for the framework. Scalability, flexibility, 
trust point, and trust relationships, to name a few of these requirements.  

Figure 16 -  Cross-Certified Enterprise PKI framework Figure 15 - The Bridge PKI framework  
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The most crucial requirement that needs to be covered by all the PKI systems is trust. Trust has to 
come from a CA and show that an entity is trustworthy. The client/computer needs to know how to 
trust these certificates. To make the client/computer understand how to trust this certificate, 
software needs to know and be able to validate the certificate. There is a trusted root certificate 
store within every operating system we use today (Windows, Linux, macOS). These root certificates 
are essential for trust. A subordinate CA could have issued certificates that are used on the website. 
This subordinate CA inherits its trust from the root CA. Therefore the client/computer understands 
that the issued certificate originating from this subordinate CA is trustworthy [10].  
 

 
Figure 17 - Chain of trust 

[79] 
 

In the figure above, we can see how this process is working. The root CA has a public key used to 
verify the intermediate certificate (certificate subordinate CA). The public key is used to verify if the 
digital signature of the identity is valid. This digital identity can be any website/service that uses a 
certificate. This example clearly shows how the central trust is coming from the root CA. 
 
Web browsers are pieces of software that allow the user/person/organization to browse the 
internet. They use the root certificate store on the operating system to check the certificate's chain 
of trust. Without this certificate root store, the browsers or any other service/application cannot 
check for trust. Because all these software uses the certificate root store, they assume that the root 
certificate authority is trustworthy. This can be seen as a severe flaw in the system. The root 
certificate authorities are the main trust backbone of the internet. As there is a hand full of these 
root certificate authorities, it is, in a sense, a centralized manner of trust. We, as users of these trust 
systems, have to rely on trust from a third party. Once a CA or a root CA goes rogue or get hacked, 
we cannot check when this is the case. The aforementioned implementation from the google team 
helped the PKI system check if certificates are valid. The implementation is called Certificate 
Transparency and uses a Merkle Three root to validate certificates and logs. With the help of this 
system, users can check if a certificate has been issued mistakenly or maliciously [80][81]. This can 
also be an indication of good or bad practice from a certificate authority. This indicates that the 
current implementation is not in its optimal state and is “patched”26 with extra protocols. 

 
26 Temporarily fixed with a technical implementation. 
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According to [11], the root certificate list is made up of one hundred fifty-six individual records. All 
these records represent a root certificate authority who can validate and sign certificates for 
subordinate certificate authorities. Fortunately, the trust coming from the root CA's, which are 
backed by a rigorous validation process and policies they have to comply with [82]. Different 
software vendors have policies in place before a root CA is placed in the inclusion list. Microsoft[83], 
Mozilla[84], and Apple[85], to name a few software/hardware companies that have their strict 
policies regarding root store implementation. The fact that software/hardware vendors demand 
these policies' validation shows multiple checks before a root CA is allowed on the inclusion list. It 
also shows that these software/hardware vendors have the power to allow or disallow certain trust 
to their users.  
 
It is especially true when we look at the implementation of android. Google is the company that 
owns and creates the software behind android. This gives them the power to decide if they add the 
specific root CA to the inclusion list of android. Furthermore, Google is also a root CA with his/her 
own subordinate CA's and customers. It could be debated that this might be conflicting in the choice 
of which root CA is or is not added to the inclusion list. We as users have the trust google about why 
some root CA's are added and why some are not. Vendors of different android phones can add or 
remove root CA's from this list. Samsung android users could have a different trusted list than 
Huawei android users. The implementation of this list depends on the company/brand we buy the 
phones from. The users can enable/disable or add/remove items from the list. This gives us the 
power to trust or not trust a specific third party root CA. This example is also applicable to the 
Windows operating system[86], the macOS operating system[87], and the Linux operating 
system[88]. This example also shows us we as users have to trust the implementation of different 
vendors. Different vendors choose different root ca lists. Because of this fact, it is good practice to 
check this list before using any service/application/website.  
 
In order for us to trust the party that offers the root of trust, it comes down to the chicken and the 
egg problem. We are trying to validate a certificate; this certificate is coming from a root that we 
have never seen before. As we are trying to decide to trust this certificate, we look at the issuer itself. 
Unfortunately, this certificate is issued by the root CA itself, and we fall back to the previous step.  
 
Egg:   Validating a certificate, checks ensue. 
Chicken:  Validating the party that issued the certificate, the root CA itself. 
 
Trust originates from this root CA, and it is tough to check the trustworthiness of a root by the 
average user. In order to make to process easier, certificate authorities are using requirement 
standards to conform themselves. These standards show that a certificate authority applies good 
practice in different processes within the company. The CA/Browser forum offers baselines 
requirement and guidelines for different levels of certification [89] [70] [90]. Furthermore, an 
organization like webtrust.org and European Telecommunications Standards Institute (ETSI.org) 
offers standards and guidelines for certificate authorities and other trust service providers. These 
standards offer guidance and scoping for public CA's. Government-owned CA's need to submit 
performance audits to the organization of ETSI in order to stay certified. This is also the case for CA 
that fall in the certification of WebTrust. Looking at a local CA KPN, they show clear insight into the 
business practices within their repository [91] [92]. CA KPN shows security controls, key life cycle 
controls, certificate life cycle control, and certifications. By showing these different documents and 
complying with a different standard, CA KPN shows transparency and implies trustworthiness.  
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But, the question still remains do we trust CA KPN after all this certification? Do we trust the 
organizations behind the audits and baselines? These questions are hard to answer, as they also 
come back to the chicken and the egg principle. As we discussed earlier, trust originates from two 
parties that are in a vulnerable state. The user of CA KPN's certificates is in a vulnerable state. Once 
CA KPN exploits this trust and loses its users' trust, the likelihood of other users not trusting CA KPN 
is high. CA KPN has a significant userbase that uses the certificates daily. Without this big userbase, 
the trust level may also shrink, as a more significant user base/popularity equals more trust in a 
system.27  
 
A previous Dutch certificate authority who used to be in place of the where CA KPN is now was 
Diginotar. Diginotar played a big role for the Dutch government because they used many certificates 
that were issued by Diginotar. Unfortunately, the Diginotar CA was hacked by an Iranian hacker. 
Because of this hack, he/she could issue the *.google.com certificate, which is a wildcard certificate. 
Wildcard certificates can be used on any subdomain of the google.com domain.  When the attack 
had been discovered, Chrome and Firefox's developers removed diginotar from the root store. This 
caused many problems with the legitimate Dutch websites that used diginotar certificates. Users 
were not able to connect to the websites and verify if the website was legitimate. In order to fix this 
problem, Google came up with a solution called certificate pinning. Within the web browser chrome, 
there is a mechanism that checks for a specific certificate on google.com. If there is a different signed 
certificate and not originating from the google CA, the chrome web browser deems that certificate 
unsafe. With the help of certificate pinning, Google can make sure that a specific certificate is used 
on a specific domain. The fact that any other registrar like Diginotar could issue a certificate is a big 
vulnerability. The current Dutch CA (KPN CA) can issue any given certificate and create a possibility to 
eavesdrop on users behind that specific domain. Thus, it is important to understand that the whole 
concept of trust on the internet is originating from CA's [93]. The combination with the older DNS 
protocols makes for a possibility where eavesdropping could occur. 
 
In the Diginotar case, the company was used to eavesdrop on users in Iran. Using the trust from 
diginotar, an actor within Iran or any other actor with interests in the traffic from these users was 
able to eavesdrop on this connection. To render an overview of the situation, we added a bowtie 
model, which clearly shows the process and its different vulnerabilities, risk mitigation, risk 
treatments, and consequences. 
 

 
 

27 Referring to figure 1 in the first chapter 

Figure 18 - Bowtie model of Diginotar attack 
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In the eavesdropped Iranian user's case, we can say that the trust is mainly coming from The 
Diginotar CA. However, mitigations in the bowtie model can help the Iranian user build more trust in 
its communication. In order for the hacker to get access to the traffic from the Iranian users, he has 
to redirect the traffic to his own server. As there is no direct proof of how this happened, The best 
theory is that the hacker used a DNS spoofing attack to redirect the traffic to his own server. By using 
this attack in combination with a valid *.google.com certificate from diginotar, the hacker was able to 
show a legitimate-looking google website. If the Iranian user had used the DNSSEC protocol, this DNS 
spoofing attack would become very hard. As all DNS responses within the DNSSEC protocol use a 
digital signature that can be verified. By using the hash received from the authoritative DNS server, 
the client can check if this hash is the same as the connected trust anchor. The diginotar case would 
have been the top-level domain (TLD) .com28 [94]. 
 
As DNSSEC uses a digital signature, it has to get its signature from the trust anchor. This trust anchor 
has to issue the certificate that is linked to that DNS response. In the case of an overlapping trust 
anchor for both the website and for the DNS response, the hacker could have spoofed both. In the 
case of a different trust anchor, the Iranian user spread its trust over two different trust parties. In 
this case, the DNS spoofing attack would have failed in all likelihood. By using this method, users can 
spread trust between different trust parties and have a more robust defense against these kinds of 
attacks. This also shows that a spread of trust (in this case, two trust parties) offers a more robust 
defense. It can be stated that trusting only one party with all the trust is a vulnerability in itself. 
Currently, it is possible to use a distributed way of trust. This trust form uses two different trust 
parties applied to the different protocols. By using one trusted party to trust a website, and the other 
trusted party to trust the DNS response, one can distribute the trust. In return, we can have a higher 
form of trust certainty.  
 
Trusting a third party can be done collectively. By trusting multiple parties, you are less vulnerable 
when one party goes rogue or gets hacked. This being said, trust in itself is the chicken and the egg 
concept. As blockchain is a technology that has been in the media quite allot29, the fact that it has 
been overhyped is undeniable. Although, the technology itself has some fascinating characteristics as 
it allows us to create a peer-to-peer trust-based system. With the help of this system, we can defy 
the rules that apply to that blockchain's specific usage. If we want to use blockchain technology in 
our trust systems, we need to defy strict rules that allow us to use this technical implementation as a 
trust anchor. Once this consensus has been met, we can all have one trust anchor and bridge the 
information asymmetry gap regarding digital trust. As there are multiple starting points on how this 
could be done30, the hard part is to create a consensus that everybody will apply as a stakeholder of 
the current PKI digital trust system. 
  

 
28 Technical details about this protocol are excluded as we are only referring to the different trust path for this 
response. 
29 Bitcoin as digital payment method in particular 
30 The same way there are multiple digital payment systems 
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What is the purpose of decentralization? 

We just covered the chicken and egg paradox that is present in our current digital trust system. The 
current digital trust system tries to deliver trust, but it has information asymmetry as a side effect. 
Due to the nature of the hierarchical PKI system, the centralization of this trust implacable. With 
these discussions, we demonstrated that the current digital trust system is inefficient in the form of 
information asymmetry and the form of centralization. We have also demonstrated the effects of 
legacy protocols like BGP and DNS. We demonstrated different externalities that allowed the use of 
these legacy protocols. It is debatable if these protocols are legacy as they are still used heavily 
today. Although, it is clear that the use of these protocols can have an impact on the digital trust of a 
user 
To understand why we can use this decentralization to our advantage, we must understand its 
purpose relative to information asymmetry. There is an information asymmetry gap present within 
our current digital trust system between the users and the CA. To improve this situation, we will 
discuss decentralization applied to the use case of a CA. 

Introduction 

For users to use the internet securely, we have to use the PKI system. As this is critical infrastructure, 
it provides us the trust we need to communicate safely and securely. CA's offer us trust in a 
centralized way. This creates a single point of failure that can have adverse effects when things go 
wrong. The diginotar case [93] and the comodo case [5] are perfect examples of this centralized 
issue's importance and impact. We try to give a better insight into how to solve the centralized 
problem by discussing the purpose of decentralization. 

Using decentralization 

In the first chapter, we defined the main trust problem as a chicken and an egg concept. As this 
concept asks for what comes first: The chicken or the egg? Within the CA's world, this concept is 
clearly defined as coming from the CA that comes first.31 Although, for the users, it is tough to have a 
clear answer to this question. From the CA perspective is pure business; for the users, it depends on 
the given application it is used for. There are methods/policies/checks to ratify the trust that comes 
from the root CA. However, these methods/policies/checks can be very complicated for the user to 
check him/herself. Therefore, we keep coming back to trusting a party that gives us this answer. This 
creates a new chicken and egg issue and renders an issue that is hard to solve. As we defined the 
concept of trust in the first chapter, the end-user has to put him/herself in a vulnerable position. The 
vulnerability lies in the fact that he/she has to trust the centralized company for delivering trust. 
Many users render themselves vulnerable nowadays as there is no other way to trust services online, 
as this centralized form of authority signs these services.  
 
The current way root and intermediate CA’s sign their trust to a certificate, there is a 1 to many 
relation within that model. This model's effect can lead to an internet-wide failure of security, which 
happened in multiple cases [93] [5]. As this problem has occurred multiple times, the likelihood of 
this happening again is very high. With the internet's growth in mind, we want to prevent another 
catastrophic failure of this trust model. We also want to prevent market failure as a result of this. 
 
  

 
31 This statement can be ratified when we look at figure 10. We see the root CA using an self-singed certificate. 
This indicates itself as the point of origin of trust. 



 45 

Decentralization concept 

In order to improve the chicken and egg issue regarding the trust model, we take a look at 
decentralization techniques that offer possible solutions. In the next chapter, we will further discuss 
the different solutions. As these solutions might have different aims of issues, they give us more 
insight into the technique at hand. There are more decentralization techniques present; as these 
techniques do not apply to the cyber domain, we will discuss these techniques.  
 
Let's first begin with the currently most known and maybe the most giant applied form of 
decentralization, bitcoin. In 2008 Satoshi Nakamoto introduced the world to a peer-to-peer 
electronic cash system. With this system, he tried to improve the so-called "inherent weaknesses of 
the trust-based model." Within his paper, it is not directly clear what he means by these inherent 
weaknesses. He tried to offer a solution to the current monetary system without relying on trust. As 
this statement is coming from his conclusion, it is very hard to understand how he meant these 
inherent weaknesses. For now, let's assume that we are on the same page and the trust weaknesses 
are similar to the same trust issues described in chapter one. In this case, he not only decentralized 
the concepts of monetary systems; he also removed the classic trust from the model. To re-introduce 
this trust, he uses a consensus technique that offers an algorithmic form of trust [95]. 
 
Besides the fact that bitcoin introduced a new form of algorithmic trust, it introduces a new way of 
looking at authority. 32 By looking at a non-centralized way of authority, the blockchain tries to solve 
a problem currently solved by different companies. These companies are active within the financial 
world, but in this example, we want to apply the concept to the "authority" within certificate 
authorities 
 
These third-party companies have all the power to issue or not to issue specific certificates. It also 
gives them the power to trust or not to trust a particular company. This is very important, as this 
decision flows down to the end-user experience and how the end-users trust other users/services on 
the internet. The trust origin delivered to the end-users is very centralized and comes from a select 
group of companies. This select group of companies is not something the end-users have chosen but 
a combination of network externalities and market forces. With the help of decentralization, we 
could divide this form of authority into another entity linked to a different trust anchor. This new 
entity is not one or multiple companies, but a network of computers that represent it. Within this 
network, the computer executes different operations in order to deliver the trust anchor. The way 
this is done and how this anchor is delivered is called the consensus within that network.  
 
Each consensus technique offers an algorithm that plays a significant role. With the help of an 
algorithm, google can offer relevant search results to its users. With algorithms, Facebook can show 
relevant social media posts to its users. Currently, we depend on these algorithms to show us 
relevant information we want to see. Without these algorithms, the platforms would show us 
irrelevant information, rendering the services less useful. While the algorithms of Google and 
Facebook do not work for a consensus techniques, they show an algorithm's relevance. Algorithms 
are enablers that give meaningfulness in the management of information and how its users perceive 
it. According to [96], algorithms would not only have to be embedded in software, which opens the 
hybrid implementations. People and processes can also be included in the workings of an algorithm. 
During the operation of these algorithms, people need to conduct specific actions themselves. This 
gives back authority during certain operations/actions. This also opens opportunities for certificate 
authorities to embed themselves within such an algorithm. 
 
  

 
32 Picking up where we left in the first chapter regarding autority on the internet. 
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[52] shows tension within the debate around the centralized or decentralized nature of bitcoin. 
Different participants from bitcointalk.org and from /r/bitcoin (Reddit) were interviewed. This 
interview's outcome was very interesting, as the views of these different users were completely 
spread all over. Some users deemed it necessary that human oversight was needed to make bitcoin 
function properly. Others were on the side that the algorithm should do all the work, and no human 
intervention should be needed at all. The outcomes of this research show that there are a lot of 
different starting points regarding the nature of the algorithm. [97] shows that the different 
decentralized cryptocurrencies have a centralized way of governance. Therefore it is hard to ratify 
the decentralized trust anchor for some users. The trust is coming from the consensus within that 
blockchain, but the development and, therefore, the control of that implemented consensus is 
coming from the people who develop that blockchain. The control of that blockchain is coming from 
the developers of that blockchain. It is hard for the normal users to control/steer the direction of that 
blockchain, as they do not have the power/knowledge to program for the blockchain. As for other 
interested parties that do have the power/knowledge, they can program and, in essence, steer the 
direction of the given blockchain.  

Removing the human error in trust 

Decentralization applied to the certificate authorities has a significant impact on the current 
operations of a CA's. CA’s have many different processes to account for, maintain, and audit in order 
for them to offer the levels of trust. These processes do not always favor the CA and show that these 
processes are vulnerable to human error [5] [93]. By removing human error from the deliverance of 
digital trust, we can improve digital trust's current situation. By implementing an algorithmic form of 
trust, we remove the human factor from the equation. In such a case, we can use a decentralized 
certificate33 platform where the users trust the system itself. Users would put less effort into 
validating the other party's trustworthiness and legitimacy because they both trust the decentralized 
system34 [8]. Although, there are services within the CA that still need human intervention (eg. 
Audits, setup of infrastructure, technical maintenance) to be executed. Without this intervention, 
mandatory systems are not added and or maintained to deliver digital trust. Without this 
intervention, corrections are not being made, and audits are not being conducted.  
Due to blockchain characteristics and its respective consensus algorithms, some services can be 
automated and or do not require human intervention. With the help of smart contracts [98] it is 
possible to automate these services.  
 
 
  

 
33 Certificate in broad identification sense, to identify and accept that as a trusted entity 
34 Using an agreed upon consensus 
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What methods of decentralization are possible? 

We have just discussed the different forms of consensus and how they improve digital trust's 
integrity and availability. These consensus techniques have different ways of rendering a network of 
digital trust. Once a network grows, and the nodes in that network grow, the digital trust's strength 
also grows with it. This shows that decentralization in a blockchain network grows hand in hand with 
its delivered integrity and availability. We have just discussed the purpose of decentralization and 
how it can help to improve the information asymmetry gap between users and the CA. We also 
demonstrated that even though the concept of digital trust can be decentralized, it still needs human 
intervention to keep systems running. It also demonstrates that the core trust is now coming from 
the developer of that given blockchain consensus protocol. This can be a downside as not all 
stakeholders can develop and have hearsay in this development actively.  
In the following chapter, we will discuss different methods of decentralization. Within this discussion, 
we will look at various consensus methods, as they are the core building blocks of a blockchain.  
 
A decentralized approach can be compared to the high availability approach we see in computer 
networks. These networks are built in a way that there is not a single point of failure. This can be 
achieved on multiple different levels, hardware/software/processes. Within this network, a service 
must keep running in order to provide certainty of operation. Without redundant systems in place, 
the highly available service and its connected uptime can not be guaranteed. This “certainty” can be 
sold to the customer in an SLA when discussed in the first chapter. By selling this certainty, the 
customer of that given service/product is confident they can operate and build upon that platform 
without worrying about failure or downtime. When we look at the CA, it has systems that are 
mandatory to stay online. Customers of the CA need to be able to check the validity of certificates. 
Without these systems, the CA can not offer the validation of certificates and thus cannot offer 
digital trust. Therefore, we can state that the CA’s needs to put redundant systems in place in order 
to guarantee this digital trust. In the case of downtime of these systems, users are not able to verify a 
certificate. The ability to build a digital trust relation between two actors is hindered without these 
checks [99]. 
We can state that the availability of the services of a CA is mandatory for digital trust. We can also 
state that these services' integrity is essential, as we don’t want any actors to corrupt digital trust. 
However, can we state that the confidentiality of the information within the CA should be available 
and shared with anyone? This is debatable and could offer a lower form of information asymmetry 
between the user and the CA, but could show sensitive information about a certain 
actor. As this sensitive information is linked to a person or company35, it can be 
made anonymous by proofing identity with Zero-knowledge proofs. By using 
this method of proofing, one can identify itself without revealing any 
private/sensitive information. In essence, this allows for the confidential 
side of the CIA triangle to be satisfied. Making this private information 
irrelevant for a trust relationship between actors significantly improves 
information asymmetry. This information is mandatory to generate the 
digital trust we know and use today.  
We set up the following requirements for the decentralization of 
digital trust (CIA) :  

• High availability 
• High integrity 
• High Confidentiality         [100] 

Traditionally the CIA triad is used within networks/datacentre services, and concessions had to be 
made if one of the pillars was high. With the help of a decentralized network and smart protocols like 
ZKP, it is possible to satisfy all three pillars to a higher level. 

 
35 GDPR related 

Figure 19 - CIA Triangle  
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As the main starting point within this thesis is focused on digital trust, we will now focus on different 
decentralization methods and their respective consensus methods. Our primary focus is to 
strengthen the trust position of stakeholders of the current PKI solution. To understand the overlap 
of a proposed blockchain-based trust system and our current PKI solution, we have to dissect the 
different PKI components and overlap them with new blockchain-based improvements. In the figure 
below, we can see the different layers that are present within the blockchain implementation. This 
model shows a generic layer model of a blockchain and its different elements. Within the model, we 
can see that there are different implementations in different layers. This model has its similarities 
compared to the OSI (Open Systems Interconnection) model. The OSI model is used within networks 
to dissects the different network layers. 

 
Figure 20 - Blockchain network implementation36 

[101]  
 
To understand the different “network” layers of a blockchain and how decentralization is 
accomplished, we will have a look at the consensus protocols present in the model. These protocols 
are the core of the decentralized network and let it function in a certain way. With the help of these 
consensus protocols, a consensus is created within that given network. Each blockchain has it’s own 
philosophy and application on how it should be implemented and how it can be used. In order to 
realize a decentralized digital trust system, one should look into these consensus protocols and how 
they relate to trust in itself. As every consensus technique has its own starting point of creating 
consensus, users using this network trust this network as this shares their view of how consensus 
should be working and implemented.  
   

 
36 There are some references in the figure that do not apply to this document. 
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Consensus of algorithmic trust 

We just discussed the basics of decentralization techniques applied to digital trust. These methods 
improve the current centralized character of our digital trust system. By introducing a decentralized 
character on digital trust, the system can excel in the CIA triad on all sides of the spectrum. We 
covered this to give a better insight into why it is essential to improve digital trust's current 
centralized character. It also demonstrates that this technique goes hand in hand with an improved 
form of integrity/availability. This integrity and availability are strengthened by the consensus coming 
from the network. Based on which consensus technique is applied, the size of the network allows for 
more robust overall integrity. ZKP allows verifying identity without revealing sensitive/private 
information and improving the currently known/used digital trust where the identity is needed in 
order for it to operate. In the following chapter, we will discuss a few different consensus techniques 
and why they allow for these improvements. 
 
For each blockchain, there is an algorithm that is the core of that given blockchain. This algorithm 
described the rules that apply within that blockchain and how it operates. It described how 
transactions are conducted and how the network operates in order to approve these transactions37. 
All these rules are put into the consensus algorithm and allow a specific blockchain to behave in a 
certain way. The following few examples will discuss a few of these consensus protocols and how 
they are implemented in order to generate a network-wide consensus. As each consensus has a 
different starting point on how to reach consensus, not everybody is using the same consensus 
algorithms due to its underlying philosophy.  
Reaching a consensus with a group of people is the same as the previous user reviews that require 
trust to work. With the help of a consensus algorithm, trust can be generated from the network that 
is produced from that specific consensus [102].   
 
  

 
37 Transaction are referred here in an non economical way. Network transactions 
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In the figure below, we see a collection of different consensus algorithms with their respective 
underlying philosophy.  
 

Figure 21 - Most used consensus algorithms 
[103] 
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Proof of Work (PoW): 
With the proof of work consensus algorithm, computers have to conduct a certain amount of work in 
order to prove that a computational effort has been conducted. This proof is verified by the verifiers 
and is computationally more manageable than the work the prover has to conduct. This simple 
consensus concept is based upon the market's function, where the production of a certain product is 
more expensive than its consumption [104]. Although this concept works with simple market offering 
and consumption, the fact that it requires a lot of computational power is also its downside. The 
power consumption of this consensus algorithm is very high and requires to allot of resources from 
the party offering the production side within the consensus technique. The process of production is 
called mining and requires to allot of energy. When you want to participate in a proof of work 
blockchain and your energy price is high, you benefit much less from the reward compared to 
someone with a lower energy price. This downside concentrated the production of PoW blockchain 
transactions to places where the energy price is lower. Furthermore, the fact that it requires a allot 
of power does not positively add to the earth’s climate's desired development.   
 
Proof of work is the consensus algorithm that is used within the blockchains of Bitcoin, Ethereum, 
Bitcoin Cash, Litecoin, Monero, and more.  
 
Proof of Stake (PoS): 
With the proof of stake protocol, the consensus is made within a staking network of nodes. This 
means that in order to participate in this network, one has to stake a certain amount. The higher this 
amount, the higher the chances are that this node is selected for forging the next block. The forging 
process is a process where that selected node handles blocks of transactions. The proof of stake 
protocol is entirely different when compared to the proof of work protocol. New tokens/coins are 
not “mined” during this process; instead, they are forged by the nodes that are selected in the 
staking process. Due to the non-necessity of releasing new coins as rewards38, the given token/coin 
price is likely to stay more stable as no new coins are being created. This consensus method puts the 
actors in a vulnerable position as they have to stake their own money in order to get something in 
return. Therefore, the staked amount of money can be seen as some sort of collateral that 
strengthens the trust within that consensus [74]. In short, this consensus technique allows everybody 
that is staking (putting their own money at line) to participate in a random selection, to verify the 
transactions within that network of nodes. This method can be applied to the concept of CA’s, as 
blockchain that use this concept offers smart contracts. When we are talking about the processes 
within the CA, these processes can be written in these smart contracts and used as a service that 
resides on the 
blockchain. In this 
case, it is backed with 
algorithmic trust from 
the PoS consensus 
algorithm. 
 
Proof of stake is the 
consensus algorithm 
that is used within the 
blockchains of 
Ethereum2, Cardano, 
Neo, Stellar, Dash, and 
more [74]. 
There are many 
different consensus 

 
38 Mandatory as reward in a PoW consensus. 

Figure 22 - PoW & PoS consensus algorithms 
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protocols out there that try to solve the same issue differently, offering trust with the consensus's 
help. To understand the part where the algorithm gains authority, we have to understand the 
working of that algorithm and how it generates trust. As we have mentioned before, trust is built 
upon the fact that one party has to put him/herself in a vulnerable position and trust the other party 
to act according to expectation. 
 
Trust – "Psychological state comprising the intention to accept vulnerability based upon positive 
expectations of the intentions or behaviour of another" – Rousseau et al. [56]. 
 
This also applies to the concept of trust when we are talking about trusting a consensus algorithm. As 
this consensus algorithm offers us the trust we want, we have to trust the consensus algorithm to act 
accordingly. During the beginning of this trust relationship, we have to put ourselves in this 
vulnerable position in order to build this trust. The trust relationship that we have to build has to 
come from the expected outcome, but in most software cases, this outcome is not visible in the real 
world. The input we give has expected outcomes that are not directly visible and render us blind to 
the invisible outputs. “Technological unconscious,” Users trust in software because of the level of 
predictability, but at the same time are vulnerable to these invisible effects [52]. The more we are 
able to predict certain outcomes, the more trust we have in that given algorithm.  
 
In the figure below, we can see the cycle of confidence from [105], where they describe a blockchain 
as a confidence machine. 
 

 
Figure 23 - Confidence blockchain cycle 

[105] 
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Is it possible to improve the status quo? 

Findings & Contributions 

Information asymmetry is a crucial factor in relation to digital trust. We are using 
service/hardware/software, which contains technical implementations with much complexity. In 
order for the users to close this information asymmetry gap, he/she has to read up on everything 
he/she is using. This process is very costly and inefficient for users. They rely on the expertise of a 
professional/company to conduct this costly procures for them. The user puts him-/herself in a 
vulnerable position and trust this professional/company, with the expectation that the 
service/hardware/software works as expected. During this trust process, the user screens the 
professional/company and checks if it is trustworthy due to this process's lowered cost. The 
company/professional screens information to its users in order for them to sell a 
service/hardware/software product. 
We demonstrated this same theory applies to the CA and it’s services. As users of a CA need to 
screen it for digital trust, the information found is asymmetrical. The CA trusts a specific party due to 
its conducted checks and balances. We also demonstrated that the information originating from a CA 
could be corrupted information in the case of a hack. Diginotar and Comodo CA’s are an example of a 
case where events went wrong. CA’s put in place to create more transparency with protocols (e.g., 
CT, AKI) and allow users to check on misbehaving CA’s. These protocols add to CA's behavior's overall 
transparency but do not improve the information asymmetry gap. 
 
We demonstrated that the adoption of technologies goes hand in hand with the perceived ease of 
use and perceived usefulness. In the event of a change within the current PKI structure we know and 
use today, it is useful to focus on these elements. This helps in the adoption of new technology 
implementations. We demonstrated that there are externalities present in our current digital trust. 
These externalities show themselves in the form of software/hardware/protocol implementations. 
Without the changes in our current PKI system, these externalities can have an increased effect on 
the information asymmetry between the users and the CA. In the case where this information 
asymmetry gap is not improved, the likelihood of market failure increases. 
 
Piloting projects offer additions and or complete new implementations of our current PKI trust 
system. Protocols that have been developed in the early days of the internet, the primary use case 
was different. This different use case had an externality that resulted in the usage of current 
protocols. These protocols are not optimized for bigger audiences (e.g., DNS, BGP). This same 
eternality is present in the use case of our current PKI. Multiple different companies offer the same 
form of trust with market-driven incentives.  
 
This shows that the problem of information asymmetry linked to our digital trust is currently not in 
its optimal state. In order to further improve the digital trust system, we find that there are benefits 
connected to further research on this topic. This will require cooperation between different actors 
that benefit the use of the internet. Actors directly connected to the IETF can impact this by initiating 
an RFC that will improve the current situation of the PKI. At the same time, other actors that benefit 
can offer their technical expertise and offer improvement in the form of an open-source project like 
CeCoin, CertCoin, Handshake, and other similar projects. 
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The usage of blockchain to offer trust on the internet is not implemented from one day to another. 
This implementation will take time, as it is the same for building a traditional trust relation. With the 
help of this blockchain implementation, it can improve the information asymmetry currently present 
in our PKI x.509 system. If it is possible to close the information asymmetry gap within our PKI 
system, trade, communication, sharing, and other activities will have higher efficiency. This efficiency 
comes from a lowered level of uncertainty. A lower level of uncertainty renders a lower likelihood of 
market failure. 
 
Adoption of new technological implementations are done once a higher level of adoption has been 
reached. Implementation of protocols that do not directly add to the implementing actor is likely to 
be postponed. Protocols like S-BGP and DNSSEC are a perfect example of improving security once 
multiple actors start implementing the protocol but do not directly add to the actor itself. This also 
applies to the users of technical implementations. Once the technology shows usefulness and the 
user perceives ease of use, adoption will likely start to climb. This theory is supported by the TAM 
model we discuss in the first chapter. 
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Conclusions 

We started this thesis with the research question: “How to improve information asymmetries by 
developing decentralization of digital trust via certificate authorities?”. By dissecting the main 
research question into the sub-questions: “Why do we need digital trust?”, “What is the purpose of 
decentralization?”, “What methods of decentralization are possible?” and “Is it possible to improve 
the status quo?” we try to answer the main question. After analyzing different economic theories 
and applying them to digital trust, it became evident that we currently have a concern. This concern 
resides in the PKI ecosystem we currently use for all of our digital trust. We are confident that with 
the help of blockchain technology, the information security gap could be improved. It is 
demonstrated with historic failures on the market, it is demonstrated with externalities, it is 
demonstrated with the centralized character of the certificate authority. These concerns show that 
the current state of digital trust is not optimal. In order to improve the current situation, we propose 
that more research needs to be conducted with our future work in mind. With these points, new 
research can be started and give more insight into how we can improve the current situation. 
 
When we talk about information asymmetry, we can conclude that this current digital trust state is 
the same as the lemons' car market. With the help of these recent technological developments, we 
can demonstrate that information asymmetry can be improved. By adopting decentralization and 
applying protocols like ZKP, we can disconnect the digital trust's actual private data. Without this 
private data and the immutability, it allows for a new form of algorithmic trust. With this algorithmic 
trust, we can mitigate historical issues linked to current technical implementations. By strengthening 
the PKI system's stakeholders to trust on an algorithmic trust, we give them back the following key 
needs: possibility to assess information quality, possibility to assess the history of information, 
possibility to assess the quality of information source. By giving back these key needs, market failure 
based on information asymmetry is lowered significantly.  
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Future work 

• To get a better view of how blockchain and the different consensus techniques can be 
applied to our current trust system, comparative research needs to be conducted. This 
research will give us an overview of which consensus techniques work best for implementing 
a decentralized form of trust.  

 
• Research on the adoption of an algorithmic-based trust model needs to be conducted. This 

research will indicate if it is possible to implement a new form of trust model based on 
algorithms.  

 
• Research needs to be conducted on risks that are connected to a decentralized form of trust. 

As this thesis highlights the information asymmetry aspects, risks connected to a 
decentralized character of trust are not highlighted.  

 
• Research needs to be conducted on how decentralization can be used in other disciplines 

where information asymmetry poses a risk. Other disciplines might also benefit the 
decentralized character trust. 

 
• Quantitative research needs to be conducted to get a better view of how current CA’s allow 

for the implementation of decentralized algorithms.  
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