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Abstract

Focused electron-beam induced deposition (FEBID) is a non-destructive, relatively fast and
cheap method with applications in AFM, plasmonics and nanomagnetics amongst others.
In this thesis, three dimensional superconducting arches were fabricated using this tech-
nique with the help of a computer aided design (CAD) program. Magnetic field sweeps
were performed at low temperatures (~ 2-5 K) to characterize these arches. With a few
improvements, more complex 3D structures can be fabricated, paving the way towards the
numerous applications people now can only dream of.
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X
INTRODUCTION

The manufacturing of a superconducting quantum interference device (SQUID) consists of
multiple, time-consuming processes, such as sputtering deposition, lithography, focused
ion-beam milling and (ion-beam) etchinglfz. Hence, researching a faster and cheaper way
of making such devices, while maintaining quality of course, is of great importance. One
way to make this possible is by using the technique called focused electron-beam induced
deposition (FEBID). This allows for a creation of SQUIDs at submicrometer scale, within a
much shorter period of time and without the need of multiple expensive pieces of equip-
ment. Other applications for this method are in AFM?, plasmonics* and nanomagnetics®.
EBID can also be used in applications to make nano-electromechanical systems (NEMS)?,
gas sensors '’ or biosensors /12,

In this project the focus will be on making 3D structures like arches, and on the use of the
computer aided design (CAD) program from Ref. 13.

A scanning electron microscope (SEM) is used in conjunction with an implemented gas in-
jection system (GIS) to fabricate nano structures with EBID. Figure 1.1 shows how it works.
First (left picture) gas molecules flow onto the substrate using the GIS. These precursor
molecules then adhere onto the substrate. An electron beam from the SEM dissociates the
precursor molecules (middle); in the case of tungsten hexacarbonyl, W(CO), the tungsten
and carbon group are separated. Fully dissociation happens when six electrons with enough
energy to break the molecular bonds, interact with the molecule, leaving the tungsten to at-
tach to the substrate and the volatile carbon group to escape that same substrate.

If this process is repeated long enough, the tungsten will form a structure that depends on
the settings of the beam, i.e. the beam current, dwell time and pitch (right picture). The
dwell time is a measure of the time the beam stays at one spot. The pitch corresponds to the
distance the e-beam travels per time step. When the beam does not move, the tungsten will
be deposited on top of each other, thus forming a straight pillar. A segment is formed when
the beam travels some distance, and is defined as part of a structure that has a non-right
angle w.r.t. the substrate. Essentially, if it is not a pillar, it is a segment. In the right picture
of figure 1.1 a segment is shown.

The CAD program works only when the right input is given. For that, one needs to imple-
ment two calibration files. One is a list of segment angles as a function of dwell time, and
the other is a list of settings. After the input is submitted, positions and dwell times are
calculated accordingly to form streamfiles that are used by the SEM for deposition. More on
this topic is found in chapter 3.
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Figure 1.1: Schematic representation of the (F)EBID process. There is a flux of incoming precursor
molecules via the GIS (left). An electron beam dissociates the precursor gas, allowing for growth of
nanostructures. A pillar is formed when not moving the beam (middle). When the beam travels at a
slow enough speed, a segment is formed (right). Taken from Ref. 14.

Chapter 2 on the other hand, gives an introduction into EBID theory (section 2.2). A dis-
cussion about the influence of different parameters is presented afterwards, in section 2.3.
As stated above, chapter 3 gives more information about the calibration files (section 3.2),
as well as results from experiments done using streamfiles made with the CAD program
(section 3.3-3.5). Measurement results can be found in chapter 4, as is the set-up used for
measuring (section 4.1). Finally, a conclusion is given in chapter 5, together with a look into
future developments.
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THEORY & EBID PARAMETERS

This chapter is an introductory chapter to some relevant theory, as well as a more rigorous
overview of the parameters used in EBID, together with the dependency of the deposition

growth on those parameters.

2.1 Superconductivity

Superconductivity is a phenomenon where the electrical resistance of a material drops to

zero when lowered to below a certain critical temperature (T¢), as shown in figure 2.1. Its

theoretical explanation comes from quantum mechanics, even though it is a macroscopic

phenomenon. Below the critical temperature, the electrons in the material form pairs, so-
called Cooper pairs. Pairs of electrons have an even spin number, either spin 0 or spin
1, and thus they are bosons, whereas single electrons are fermions, with spin 1/2. So by
forming pairs, the Pauli exclusion principle does not apply anymore, and the Cooper pairs
form a bosonic condensate, occupying only the lowest energy state. This allows then for the
whole macroscopic system to be described by a single wave function. In such a system there
is no flow of electrons, but the electrons are connected to every other electron, and thus zero

resistance is reached when applying a current.
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Figure 2.1: Temperature versus normalized resistance of a tungsten nanowire (61 nm width). A
superconducting transition is observed around 5 K. Taken from Ref. 15.
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2.2 Simple Deposition Growth Model

In this section, a simple growth model is presented, taken from Ref. 16. Its starting point is
the precursor coverage, N, which is influenced by a few processes. The number of precursor
molecules that are adsorbed from the gas phase and stick unto the substrate (first term), the
number of molecules that are decomposed by the e-beam (second term), and the number of
molecules that desorb to the gas phase, being released by the substrate (last term).

dN N N
— =&F (1 — Vo) —0o(E)NJ — = (2.1)

Here, g is the sticking factor, F is the influx of precursor molecules on the substrate, Ny is
the available adsorption site density for a mono-layer, o(E) is the cross-section of precursor
dissociation, ] is the current density and 7 is the residence time. Two simplifications are
made, concerning the cross-section and the current density. The cross-section as a function of
energy, 0, is not known and therefore the integrated value, o, is used. The current density is
the sum of all contributions from primary electrons (PE), secondary electrons (SE) and back-
scattered electrons (BSE). However, SE’s and BSE'’s are not measured during experiments
and as such, it is assumed that | = Jpg. When the precursor molecule coverage is constant
we get the following steady-state solution:

sk
Np

N=No|gg— 7
R

(2.2)

We can now define the growth rate, R, to be R = V,,p1ecuie No'J, where V1016 is the volume
of a single precursor molecule. Remember from equation 2.1 that No] is the number of
molecules per second that are decomposed by the e-beam. Defining the growth rate in this
way then makes sense. Combining this definition with equation 2.2 we get an expression
for the growth rate.

F
(%) 7
R = VinotecuteNo oF 1 (2.3)
<ﬁ0 +o]+ ;)
When desorption is ignored one can distinguish two different regimes:

F

(Ig\l_o > 0], R =V, o10cuieNoTJ, electron — limited (2.4a)
F

gﬁo L 0], R = Viotecuie8F, precursor — limited (2.4b)

The first regime depends on the current density, and thus on the beam current. It is inde-
pendent of the gas flux of precursor molecules. It is therefore called the electron-limited
(el.) regime. The second regime, however, is only dependent on the incoming precursor
molecules and is independent of the parameters for the electron beam. Hence, the precursor-
limited (p.l.) regime. Reports of measurements on the growth of nanostructures use different
units. Below are two of those units and its relation to the growth rate, R, from the simple
model above.

Videposit = thwellAdeposit (2.5a)

hdeposit = Rtguelr (2.5b)
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Here, Vieposits Adeposit and Rgeposit are the deposited volume, area and height respectively. A
new, important parameter is the dwell time, t;,,,;;. This is the time the e-beam stays on the
same spot. The longer it stays at a certain spot, the more growth one gets. From Monte
Carlo simulations done by Fowlkes et al.'”, it showed that vertical growth is mostly due to
PE’s. Thus, when defining the growth efficiency to be the height per PE, we get the highest
growth efficiency in the e.l. regime.

An example where desorption cannot be ignored is when the temperature is varied. Thus
the above simplifications cannot be made. However, there is a relation between the resi-
dence time, T, and the temperature.

1
T = —ebaes/ksT (2.6)
v
Here, v is the vibrational frequency of an adsorbed molecule, E;,; the desorption energy
and kp the Boltzmann constant. When the temperature increases, the residence time will
decrease, and from equation 2.3 we can see that then also the growth rate R decreases.

From Ref. 16, Sec. IV, we can see that the simple growth model explains experiments qual-
itatively very well. A few parameters from this model, like the beam current and the dwell
time, are discussed experimentally in the next section. Other important parameters, such as
electron energy and scanning speed, are also added to the discussion.

2.3 EBID parameters

This section discusses the influence of certain parameters on the growth of nanostructures.
Subsection 2.3.1 deals with the properties of the electron beam, whereas subsection 2.3.2
deals with the scanning pattern and strategy, thus including the pitch and dwell time. Fi-
nally, a short subsection is dedicated to the effect of beam-induced heating.

2.3.1 Electron-beam parameters

The influence of the beam current on the height of a deposition is simple to explain. If the
current becomes higher, more electrons are injected into the system, increasing the chance of
dissociation of precursor molecules. This leads to more growth, and, as previously stated,
vertical growth is dominated by the primary electrons'’, i.e. the e-beam current. Thus with
increasing beam current, more vertical growth is expected. Looking back at section 2.2, lin-
ear behaviour is expected in the electron-limited regime, whereas in the precursor-limited
regime the growth is independent of the beam current. A transition from e.l. to p.l. should
therefore show a saturation in a beam current versus depositon growth plot. Below is an ex-
ample of this, shown in figure 2.2. For tetra-ethoxy-silane (squares) between 20 and 100 pA,
a saturation is seen, indeed indicating a transition from e.l. to p.l. regime. This transition is
much more obvious for dimethyl acetylacetonate gold (circles), comparing the growth from
200 pA to 6 nA to the growth below 200 pA. The behaviour for contamination growth (trian-
gles) cannot be explained by this simple model. It needs the more complicated model that
includes the residence time, 7.

Lateral growth is seen to increase with higher currents as d;;; ~ V1819 However, the beam
diameter, dj,,,;;, also depends on the square root of the current (remember that Ay, goes
linear with I). The indication that the lateral growth is dependent on d,,,,, and not on I, is
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Figure 2.2: Beam current versus deposition growth for tetra-ethoxy-silane (squares)?’ and dimethyl
acetylacetonate gold (circles)!®, showing a transition from the e.l. regime to the p.l. regime. The
dwell time is 120s for every point in the plots. Taken from Ref. 16

confirmed by Beaulieu et al.?!, who reported lateral growth independent on the current.

The lateral deposition growth also depends on the charge and the dwell time. Figure 2.3
shows experimental results of lateral growth for pillars as a function of dwell time. This
fast increase at the beginning and the saturation after a certain time is observed by multiple
research groups!®?-. A model was made by Silvis-Cividjian ef al. to explain this growth
behaviour?®. This model uses only the secondary electrons in its calculation of the cross
section, but manages to give a qualitative description of the lateral growth behaviour. How-
ever, Fowlkes et al. 17, takes also into account the PE’s and the BSE’s. This study shows that
the lateral growth is dominated by the SE’s.

Increasing the current leads also to an increase in metallicity. This is due to the fact that more
electrons in the system speed up dissociation, and therefore more fully dissociated precursor
molecules adhere unto the substrate. These molecules consist often of metals, like tungsten

6
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Figure 2.3: Lateral deposition growth versus dwell time from different experiments®-2232>27 Taken

from Ref. 16.

hexacarbonyl. Desorption of the volatile component is increased as well. Beam-induced
heating can also play a part in the latter (more on this topic in section 2.3.3).

As the metallicity goes up when current increases, the resistivity obviously decreases. An
experiment by Ref. 24 showed that at the beginning the resistivity decreases rapidly and
non-linear, explained by a change in structure of the conducting wire, and after which the
resistivity went down linearly due to an increase in wire cross section.

The height of a structure is also dependent on electron beam energy. The lateral growth,
however, depends very little on the electron energy due to a change in beam diameter when
the electron energy is changed 1°.

Studies show that low-energy (secondary) electrons, up to a few hundred eV, contribute sig-
nificantly to the growth of deposits?®=°. These electrons interact via dissociative electron
attachment (DEA) and dipolar dissociation (DD)?%. An important process with electrons
that have higher energy is dissociative ionization (DI)3*. All these processes have their max-
imum cross section below 1 keV, and as a higher cross section means more growth, it is an
argument for keeping the primary electron energy below this threshold. However, the den-
sity of (primary) electrons is much higher directly under the electron beam than the density
of the low-energy (secondary) electrons. In this way, a beam energy higher than 1 keV can
still be useful in stimulating the growth of structures.

Figure 2.4 shows two graphs from experiments that use a large range in energy, up to 30 keV
(or kV, which is the same). The graph in 2.4a can be explained using the next figure (2.5), in
which the total yield of SE’s and BSE’s is plotted as a function of primary electron energy.
A rapid decrease starting from a few hundred eV to 10 keV and a constant value from there
on forward indicates that the main growth was due to SE’s. We already know from Ref.
17 that primary electrons are the most dominant source of vertical growth. As a matter of
fact, figure 2.5 holds only for flat surfaces. And the situation becomes different and more
complicated when actually taking into account a growing structure. Primary electrons with
higher energies have a much greater chance at exiting the structure tip. Low-energy
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Figure 2.4: Deposit height as a function of primary electron energy. Figure (a) shows a dependency
corresponding to the generation of SE’s and BSE’s. Experiments are from Refs. 35-38. Figure (b)
shows a different dependency, in line with simulations!”. These experiments are from Refs. 19,23,39,
40. Taken from Ref. 16.

electrons interact mostly within the tip, heating it up. This beam-induced heating lowers the
residence time of the precursor molecules, and through this effect the vertical growth rate
goes down. This would then explain the results found in figure 2.4b.

Conductivity measurements are inconsistent. Hoyle ef al. found for W(CO)s, the precur-
sor also used in this thesis, that conductivity increases as the electron energy decreases™®.
It was confirmed by experiments from Kohlmann-von Platen et al., using the same pre-
cursor molecule*!. However, another group found the opposite effect with the precursor

MeCpPtMe;*2. The difference in dependency is yet to be understood.

8
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Figure 2.5: Total yield of electrons (SE’s + BSE’s) as a function of primary electron energy. Taken
from Ref. 43.

2.3.2 Scanning pattern and strategy

The scanning pattern is the influence of the geometry of the structure one builds, i.e. the
presence of a line can influence the height of another structure (a dot or another line) just
by being close to it. In the previous discussion we looked at isolated tips (or pillars). This
section then gives some insight into non-isolated structures.

The growth process is highly dependent on the regime it is in, e.l. or p.1, which was discussed
in section 2.1. In the extreme case that growth is almost immediately in the precursor-limited
regime, height differences were seen for contamination growth experiments*4°> and lines“°.
It is explained by surface diffusion. When in the p.l. regime, the area under the beam will
have depleted the supply of precursor molecules fast, and new ones now have to come from
outside the irradiated area. With diffusion as the main supply mechanism, the molecules
will be pinned before they can reach far inside the irradiated area. In this way, the growth
forms a ring with a diameter being the diameter of the electron beam. This is indeed ob-
served in Ref. 44 and Ref. 45. Theoretical models by Utke et al.*” and Smith et al.*® describe

the growth behaviour in the two regimes well.

The scanning strategy entails parameters like the dose per scan (amount of charge), dwell
time and loop time. These are talked about in the first paragraph. The second paragraph is
about the scanning speed. The last two items are the position of the gas nozzle and the pitch
(or overlap).

Kohlmann-von Platen et al.*! studied both the effect of a changing dwell time and a changing
loop time, while keeping the dose per charge constant, using the precursor W(CO)g. The
loop time is simply the time between subsequent visits of the same spot on the substrate. It
is usually beneficial for the structure to deposit multiple times on all positions governed by
the stream file. When the loop time was held constant, they found for decreasing dwell time
an increase in deposition yield. The dissociation rate is much higher at low dwell times than
at high dwell times. Thus, when given some time to replenish, i.e. the loop time, a larger
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Figure 2.6: Normalized deposition yield as a function of (a) dwell time and (b) loop time. Taken
from Ref. 41.

yield is obtained in comparison to continuous exposure. A higher loop time means there is
more time to replenish the decomposed precursor molecules, giving an even larger yield.
This is depicted in the left picture of figure 2.6. The picture on the right side shows the effect
of a constant dwell time and a changing loop time. The saturation indicates that the surface
coverage N becomes constant at higher loop times and independent of the dwell time.

Other experiments where the loop time was varied confirmed this behaviour?#04°, Satu-
ration, however, occurred at different time scales. This can be explained by a difference in
precursor flux for Ref. 46 and a difference in sticking factor of the used precursor for Ref. 49.

The experiments done with a changing dwell time seem to be less consistent. Sanchez et al.
mentioned a higher growth rate at lower dwell times for deposition of squares, without giv-
ing numbers’. Lipp et al.* found a similar effect, but not as pronounced as in Kohlmann-
von Platen et al.*!. This might be due to the fact Lipp et al. used shorter dwell times than
in Ref. 41. However, Beaulieu et al. found no significant dependency on dwell time?!. This
then might be explained by the fact Beaulieu et al. used much longer dwell times than in the
experiments by Kohlmann-von Platen et al. and Lipp et al..

Experiments where the dwell time and loop time were varied at the same time, creating a
variation in the amount of charge dose per scan, yielded a different resistivity. For fast scans
(low dose), with relatively short dwell and loop times, a higher resistivity was found than
for slow scans (above 5000 C/m?)°!. In the paper they stated that fast scans and slow scans
are in two different regimes, electron-flux limited and gas-flux limited respectively. In the
last regime, the precursor molecules undergo more collisions with the electrons, leading to
an increase in full dissociation. This then leads to a lower resistivity due to the increase
in deposited metallic components of the precursor gas. Other experiments, using different
precursor gases, confirm this model>>™3.

The scanning speed is another parameter that has influence on deposition. Experiments
done by Koops et al.>* and Melhave et al.”> showed a transition when increasing the scan
speed while depositing pillars. Such a transition, from Ref. 56, can be seen in figure 2.7 (a,b).
With increasing scan speed the pillar will become more and more inclined. At some point, a

10
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Figure 2.7: The deposition of pillars while increasing the scanning speed. The higher the speed, the
more the pillars are inclined (a). A secondary pillar is also formed due to thinning of the primary
structure, which lets electrons easier penetrate (b). At the highest speed primary and secondary
pillars meet and form a fencelike structure until a solid line is deposited (c). Taken from Ref. 56 (a,b)
and Ref. 57 (c).

new, second structure is formed as well. Eventually, this second structure will connect to
the first one, making a fencelike structure 57, With even faster scans, a solid line is deposited.
This is shown in figure 2.7 (c). The growth of the secondary structures is due to electrons
penetrating the first pillar. As the scan speed increases, the first pillar becomes thinner and
thinner, and more electrons can penetrate. As stated above, this will then lead to the fence-
like structure in figure 2.7 (c) and finally the deposition of a solid line.

The position of the gas nozzle w.r.t. the scanning direction influences the vertical growth
rate. An experiment that looked at deposition of lines, connected to the bottom of a tip,
while changing the scanning direction, either away or towards the gas nozzle, showed there
is more vertical growth when the beam is scanned towards the nozzle®®. This is explained
by an inhomogeneity of the precursor coverage on the tip. The side facing the gas nozzle
has a higher precursor coverage than the side opposite the nozzle. Another experiment,
where the precursor supply was in stead dominated by surface diffusion, found a similar
dependency ™.

The pitch is the last parameter in this section to be discussed. This is simply another word
for the step size, which is the change in position of the electron beam after the set dwell
time is reached. Decreasing the step size effectively does the same as an increase in dwell
time when the step size is smaller than the beam diameter, which has to be the case when
writing a continuous structure. The overlapping region will get another dose for the same
duration, thus effectively having doubled the dwell time. A different way of describing the
above parameter is also used in EBID: the overlap. This is the percentage of the beam surface
that overlaps with the beam in the previous step, thus indirectly gives us back the step size
(pitch).

If the step size is decreased too much, charging of the structure can occur.

11
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2.3.3 Beam-induced heating

Beam-induced heating, an effect where heat transfers from the PE’s to the phonons in the
substrate, is subject to great disagreement. Based on calculations, Li and Joy®’ assume that
beam-induced heating has a negligible effect on deposition growth. Experiments done by
Folch and Servat®! are in agreement with this conclusion. In contrast, Bret et al. 62 Randolph
et al.** and Utke et al.®3 assume that the increase in temperature from beam-induced heating
is significant, reaching up to 60-80 °C for tip deposition. Looking back at figure 2.2, for
contamination (triangles), significant beam-induced heating can explain its behaviour.

12
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CAD PROGRAM

This chapter is about the Computer Aided Design (CAD) program from Ref. 13, used to
create streamfiles for patterning. A short introduction to the program is given first, followed
by preparatory experiments. Also, two distinct designs, made with the CAD program, are
presented. In the last section, a feedback mechanism to the program is explained.

3.1 Introduction

For the Computer Aided Design (CAD) program to work, it requires a certain input. This
input comes from a few experiments, which will be discussed in detail in the next sections.
It entails parameter values that are specific to the set-up you use. A picture of the Graphical
User Interface (GUI) is shown in figure 3.1, with in red highlighted regions indicating the
important parameters.

Starting from the top right, we have the plot of the segment angle as a function of the dwell
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Figure 3.1: Graphical User Interface (GUI) of the CAD program. Highlighted regions indicate im-
portant parameters that are needed to make the program work.
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Figure 3.2: Important parameters for the CAD program, with (a) segment angle as a function of dwell
time, (b) parameter file values, (c) vertical growth rate and pixel point pitch, and (d) the exposure
pattern pixel size, magnification*(horizontal field width) and the exposure magnification.

time. When a segment is deposited on top of a pillar, the angle between the horizontal plane,
parallel to the substrate, and the segment is dependent on the dwell time used to deposit.
This calibration file is accompanied by a file with parameters specific for the SEM used in
the experiments. These parameter values are also shown in the program (top left), with one
of these shown in a separate box (Mag*HFW). These files both need to be submitted, which
is done in the highlighted place in the top middle. For clarity, figure 3.2 shows these parts
of the GUI as well.

The second important parameter is the vertical growth rate (VGR), shown at the bottom left.
This is used to calculate the total dwell time for a pillar of height L,.

For segments, the important parameter is the pixel point pitch (PoP), i.e. the beam displace-
ment per exposure. According to Fowlkes et al., values for high resolution segments are in
the range of 0.2-2'2. The exposure pattern pixel size (iPoP) sets the lower limit on this value
and is also used in the calculation of the exposure magnification (yellow box).

When all of these parameters are submitted into the program it can calculate the necessary
dwell times for the structure. Combining the dwell times and the coordinates, defined by
pillars and segments spanning vertices, it creates the corresponding streamfile.

The next three sections deal with all the important parameters and how to get them. Af-
ter that, designs of a simple and a more complicated arch are presented. The last section
gives information about a hybrid Monte-Carlo simulation that can be used as a feedback
mechanism.

3.2 Calibration files

Calibration consists of two files; a angle versus dwell time plot and a list of specific param-
eter values. The latter is the easiest to obtain. These are values that can be looked up for the
unique set-up. Only the parameter magnification*HFW needs to be determined by hand.
Simply using the line tool to measure up the screen in the horizontal direction does the trick
here. Precursor gas type, nozzle (x,y) positions and substrate are just there for your infor-
mation. The rest is used in the CAD program to create the streamfile. An overview of these
parameters used in this project are shown in table 3.1.

To obtain the segment angle versus dwell time plot it is needed to deposit multiple pillars
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3.2 Calibration files

A B

Segment

Segment —

—/c5128.7°
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Figure 3.3: (a) Illustration of a pillar and segment deposited with EBID. The angle { is measured for
multiple segments, all with different dwell times. (b) False-coloured image of a pillar and segment
made with the SEM. The angle that is measured is rotated by 90° w.r.t. the angle {. (c) Angle as a
function of the beam displacement. The step size in between consecutive beam dwells is increased
from 0.11 Py to 0.66 Py (1 Py equals 0.31 nm). When the beam displacement gets larger, the growth
of the segment lags behind too much for a continuous structure to form. The number of steps and
dwell time were held constant.

Table 3.1: Parameter file for the calibration of the CAD program.

Parameter Value
Patterning format FEI
PE energy [kV] 10
PE current [nA] 5
PE beam size (FWHM) [nm] 17.9
Precursor gas type W
Precursor temperature [C] 55
Gas nozzle position (x, y, z) [um] (0, 150, 150)
Gas nozzle angle [deg] 30
Substrate SiO
(Magnification)*(Horizontal field width [pm]) 415.000
Patterning bit depth 16

The beam size value is taken from the SEM in optiplan mode, and thus this mode is also used for
deposition of 3D structures (while standard mode was used to obtain the dwell vs angle calibration
file). In this mode the beam spot is smaller than in standard mode.

15



3. CAD program
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Figure 3.4: Angle vs dwell time plot for data from two separate days. Dwell times of 5, 10, 15, 20
and 25 ms have been used. The curves have a similar shape; only a shift in values differs them.

with connecting segments, each with a different dwell time, and use the angle tool to mea-
sure up the angle. This is illustrated in figure 3.3. Note that the beam displacement and
segment size need to be the same. The effect of the beam displacement on the angle at a con-
stant dwell time is also shown in this figure. The angle that was measured is not ¢ however,
but a 90° rotation. The experiment was done on two separate days, obtaining two dwell vs
angle graphs, shown in figure 3.4. The shapes are the same, but the values are shifted com-
pared to each other. This difference might be due to a combination of a day-to-day variation
and a varying working pressure inside the SEM (more on this in section 3.3). The blue curve
has data only from one segment per dwell time, as opposed to the green curve, which has
data averaged from three segments per dwell. As the latter has more statistics, that curve is
chosen as calibration curve in the CAD program.

3.3 Vertical growth rate

The average vertical growth rate (VGR) can be determined from depositing pillars. The VGR
is simply the height divided by the time it takes. However, there is a slight complication. The
height of the pillars depends on the SEM pressure. An initial graph of height vs pressure
is shown in figure 3.5. An explanation for this effect might be the scattering of primary
electrons off of the oxygen and nitrogen molecules. This scattering then effectively lowers
the amount of electrons unto the substrate, and therefore the electron current. From section
2.3.1 we know that a lower current leads to less vertical growth. From the plot it is clear that
there is a saturation in height. This saturation value will be used in the CAD program as the
value for the VGR.

Taking only the last four points into account, the average pillar height is approximately 3.67
pm. The pillars were deposited in 6 minutes, using a dwell time of 5 ms (the amount of steps
was kept constant). This yields a growth rate of 10.20 & 1.675 - 10~2 nm/s. To account for
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Figure 3.5: Pillar height as a function of SEM chamber pressure. Dwell time was kept constant at 5
ms. At lower pressures, a saturation in height is visible.

human error in measuring the precise height of the pillar, the VGR is simply put to 10 in
the CAD program. There it is used to calculate the total dwell time needed to deposit a
pillar with a height set by the user in the program, using the formula T = V%ZR 13, With this
approximation at most a 10% increase in height should be observed after deposition. This
can be used as a feedback loop, optimizing the streamfile with every experiment, to obtain
the exact dimensions of the desired structure. Another feedback mechanism is discussed in
section 3.6.

As said earlier, this plot was an initial experiment to obtain the VGR and examine the pres-
sure dependency. Later, the experiment was done more rigorously together with a colleague.
The graphs are shown in figure 3.6. The left plot shows the height of a pillar as a function
of pressure, different compared to figure 3.5 only in the amount of steps, taking a pillar 3
minutes to grow. Next to it is a similar plot for the width of a spot (extremely short pillar).
The growth rate as a function of number of steps at constant pressure was investigated as
well and is shown in appendix A.1.
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Figure 3.6: Pressure dependency of (a) pillar height and (b) spot width, shown on a semi-log scale.
The dashed line is a power law fit to the data. The inset shows the same, but on a linear scale. For (a)
the error for each point is roughly 50 nm and for (b) it is 2 nm.
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3. CAD program

3.4 Pixel point pitch and exposure pattern pixel size

In the CAD program there are two free parameters: the pixel point pitch (PoP) and the
exposure pattern pixel size (iPoP). The PoP value influences the deposition via the scanning
speed of the electron beam. The iPoP value gives the lowest value for the pixel point pitch,
which is usually the same. It is also used in the calculation of the magnification that should
be used during deposition (highlighted yellow in figure 3.2d). Their effect is captured in the
following two formulas:

vy = (3.1a)

A

T4

(Mag*HFW) - 103
2bit . iPoP

In the first formula, v} is the scanning speed, 7; the dwell time and A the pixel point pitch.

The second formula uses three parameters from the calibration file; the patterning bit depth,
Mag*HFW and the value for the iPoP.

(3.1b)

Magnification =

Before optimizing this value for a simple arch, note that the useful PoP values range from
0.2 to 2, according to Ref. 13. In figure 3.7 arches are shown, deposited using streamfiles
created with the CAD program, each with a different PoP value. The first five arches are
well-made, giving a range of usable values between 0.4 and 0.6 nm, well below the 2 nm, in
line with suggested values by Fowlkes et al.'3. When the pixel point pitch is increased more,
the segments will collapse and debris will form on the substrate, as shown in figure 3.7f.
Choosing a set PoP value for all arches to be deposited in the current set-up is mandatory
with regard to reproducibility. The value chosen in this research is 0.5 nm.

T‘_é]
|~

Dy, det mag KV wD
1%*5 ETD 100 000 x 10.00 kV 10.1 mm

Figure 3.7: SEM pictures of arches deposited using streamfiles created with the CAD program.
Ditferent values for the pixel point pitch are used, while keeping everything else constant. Between
0.4 and 0.6 nm, the segments attach to each other. At higher values, however, the scanning speed
becomes too fast and the segments collapse.
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3.5 Designs

3.5 Designs

Now having obtained all the important parameters from section 3.1, the CAD program can
be used to produce streamfiles of 3D structures. In this section, two designs will be pre-
sented. The first one is a simple arch, shown in figure 3.8. The second structure is a double
arch. It consists of two segments on each side, with a gap between the two arches.

Figure 3.8a, showing the design in the CAD program, already gives away one of the flaws
of the program. Namely, the visual scale which is used while creating a design. For higher
currents, such as 5 nA, structures need to be bigger, up to even a few micron. This is out of
reach for the visual scale, making it much more difficult to create a complicated design. The
actual values used in the CAD program are much larger; pillar to pillar length and length
of the feet are set to 4 ym, while the pillar height is set to 1 um. The experiment, figure
3.8b, then shows surprisingly different dimensions. In the horizontal (x) direction, the size
is halved, while in the z direction it is doubled, obtaining a two by two arch with feet of that
same size. This effect is consistently seen while depositing arches. However, the cause of
this effect is unknown and a matter of importance in further research on this topic.

Another effect is seen when depositing an arch on the gold contacts that are used for mea-
surements, in figure 3.9. The feet of the arch are not straight lines anymore, but consist of
multiple inclined pillars that form an distorted line. This looks similar to figure 2.7c, which
indicates that the scanning speed is too low to form a line. In fact, it is experimentally veri-
fied that the vertical growth rate on Au is 1.5 times larger than on Si®. It can be explained
by a difference in BSE and SE yields. To account for the difference in growth rate, one should
indeed have a higher scanning speed.

A double arch was made using a similar procedure to that of a normal arch. Figure 3.10a-c
shows the structure for three different PoP values. Notice that the range of appropriate val-
ues is considerably smaller for a double arch. This is due to the fact that the four segments
are much closer to each other than in the case of a normal arch, and therefore influence each
other’s growth. The optimum value is 0.3 nm.

S det mag O | HV spot  cum use

+ | WD case
1%, ETD 50000x 1000kV 101mm 90 0.20nA OptiPlan 1

Figure 3.8: (a) Visualization of an arch in the CAD program and (b) a SEM picture of an arch, using
a streamfile made with the CAD program.
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Figure 3.9: SEM image of an arch. The fence pattern of the feet is caused by a low scanning speed
wi.r.t. the vertical growth rate. The gold substrate has a higher growth rate than a Si substrate, for
which the settings are optimized.

Figure 3.10d-f shows SEM pictures of the double arch taken at three different angles, dis-
playing good beam control, especially considering how high of a current is used in the ex-
periments.

Figure 3.10: SEM pictures of a double arch, fabricated using a streamfile made with the CAD pro-
gram. The top three pictures have a different value for the pixel point pitch, showing only a narrow
range of usable values for this parameter. The bottom three pictures show the double arch with a
PoP value of 0.3 nm from different angles.
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3.6 Hybrid Monte-Carlo simulation

3.6 Hybrid Monte-Carlo simulation

Exact solutions of complex problems in physics is in most cases unattainable. Therefore,
simulations are a very useful and versatile tool in solving those problems, one of which is
focused electron beam induced deposition (FEBID). One type of simulation is a Monte-Carlo
simulation, which uses probability distributions to solve the problem. An advantage of this
type is the straightforward implementation of strong correlation effects, such as electron-
solid interactions.

The hybrid Monte-Carlo simulation from Fowlkes et al.®> consists of two parts. Firstly,
a Monte-Carlo simulation is run to obtain the electron trajectories through the solid-of-
interest. Elastic (Rutherford) scattering and inelastic scattering are modeled in this simu-
lation, using the screened Rutherford cross-section and a continuous energy loss approxi-
mation®®. This gives us the position and energy of the primary electrons.

An input is given by the beam scanning coordinates and corresponding dwell times, i.e. the
streamfile. This can be obtained with the CAD program. With this input, the simulation
space can be divided into voxels, indicating whether it plays the part of a material surface
'S’, bulk ‘B’ or vacuum "V’. This initiates the second part; the FEBID simulation. When an
electron passes through a ‘B” voxel, inelastic scattering happens, leading to a yield of

Monte Carlo simulation Directwrite pattern

Action: Elastic & Inelastic electron Action: 2D beam scanning defined
scattering in solid-of-interest » for desired 3D object

Qutcome: a population of primary Qutcome: Beam scanning
electron scattering trajectories coordinates (x,y) and the
(positionand energy) corresponding dwell times (tp)

FEBID simulation

(a) Spatial definition

Actions: (1) surface 'S, bulk ‘B’ and vapor V' voxels identified, (2) surface
normal vectors estimated, (3) remote shadowing digitized and (4) precursor
flux at surface voxels calculated

(b) FEBID temporal component »

for# of dwells
Actions: (1) Recall saved electron trajectories and
apply them to specific 3D objectand (2)
accumulate inelastic energy in the 3D object
Outcome: 3D distribution of SE flux per surface
voxel — ise(x,y,2)

for # of time steps per dwell
Precursorcoverage (C)
e DViC+ 8¢ |1 - - Ci
at r OCISE
Volume of deposit (V)
Vy _Qa ..
— =—uo(i
at 54 =L

ir is’ — IBI .
(a) Spatial definition

Figure 3.11: Flow chart of the hybrid Monte-Carlo simulation. Taken from Ref. 65.
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secondary electrons. Trajectories of SE are generated and the number of SE’s traversing an
'S’ voxel is calculated to get the surface emission profile isg(x,y,z). When an electron tra-
jectory passes through a "V’ voxel, the trajectory is not altered until it reenters the solid. The
above FEBID subroutine is performed at the start of every dwell time.

The second subroutine, however, is performed multiple times per dwell time. This subrou-
tine entails solving a continuum rate equation describing precursor adsorption, desorption,
surface diffusion, dissociation and deposition. It uses the SE surface emission profile calcu-
lated in the first subroutine. All steps are also shown in figure 3.11 above.

The above simulation can give feedback to designs made with the CAD program. This al-
lows for a massive improvement in streamfiles, without the use of additional fine-tuning ex-
periments (section 3.4). Note that in this project the structures were relatively large, mainly
due to the relatively large beam current of 5 nA. To then improve on the simulation, the
effect of beam defocus has to be implemented, which is absent in the current version.
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CHAPTER 4

W
BZ0S

TRANSPORT MEASUREMENTS OF EBID
NANOSTRUCTURES

This chapter shows and discusses results of transport measurements on 3D nanostructures
made with EBID. Also, the atomic contents of an arch has been obtained using EDX mea-
surements (appendix A.2).

4.1 Resistance curves & critical temperature

Transport measurements were conducted on three arches with a size of roughly 2x2 um? (see
section 3.5). Resistance as function of temperature is plotted first to see whether the arches
exhibit superconducting behaviour. One of the arches, fabricated using a combination of the
CAD program and the line function from the SEM itself, was in connection with one of the
other arches, that were made fully with the CAD program. This “hybrid” arch is excluded
from any data analysis, however, a superconducting transition can already be seen in figure
4.1, where resistance curves are plotted for different values of the magnetic field, applied
in the positive x-direction w.r.t. the arches in the SEM pictures. In fact, best seen at low
magnetic fields, there are multiple transitions, indicating an inhomogeneous structure. This
is also implied by the rather wide superconducting transition.

200 4
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Figure 4.1: (a) Resistance of a tungsten arch deposited with EBID as a function of temperature,
plotted for ditferent values of the applied magnetic field. Measured with an AC current of 1 uA. (b)
A SEM picture of the same arch, using a streamfile made with the CAD program.
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Figure 4.2: Resistance of a tungsten arch deposited with EBID as a function of temperature, plotted
for ditferent values of the applied magnetic field. Both samples exhibit superconducting behaviour,
decreasing their resistance to (a) 45 () and (d) 19 Q). Measured with a DC and AC current of 1 pA
respectively. Also shown are the SEM pictures of the corresponding arches, (b) and (c) respectively.

Figure 4.2 shows the other arches with their corresponding resistance curves. At the lowest
temperature reached with the cryostat (1.9 K), they show a resistance of 45 () (4.2a) and 19
() (4.2d). It is clear that although the arches show superconducting behaviour, the resistance
will not drop to zero as expected. An explanation for this residual resistance is given in
Ref. 67. In short, when depositing in alternating mode, resistive debris is formed away from
the irradiation spot. With an arch as example, this means that when creating the pillars or
segments, a layer of resistive material will form on the pillar/segment that is not directly
irradiated by the electron beam. Eventually, the structure will consist of alternating layers
of conductive material and resistive material.

From these resistance curves one can obtain the critical temperature of the structure for ev-
ery value of the magnetic field. The critical temperature, T, is usually defined by the point
where resistance is reduced by 90% or at the halfway point. The latter is only viable when
a sharp transition occurs. For the two arches, three different values of the resistance are
taken to provide three curves, shown in figure 4.3 as dots. The Ginzburg-Landau relation

T.(B) = T.(0)[1 — (%)2] then provides the fit curves, indicated by the solid lines. In this
formula, T,(0) is the critical temperature at zero magnetic field, and B(0) is the value of the
critical magnetic field at zero K, which is obtained by fitting. The magnetic field correspond-

ing to a certain critical temperature as seen in figure 4.3 is actually the second critical field,
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Figure 4.3: Critical temperature as a function of applied magnetic field. Data is taken from three
different values of the resistance and plotted for both arches separately. Fits were made using the
Ginzburg-Landau relation as described in the text.

B.». As the resistance curves are very broad, easily spanning a range of critical temperatures
from 2 to 5 K, one needs to be careful as to which definition of T, to use. Therefore, calcu-
lations of coherence length and penetration depth, and subsequently also the Ginzburg-
Landau parameter, k = A /¢, are done for all three cases to see how much they differ.

4.1.1 Calculation of Ginzburg-Landau parameter

Calculating the coherence length, ¢(T), is quite simple using the formula

Beo(T) = ®g /27 (T), (4.1)

together with the Ginzburg-Landau (GL) relation for B(T). As the GL parameter varies
slowly with temperature, it is sufficient to take it as constant in the range of the measured
temperatures, needing only the zero K values of the coherence length, ¢(0), and penetration
depth, A(0). The values are accumulated in table 4.1.

Table 4.1: Values of important quantities in transport measurements for two superconducting arches.

Arch Resistance T.(0)! B(0)? Z(0)3 A(0)3 K3
2 500 Q) 449K 526 +0.09T 791 nm 991 nm 125
2 300 Q) 3.65K 438 +011T 8.67 nm 1099 nm 127
2 100 QO 282K 384 +032T 9.26 nm 1251 nm 135
3 500 Q) 4.60 K 541 +£0.12T 7.80 nm 1043 nm 134
3 300 Q) 371K 496 +£0.08T 8.15 nm 1162 nm 143
3 100 OO 3.13K 384 £017T 9.26 nm 1265 nm 137

1 Obtained from data.
2 Obtained from fit.
3 Calculated.
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4. Transport Measurements of EBID nanostructures

Figure 4.4: False-coloured SEM image of arch 2. The numbers indicate parts with different lengths
and/or radii. This is used to calculate the penetration depth more precisely.

The penetration depth is a bit more complicated to calculate, owing to the exact shape of the
arch. The formula used here is the following:®®

A(0) = 1.05-10%/p/T. (4.2)

Here, A is in nm, the resistivity p in #{) cm and T, is in K. The resistivity is linked to the
dimensions of the arch. For this purpose, the arch is divided up into multiple wires with
different radii and lengths. A false-coloured image of arch 2 shows the used division (figure
4.4). Using the resistance value before the transition, we get a resistivity of approximately
400 pQ) cm. The same is done for arch 3, obtaining a resistivity of 454 u() cm.

Given that values for B(0) and ¢(0) for both arches are the same, indicates that the defi-
nition of T, at 100 () is the more correct value. Also the values for the penetration depth,
A(0) and GL parameter, « are very close to each other. On the other hand, the data at 100
() constitutes of only a handful of points, about half of the data at higher resistances. To
make a stronger case, clearly, one must go to lower temperatures (around 300 mK) and take
smaller steps between different magnetic fields.

4.2 Current characteristics

Unmissable in transport measurements are I-V curves and, in the case of superconductivity,
also obtaining the critical current as function of temperature. These current characteristics
could only be obtained for arch 2, and are shown in figures 4.5 and 4.6.

Firstly, the I-V curve in figure 4.5 gives us a measure of the resistance at the documented
temperatures. This leads to a slightly lower resistance (42 (1) than from figure 4.2a (45 ().
Secondly, figure 4.6a shows the differential resistance as function of current. In this plot, the
critical current is defined as the highest peak in the curve. Only six curves are shown
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Figure 4.5: Voltage as function of current for multiple temperatures, starting from 1.84 K up to 5.38
K. Figure (a) shows the full curve, whereas (b) shows the zoomed in curve. At low current Ohmic
behaviour is seen, and thus from the slope the resistance can be obtained. At the lowest temperature
this becomes 42.3 ().

(corresponding to six different temperatures), because at higher temperatures, the curves
are all more or less flat.

Finally, a plot of the critical current as function of temperature is obtained, shown in figure
4.6b. The points are fitted to the following empirical law: %’

1.(T) = 1.(0) [1 _ (Tzﬂ 43)

The critical temperature, T., was not taken from data, but was also taken as a fit parameter,
together with I.(0). Values obtained are T, ~ 4.77 +6.52 - 1072 K and I.(0) ~ 14.51 +0.15
#A. The critical temperature is higher than expected from data (see figure 4.3). The fit itself
is fairly decent, but does not match perfectly with the data points.
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Figure 4.6: (a) Differential resistance as function of current, where the peaks in the curves denote the
critical current. (b) The critical current as function of temperature, fitted to the empirical law from
equation 4.3. The empirical fit gives T, ~ 4.77 +6.52 - 1072 K and 1.(0) ~ 14.51 £ 0.15 pA.
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4. Transport Measurements of EBID nanostructures

The definition of critical temperature and current hugely influences the perception of the
data. Couple this to the relatively sparse data points, with temperatures down only to 1.9
K, and this gives a possible explanation of why the values for the critical temperature are
different. It also explains the quality of the fitting curve.

Looking back at the last two chapters, we managed to fabricate a superconducting arch us-
ing a CAD program, new to our research group. In this way, superconducting arches were
made in a third of the time compared to previous (successful) attempts. A more complex
arch was also made, showing the beam control with the new program. This paves the way
to even more complex structures, aided by simulations.
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CHAPTER 5
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70
CONCLUSION & OUTLOOK

The conclusions are presented in bullet point format and per section. The outlook is treated
in a similar way.

5.1 Conclusion

¢ A thorough summary of EBID experiments reveals that it is a very complex interplay
between electrons, substrate and deposit. Although a lot is known and understood,
there is still plenty to learn (chapter 2).

* Making streamfiles with the computer aided design (CAD) program from Ref. 13. re-
quires two calibration files to work; one with an angle versus dwell time plot and a
list of specific parameters. The vertical growth rate (VGR) and the correct pixel point
pitch (PoP) value have to be submitted as well (section 3.1).

¢ The list of specific parameters are shown in table 3.1. The angle versus dwell time plot
is shown in figure 3.4. The difference between the two curves is most likely caused by
a combination of day-to-day variation and a varying working pressure (section 3.2).

* The graph with pillar height as a function of chamber pressure is shown in figure 3.5
The saturation in this plot leads to an approximate VGR of 10 nm/s. The saturation
could occur due to a lack of statistics. A later, more rigorous experiment about the
pressure dependency of the pillar height shows no saturation. It reveals, however, a
new dependency on the number of steps executed to form the pillar (section 3.3).

* For the arch, choosing a PoP value in the range of 0.4-0.6 nm leads to a nicely-shaped
arch. Below or above these values, the arch collapses. For optimization, a value of 0.5
nm is chosen (section 3.4).

e With all the previous experiments done, all values can be submitted into the CAD
program. The dimensions of the arch in the program and the final product made by the
SEM (figure 3.8) are not the same. It is currently unknown what causes the differences.
Using the same settings for the feet of the arch on gold (i.s.o Si) leads to a fence-like
structure (figure 3.9). This is caused by a low scanning speed of the beam relative to a
Si substrate. A double arch was also designed and made (figure 3.10), optimized using
a PoP value of 0.3 nm (section 3.5).
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5. Conclusion & Outlook

¢ The hybrid Monte-Carlo simulation from Ref. 65 is very beneficial to have as a feed-

5.2

30

back loop to optimize streamfiles made with the CAD program (section 3.6).

Transport measurements were done only on the normal arches. Their resistance curves
are shown in figure 4.2. At the lowest temperature, the resistances are 45 (2 and 19 (),
which is not zero as should be expected from superconductivity. This is due to a rela-
tively high cryostat temperature; the arches are not yet fully in superconducting mode.
Secondly, there exists a residual resistance in arches made with EBID®’. From the re-
sistance curves, the critical temperature as a function of magnetic field is extracted.
Together with the formulae 4.1 and 4.2, a table of important quantities was made (table
4.1). These quantities varied with every different definition of the critical temperature.
It was found that for the two arches (Arch 2 and Arch 3 in the text) that the coherence
length and penetration depth are very close to each other in value at a defining critical
temperature based on a resistance of a 100 (). Therefore, this seems like the correct

definition. More experiments have to be done in order to make a stronger case (section
4.1).

Figure 4.6a shows the differential resistance as function of the current, defining a crit-
ical current at the highest peak in the curves. These are then plotted in figure 4.6b,
together with a fit to the empirical law from equation 4.3. This yields a fairly decent
fit with fitting parameters T, ~ 4.77 +6.52 - 1072 K and I.(0) ~ 14.51 4-0.15 uA. The
slight mismatch can be explained by a lack of data points and the definition of the
critical temperature and current (section 4.2).

The main improvement in superconducting arches compared to previous attempts is
the huge decrease in fabrication time (section 4.2).

Outlook

From experiments it is clear that the VGR is not constant; it depends on the SEM pres-
sure and the number of dwell times. Therefore, characterization of these effects and
implementation of a separate VGR value in the CAD program per segment/pillar will
improve on the fabricated structures.

An extended visual scale in the CAD program will benefit fabrication of complex struc-
tures immensely. Changing the axes on the visual scale as you see fit should be imple-
mented into the program.

The mismatch between the design and the experiment should be investigated. A great
tool for this would be a simulation, as talked about in section 3.6.

To improve on the simulation, the effect of defocus should be taken into account, as
the structures made in this project are relatively large.

Measurements can be improved by doing magnetic field sweeps at a much lower tem-
perature, around 300 mK. Smaller increments between the magnetic field values will
add to the statistics, improving the data quality even further.



APPENDIX A

A.1 Pillar height dependency

As seen from previous experiments, the number of dwell times (steps) needed to fabricate a
pillar, influences the height of the pillar in a non-linear way. Therefore, an experiment was
set up to investigate this effect. The pressure was kept constant in a range of 1.69-1.82:10°
mbar. The results are shown in figure A.1 below, together with a SEM image of one of the
pillars.

B -
8 - A
? N 7 ”4”’
6 ’/"’
61 = o 4
—_— - :c_:u L e .
E O L o ’
3 Ve ,
2 td
c 4 ~ O(,
&) 114
¥ .
3 50000 100000 150000 200000 ’
Number of steps g
’I
2 1 "
”
1 ~-€
- - "‘
L= = . |‘l T T
10° 10¢ 10°

Number of steps

Figure A.1: (a) The dependency of the pillar height on the number of steps on a semi-log plot. The
inset shows the same data, but on a linear scale. The dashed line is a power law fit. (b) SEM image
of one of the pillars, made with 50.000 steps with a dwell time of 5 ms.
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A.2 EDX measurement

With EDX the atomic contents of a material can be obtained. Results for an arch are pre-
sented in the table below.
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Table A.1: Atomic percentages of tungsten for
different parts of an arch.

Part of arch Percentage W
Top of segment 28-30%
Middle of segment 24-25%
Top of left pillar 30%
Bottom of left pillar 27%
Middle of right pillar 31%
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