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Abstract 

 

The introduction of Information and Communication Technology (ICT) in the field of urban 

development propelled the application of technologies as ‘smart’ solutions for cities. Likewise, 

the concept of smart city transformed the notion of physical cities to a network of flows-

systems that entangle the digital and physical world. Accordingly, the growth of smart city 

projects introduced a new dilemma for privacy in public spaces, and the increasing use of big 

data analytics denounced the potential risks to data privacy. Consequently, these (privacy) 

concerns addressed the unquestionable need for investigating whether there are sufficient 

guarantees for citizens’ privacy in the context of smart cities. Furthermore, the focus on 

safeguarding citizen’s privacy impelled the development of a new guideline on privacy by 

design (PbD) to support the employment of these projects. This thesis aims to assess the 

application of PbD by smart cities (projects) in the safeguard of data protection, encompassing 

both organizational and technical components of the architecture. Hence, this thesis validates 

that PbD is not fully incorporated in smart city projects and demonstrates the challenges with 

regard to multiple stakeholders ensuring privacy and security measures throughout the smart 

city architecture. Finally, it indicates further research on some aspects of the new guideline, 

such as the incorporation of legacy systems and a checklist evaluation, while suggesting more 

legal and architectural recommendations applicable to the demands of smart cities.  

Keywords: Smart City, Privacy by Design (PbD), privacy, data protection, Big Data, public 
spaces.  
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1 INTRODUCTION 

The 21st century is marked by significant urban developments around the globe 

(Eremia, Toma, & Sanduleac, 2017). The increased number of people living in the cities 

propelled the fields involved in urban planning towards finding solutions to the challenges that 

emerged (e.g. “energy supply, waste management, transportations, environmental issues and 

security to mention a few” (Ståhlbröst, Padyab, Sällström, & Hollosi, n.d., p. 1)) through 

different means, particularly the Internet of Things (IoT). This phenomenon encouraged an 

Information Technology (IT) development focused on urban solutions defined as ‘smart city’ 

(Ståhlbröst et al., n.d.), mainly planned to Information and Communication Technology (ICT) 

infrastructures.  

According to several authors (Anthopoulos, 2015; Batty, 2013; Eremia et al., 2017; 

Ståhlbröst et al., n.d.), the concept of smart cities is widely used to explain the integration of 

smart technologies to strengthen governance and enhance urban planning, economic growth 

and sustainability, whilst ensuring quality of life. One of the many revolutionary features of 

smart cities was the use of big data applied in urban systems, which entails huge amounts of 

data that can be collected, stored and processed in a short amount of time or even in real-time. 

For instance, one of Deloitte’s reports on Smart Cities (2017) introduces the ‘smart traffic 

control’, which is characterized by a traffic control system with real-time information capable 

of optimizing and adjusting traffic flows. Similarly, these developments were responsible for 

stimulating a rapid adjustment within different public and private organizations.  

As much as these innovative ‘smart’ technologies can solve problems, they also 

introduce new paradigms (Waelbers, 2011). Privacy issues in big data are a great source of 

concern with the technological development introduced with smart cities, particularly when it 

comes to data protection. Since most smart city projects rely on aggregation and real-time 
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analysis of data to be able to perform different activities, personal data became an asset to these 

processes, still, most projects lack data subjects’ awareness of data collection. However, these 

technologies are designed as efforts to push societies towards a ‘sustainable development 

through participatory governance’ (Deloitte, 2015; Lacinák & Ristvej, 2017). The political and 

social relevance of the implementation of these technologies is then undisputable: it introduces 

a new form of integration within cities by shortening the distances between citizens and 

governments while offering more efficient solutions to support urban development (Swinhoe, 

2018). Moreover, with the increased implementation of ICT’s integrated systems with IoT and 

the massive volume of data that is needed to provide efficient and automated services 

(Swinhoe, 2018), several privacy dilemmas emerged concerning ‘personal data’.1  

Additionally, it is keen to understand the differences between privacy and data 

protection. Among several typologies and considerations, privacy can be described as: the right 

to autonomy, to a private life, to be let alone and to be in control of information about oneself; 

however, more than an individual (fundamental) right, privacy is also a social value (Diffie & 

Landau, 1998, p. 98; Smith, 2016). Data protection concerns the protection of  “any information 

relating to an identified or identifiable natural (living) person, including names, dates of birth, 

photographs, video footage, email addresses and telephone numbers” (Smith, 2016). It aims to 

ensure that such personal data is processed – which entails the processes of collection, use and 

storage – fairly by both public and private sectors (Article 8, “Charter of Fundamental Rights 

of the European Union,” 2012; Smith, 2016). Both concepts overlap since the notion of “data 

protection originates from the right to privacy and both are instrumental in preserving and 

promoting fundamental values and rights” (Smith, 2016); yet, only privacy is recognized as a 

universal human right. 

Arguably, due to the constant technological development, particularly with information 

systems, and the challenges to data privacy, new developments on data protection regulations 
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became urgent (Ryz & Grest, 2016, p. 1). Hence, on the 25 May 2018 the EU enforced the 

General Data Protection Regulation (GDPR), which focus on data controllers that process big 

data and personal data by addressing their responsibility and accountability (Ryz & Grest, 

2016). The legal framework established with the GDPR encourages “the adoption of the 

principles of ‘privacy by default’ and ‘privacy by design’” (Ryz & Grest, 2016, p. 1) in order 

to ensure the rights to privacy and data protection while also informing individuals about how 

their data is processed. However, debates about the exponential increase of smart cities and the 

potential risks to data subjects still need close attention.  

As these risks to data privacy emerged, Ann Cavoukian (2011) developed the pioneer 

concept of Privacy by Design (PbD). The framework is based on seven foundational principles 

and aims to cover most of the elements throughout the composition of a system/process in order 

to ensure privacy. PbD entails embedding security features into software or data management 

to safeguard personal privacy. It reflects an effort to integrate legal and technological 

approaches to mitigate the risks posed especially by big data and assure compliance with 

current regulations covering data protection (Wiese Schartum, 2016). However, the seven 

foundational principles were frequently described as vague and unrealistic as a practical 

guideline (Domingo-Ferrer et al., 2014; Gurses, Troncoso, & Diaz, 2011; Kroener & Wright, 

2014; Perera, McCormick, Bandara, Price, & Nuseibeh, 2016; Spiekermann, 2012; Wiese 

Schartum, 2016). 

In order to ensure security and privacy in every step of implementing smart city 

technologies, it is essential to investigate the arrangement of the multiple stakeholders involved 

in the projects. Therefore, this thesis aims to understand how PbD is being implemented in a 

smart city project in The Netherlands. A new guideline of PbD will be developed and used as 

a model to assess the data processing and the responsibilities of the stakeholders involved in 

the project: it is essential to understand the dynamics of the different stakeholders engaged in 



ASSESSING PRIVACY BY DESIGN IN SMART CITIES              7 

 

smart cities’ projects. Once these arrangements are explored, it will be possible to stress how 

PbD is applied and how these stakeholders comply with it. Likewise, it will be possible to 

determine to what extent PbD suits this set of cooperation and whether it is correctly applied 

in the technologies integrated in smart cities’ projects. Therefore, this thesis aims to answer the 

following research question:  

To what extent are smart cities applying Privacy by Design in the safeguard of data 

protection? 

It is evident that the GDPR enforces compliance with a set of rules concerning data 

processing; however, how do the actors engaged in a smart city project ensure PbD? 

Considering these projects usually integrate multiple stakeholders, how are they ensuring data 

protection? The risks of controversial consequences caused by a system or technology should 

be considered; therefore, are these stakeholders aware of their responsibility throughout the 

process?    

These questions aim to address concerns regarding different (emerging) smart cities 

technologies, despite the growing awareness and focus on the framework of PbD, partially 

stimulated by the recent implementation of the GDPR. To answer them, a case study design 

will be conducted on the ‘Stratumseind 2.0 project’ in Eindhoven, The Netherlands. The study 

will contrast the different roles of stakeholders in managing data sharing and addressing the 

potential impacts on data subjects under a new framework of PbD that will be developed. This 

study provides a more operationalized and comprehensive approach to projects embedding 

PbD and ensures that different stakeholders might be held accountable for the safeguarding of 

data protection. 

The selection of the case is based on the necessity of an in-depth analysis on how PbD 

is concretely applied in smart cities. The project aims to reduce criminal behavior and support 

economic growth in a critical and important area of the city, combining resources and 
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knowledge from different stakeholders. In that sense, this study will potentially increase 

people`s trust on the capacity of smart cities to support economic development and transform 

urban environment. Besides, it could also stimulate more specific data protection regulations 

capable of keeping pace with the most recent technological developments applied in the public 

sphere (and support upcoming innovative technologies). Thus, the case is representative of a 

growing tendency of smart cities’ technologies: developing smart technologies using big data 

as smart solutions for an efficient growth of the city. 

Additionally, by incorporating several PbD strategies to the theoretical framework, it 

will be possible to address the critics on the subject and create a more assertive guideline for 

future projects. Finally, by contributing to the discussion regarding data protection in smart 

cities, the thesis will add a nuanced perspective to the literature, based on stakeholders` 

responsibilities to safeguard personal privacy.  

The present thesis is structured as follows: in the second chapter I will provide the 

conceptualization of smart cities, big data and the difference between privacy and data 

protection. Moreover, I will present a discussion on the framework of PbD, contrasting the 

different perspectives and providing a guideline to assess the management and protection of 

data in different smart city projects. The third chapter introduces the methodology and the case 

study specifications. The forth chapter introduces the analysis and the discussion regarding the 

findings of the case. Finally, the last chapter presents the conclusions about the research 

question and engage in further discussion concerning the findings of this study. 

2 THEORETICAL FRAMEWORK 

 This chapter introduces the relevance of the concepts of smart city and big data to this 

study. Moreover, it delineates the difference between privacy and data protection while 

addressing the debates on privacy concerns brought by smart cities. Moreover, it reflects on 
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the challenges for privacy in public spaces brought by smart cities. Finally, the discussion will 

be narrowed down to PbD, contrasting the numerous perspectives concerning the PbD 

framework and providing a more appropriate guideline to assess the data management in 

different smart city projects regarding data protection.  

2.1 SMART CITIES 

This section introduces the concept of smart city and its pioneer features brought by the 

incorporation of ICT technologies. The concept represents a growing tendency of infinite 

possibilities to urban development worldwide and exposes several challenges to privacy in 

public spaces.  

The term Smart City is widely used to describe different perspectives and strategies to 

the planning of urban spaces. It describes a ‘smart’ urban development driven by the 

availability and quality of ICT, economic development and the importance of human capital, 

education and sustainability (Caragliu, del Bo, & Nijkamp, 2011). In other words, it defines a 

networked infrastructure based on ICT attributes and solutions in the urban space 

(Anthopoulos, 2015); also, it offers a constant monitoring of any aspect of urban life . There 

are different domains applicable in the integrative framework for smart cities (Anthopoulos, 

2015). For instance, according to Neirotti et al. (as cited in Anthopoulos, 2015), the analysis 

on smart cities encompasses two domains: first, the soft (domain), which is about economy, 

government, etc.; and the second, the hard (domain) is about energy, transportation and others. 

The existence of various interpretations regarding the domains of analysis for smart cities 

addresses the multidisciplinary aspect of the subject and its focus on different perspectives 

(Anthopoulos, 2015). 

This study explored the emerging role of ICT, particularly with regard to the 

challenging adoption of big data analytics. The ‘smart’ aspect in urban spaces describes the 
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development of digital technologies applied in the city dimensions and their interrelationship. 

Furthermore, a smart city is described as a ‘system of systems’, which evokes a “cross-domain 

sharing of information” (Osman, 2019, p. 620) and the large volume of data created by the 

interaction between humans and machines with the advance of digital technologies. Likewise, 

the so called ‘network society’ also alters the delimitation of public spaces: from “static places 

to a space of flows” (Timan, Newell, & Koops, 2017, p. 7). However, it is keen to understand 

that one of the challenges provoked by these technologies is the (mis)use of mechanisms to 

achieve questionable results, particularly when considering the use of integrated databases. For 

instance, Batty (2013) addresses the concern with the adoption of sensors streaming real-time 

data using precise geo-positioning and the integration of these databases to ensure an output 

with the expected value.  

The concept of smart city entails “an intersection of city administration, citizen value 

creation, local business, ICT development and application, urban big data, economics, and 

sociology, among other” (Lim, Kim, & Maglio, 2018, p. 88). The enriching experience gained 

with the emerging market of ICT, particularly with big data and networks, surely offers more 

tools and opportunities to allow for better interaction and responses in cities, both in social and 

operational decision-making processes (Batty, 2013). However, this development also 

encompasses (known and unknown) risks to privacy and security, particularly issues regarding 

the processing of personal data and anonymization (Batty, 2013). 

2.1.1 Big data 

After exploring the several innovations introduced by smart cities with the 

incorporation of ICT technologies, this section dive into the inherent introduction of big data 

to the smart city scenario. Likewise, it will briefly elucidate the dilemmas concerning data 

protection, especially with the increasing use of big data analytics. 
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As technologies evolved, digital technologies invaded people’s daily lives and the 

interaction between humans and machines produced “large and fast-growing volumes datasets 

which go beyond the abilities of commonly known data management systems to accommodate” 

(Osman, 2019, p. 260) data. Big data is defined as large or complex datasets developed to 

overcome the limits of “traditional data processing applications” (Mehta & Rao, 2016, p. 120) 

and process large volumes of “digital traces of human activity” (Lim et al., 2018, p. 86) – 

usually in the form of raw data. When applied to smart cities the data collected varies from 

urban assets to the different stakeholders, and the main value of big data comes with the 

capacity to extract valuable information, produce knowledge and positively affect both the city 

and stakeholders (Lim et al., 2018; Osman, 2019).  

Big data analytics concerns the “process of probing big data set to reveal hidden 

patterns, unknown correlations and other important information that can be used to make 

[‘successful’] decisions” (Kumar & Prakash, 2013, p. 14). Big data analytics or big chain value 

chain, “which is considered as one of the key enabling technologies of smart cities” (Osman, 

2019, p. 260), introduced groundbreaking methods of data extraction and challenged 

researchers to develop sophisticated methods, techniques and platforms specifically designed 

to deal with big data – and, consequently, with smart cities’ projects.      

2.2 PRIVACY CONCERNS 

After exploring the context of smart cities, this section reflects on the impact of privacy 

posed by different smart city technologies in public spaces. Firstly, the definitions of privacy 

and data protection are delineated and, secondly, this section elucidates the discussion 

concerning the safeguard of data protection in smart city projects by presenting the framework 

of PbD.   
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According to Moore (2008), several authors have described privacy in different terms 

along the years. The definitions vary from the ‘right to be let alone’ (Warren & Brandeis, 1890) 

and “the state of possessing control over a realm of intimate decision, which include decision 

about intimate access, intimate information, and intimate action” (Julia Inness, as cited in 

Moore, 2008, p. 412), to the development of typologies for privacy that can encompass 

“information control” (Alan Westin, as cited in Moore, 2008, p. 412), ‘behavioral privacy’, 

‘bodily privacy’ and others (Koops, Newell, Timan, Chokrevski, & Gali, 2017). Still, the scope 

of privacy overlap with the scope of data protection, “but [there are] also some areas where 

their personal and substantive scope diverge” (Kokott & Sobotta, 2013, p. 228). In that sense, 

the Court of Justice of the European Union (CJEU) ensures this broader scope of privacy by 

adopting the definition of personal data by the EU Data Protection Directive, which was later 

replaced by the GDPR, and by the Data Protection Convention of the Council of Europe. 

However, the two rights are distinguished in the EU Treaties and in the Charter of Fundamental 

Rights of the EU, since Article 7 concerns the “Respect for private and family life”, and Article 

8 encompasses the “Protection of personal data” (“Charter of Fundamental Rights of the 

European Union,” 2012, p. 326; Kokott & Sobotta, 2013; Smith, 2016). 

The several definitions and different terms used to describe privacy reflect its inherent 

adjustability. According to Klitou (2012), an impossibility of a consensus about the concept of 

privacy is also a result of changes in values over time, the context in which privacy is 

considered and the different opinions among scholars. For instance, the Charter of Fundamental 

Rights of the EU does not define what privacy is; however, it focuses on describing the terms 

in which privacy can be applied by describing the scope of ‘private life’ (Psychogiopoulou, 

2017). Likewise, the considerations about values play an important role in the discussion of 

privacy since it entails the need to analyze the societal context: it stresses the importance to 

embrace the pivot role of technology, social acceptance, social norms and political momentum 
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(Klitou, 2012). Therefore, in the context of ‘surveillance society’, ‘risk society’ and the urge 

for smart solutions using predictive systems, defining privacy appears even more challenging 

(Klitou, 2012); nevertheless, the social relevance of these debates is boosted by the need to 

define the purpose and limits of data in the era of big data. 

Although the scope of privacy revolves around ‘private life’ and the aforementioned 

definitions, it does not specifically include “all information on identified or identifiable 

persons” (Kokott & Sobotta, 2013, p. 225) – which is considered the scope of data protection. 

In that sense, the formulation of the concept of data protection was a pioneer move to ensure 

the protection of personal data. Hence, data protection, as a fundamental right, entails “the 

protection of natural persons in relation to the processing of personal data” (Recital 1, “GDPR 

General Data Protection Regulation,” 2016, p. 1). The right to the protection of personal data 

– provided by the GDPR, the Charter of Fundamental Rights of the EU and the Treaty on the 

Functioning of the European Union (TFEU) – reflects the importance of limitation of data and 

purpose associated to the processing of personal data, which includes specific risks that 

regulations should consider (Kokott & Sobotta, 2013). Therefore, the right specifies the 

principles and ensures appropriate purpose and limitation in which personal data can be 

processed and collected. Accordingly, the positive outcome of such process is that regulations 

mitigate most of the (known) risks caused by data-driven innovations whilst regulators can 

focus their efforts in protecting the society from other potential (unknown) risks (von 

Grafenstein, 2018). 

As technologies evolved, privacy shifted from a personal good toward a societal value 

(Cavoukian, A., & Jonas, J., 2012). In that sense, data management became the center of new 

data protection regulations, such as with the creation of Fair Information Practices (FIPs) 

(Cavoukian, A., & Jonas, J., 2012, p. 7). The focus of the new regulations was: first, on the 

“purpose specification and use limitation for disclosure of personally identifiable information” 
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(Cavoukian, A., & Jonas, J., 2012, p. 7), second, on “user participation and transparency” 

(Cavoukian, A., & Jonas, J., 2012, p. 7) giving users an active “participatory role concerning 

the lifecycle and disclosure of their personal data” (Cavoukian, A., & Jonas, J., 2012, p. 8) and; 

finally, on “the need for strong security to safeguard the confidentiality, integrity and data 

availability as appropriate to the sensitivity of the information” (Cavoukian, A., & Jonas, J., 

2012, p. 8).  

The theoretical discussion about privacy proposed by Friedman (2000) stressed how 

different technologies allow for individuals’ control of their own information. These 

technologies, within the category of Information Processing, were developed to “substantially 

affect the cost of obtaining information about other people, concealing information about 

oneself, and transacting in information” (Friedman, 2000, p. 204). With the technological 

development and the exponential engagement of individuals with the virtual world, 

informational privacy became the center of privacy discussions. Once the development of 

information processing technologies enabled an inexpensively collection of huge amounts of 

information, the increase availability of information online facilitated the growth of 

organizations collecting and processing them.  

Particularly in the smart city context, privacy encompasses: the physical aspect, data 

subjects’ control over their own data collected and shared to third parties, and awareness about 

the risks when personal data is wrongfully available to unauthorized actors (Cilliers & 

Flowerday, 2015). Moreover, the constant development of privacy rights anchored on the 

notion brought by Warren and Brandeis (1890), the ‘right to be let alone’, stimulated several 

new considerations regarding privacy, such as the definition of information privacy: 

“information privacy relates to the person’s right to determine when, how and to what extent 

information about him or her is communicated to others” (Westin, 1967, p. 1). In that sense, 
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personal information is the product in discussion and its use and availability is the current 

challenge for privacy rights. 

 As stated by Friedman (2000), one implication of information processing`s 

development entails the capability of organizations to collect, store and use these information 

available worldwide. Another one entails the increasing interest in collecting dispersed 

information to be used in the future by private companies – with the purpose to facilitate 

voluntary transactions and “produce net benefits” (Friedman, 2000, p. 204) – and the difficulty 

it poses to define a limitation in order to avoid the use of such information for other purposes 

(Friedman, 2000).     

However, the discussion on privacy introduces other issues when it enters the public 

sphere. Several authors (Koops et al., 2017; Nissenbaum, 1998; Timan et al., 2017) address the 

gap regarding privacy in public spaces by denouncing the false dichotomy between the notions 

of private and public; the dichotomy pushed the right to privacy towards the realms of the 

private space and excluded the public sphere from the scope of privacy (Nissenbaum, 1998). 

Notably, with the expansion of ICTs the collection of private information, which used to be 

inaccessible and constrained to the private sphere, intensified; for instance, “by connecting to 

wired or wireless networks (3G/4G, WiFi, etc.), which our devices often do automatically, even 

without our knowledge, we automatically bring all sorts of things into (virtual) public space” 

(Timan et al., 2017, p. 2). Accordingly, in the context of smart cities, the scrutiny of privacy 

concerns in public spaces becomes indispensable, since it explores the two facets of 

governments: the responsibility i. to guarantee individual’s privacy, and ii. to ensure safety, 

which threatens privacy in both private and public spaces (Timan et al., 2017).  

On the one hand, as innovations in ICT and the attractiveness of smart solutions to 

urban issues exponentially grows, the urge for understanding privacy issues emerges from big 

data analytics and the implementation of different technologies (van Zoonen, 2016). Arguably, 
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discussions regarding the “social effects of data collection and analysis” (van Zoonen, 2016, p. 

472) provide different insights on how these new types of governance based on the ‘politics of 

city data’ threaten people’s right to privacy when considering the gathering of sensitive 

personal information being collected. For instance, a framework of privacy concerns in smart 

cities could be analyzed in two dimensions: sensitiveness of data (personal or impersonal) and 

data collection purpose (services or surveillance), which should also include the processing of 

the data collected (van Zoonen, 2016).  

On the other hand, these technologies substantially prevent individuals from exerting 

control over their personal information (Cavoukian, A., & Jonas, J., 2012). Although this 

process was minimized with the creation of a new regulation that aims to mitigate data breaches 

and restore individual’s control over the lifecycle of their personal information, the GDPR (Ryz 

& Grest, 2016), big data still “generate enormous values to society” (Cavoukian, A., & Jonas, 

J., 2012, p. 13). Friedman (2000) suggests that at the same time information technologies are 

capable of processing and collecting information about many people, it “also makes it 

inexpensive to keep track of the conditions under which various pieces of information can be 

disclosed” (Friedman, 2000, p. 205). Moreover, the author developed his argument by engaging 

in anonymized transactions, which ensures that no party involved in the transaction get access 

to relevant information about the individuals. This approach entails a “combination of 

technologies for information processing and encryption” (Friedman, 2000, p. 205) to safeguard 

information and protect privacy from any type of interception. Therefore, designers and 

engineers should be aware that a more responsible innovation should keep pace with ethical 

considerations and embedded privacy settings (Cavoukian, A., & Jonas, J., 2012). 
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2.3 PRIVACY BY DESIGN 

The efforts on inserting privacy into the technological development depicted the urge 

for developers to take into consideration their socio-ethical responsibility in the process. For 

instance, it addressed the importance of considering what impacts for privacy a new system 

would have. Thus, this section will elaborate on the emergence of PbD as part of the solution 

to the problem.   

During the 90’s, the category of Privacy-Enhancing Technologies (PETs) was 

formalized by Ann Cavoukian, the Ontario’s Privacy Commissioner, the Dutch Data Protection 

Authority and the Netherlands Organization for Applied Scientific Research. The increase in 

interconnected information technologies and in the volume of personal data collected pushed 

the mindset on privacy protection from legal compliance to the incorporation of technologies 

that could enhance privacy as well (Cavoukian, 2010). This shift was introduced by the concept 

of PETs stressing how data protection regulations’ practices “could be reflected in information 

and communication technologies to achieve strong privacy protection” (Cavoukian, 2010, p. 

247) and proposing “technologies that minimize the processing of personal data” (Domingo-

Ferrer et al., 2014, p. 1) by maintaining their trustworthiness as well. Although it took some 

time until the concept finally reached global reconnaissance, eventually it was incorporated by 

both privacy and information technology fields. As technology and privacy evolved and 

constantly (re)shaped and challenged societies, the stakes for data subjects became higher.  

Finally, in 2009, during the conference Privacy by Design: The Definitive Workshop in 

Madrid, the seven principles of privacy by design were presented. PbD was proposed as one of 

the most relevant guidelines for data privacy at the time. The concept was an extended version 

of PETs and was formulated to address “the ever-growing and systemic effects of Information 

and Communication Technologies, and of large-scale networked data systems” (Cavoukian, 

2011, p. 1). Similarly, to the PETs’ objectives, PbD encompasses the need for preventative 
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measures for privacy by changing organization’s mentality regarding privacy and incorporating 

these strategies as their default mode of operation, instead of mainly relying on remedy 

solutions provided by legislations. PbD was intended to fully safeguard personal data, 

particularly sensitive data, with the objective of ensuring privacy and individuals’ control over 

their own personal data, while offering a “sustainable competitive advantage” (Cavoukian, 

2011, p. 1) to organizations.  

The importance of the PbD strategy is to ensure responsible information management 

with regard to strengthening personal data and maintenance of relationships in the context of 

technological development. It is extremely necessary for business to incorporate a privacy 

approach in order to ensure customer’s trust and to keep generating business (Cavoukian, 

2010). Indeed, to keep pace with the technological and business success, one must be able to 

demonstrate a privacy focus strategy and compliance with trusted privacy practices and 

technological procedures according to one’s necessity. Thus, internal and external growth are 

mainly related to these requirements and can be translated into competitive advantages in the 

market – what Cavoukian called “Privacy Payoff” (2010, p. 249).   

Additionally, the concept of PbD addressed the importance of moving beyond 

compliance and adopting preventative measures to enhance organizational accountability 

(Cavoukian, Taylor, & Abrams, 2010).  The debate on the necessity of an “accountability-

based regulatory structure” (Cavoukian et al., 2010, p. 407) was proposed in cases where 

societal objectives towards the protection of individuals from any harm need to be embedded 

in organizations. The authors state that PbD, as a conceptual model, can enable this level of 

privacy-protective control for management of information into every layer of a business 

process. Therefore, accountability becomes the governance model for organizations and 

stresses the importance of overcoming privacy and security risks through PbD (Cavoukian et 

al., 2010).    
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In that sense, PbD was intended to fully cover what Cavoukian (2010) called the 

“‘trilogy’ of encompassing applications” (2010, p. 249): first, IT systems, second, accountable 

business practices and, third, physical design and networked infrastructure. The differential 

perspective of PbD is the constant need to ensure personal privacy and to provide a solid 

foundation of trust. Incorporating the strategy of PbD relies on fully complying with the seven 

foundational principles developed by Cavoukian. Thus, the essential seven foundational 

principles proposed by the PbD approach are:  

1.  Proactive not Reactive; Preventative not Remedial 

The PbD approach is expressed in this principle by the change from reactive to 

preventative measures. It proposes an attitude that focus on anticipating privacy 

invasive events and preventing them from happening. Thus, PbD aims to minimize risks 

by focusing on prevention and avoiding remedy actions for privacy events; it “comes 

before-the-act, not after” (Cavoukian, 2011, p. 2). One of the examples of how to 

achieve this would be by adopting mechanisms to resolve privacy issues before they 

could evolve into a problem (Cavoukian et al., 2010). 

2. Privacy as Default Setting 

The default settings in this principle relates to ensuring any type of IT system or 

business practice have the maximum degree of privacy for personal data by default. The 

idea is that personal data must be automatically protected in any system; thus, 

individuals are not required to take action to protect their own information (Cavoukian, 

2011). One example is to have a secure environment where the collection and 

processing of data would happen, ensuring consumers/customers’ trust on the entire 

process (Cavoukian et al., 2010).  
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3. Privacy Embedded into Design 

This principle addresses the importance of embedding privacy “into the design and 

architecture of IT systems and business practices” (Cavoukian, 2010, p. 250). In that 

sense, it means that privacy should be considered by engineers since the first step of the 

designing phase. Likewise, preventative privacy-measures should be introduced into 

the core functionality as one crucial component to be delivered. Furthermore, since 

organizations’ accountability can be assured when privacy is embedded into the design 

of different business processes (Cavoukian et al., 2010), delivering privacy as an 

integral part of the system assures both privacy and functionality.   

4. Full Functionality – Positive-Sum, not Zero-Sum 

This principle evokes one of the concepts from game theory, namely the Positive-Sum. 

To begin with, Cavoukian cites two of the concepts within game theory: i. positive-

sum, the sum of the outcomes of a situation must be greater than zero, and ii. zero-sum, 

the sum of the outcomes must be equal zero. In this model the variables in question are 

functionality and privacy, thus, the sum of the equation relates to the sum of changes in 

both variables. PbD aims to achieve a double ‘win-win’ model, where both functionality 

and privacy can be reinforced, avoiding the ‘trade-offs’ forced by the (false) dichotomy 

of privacy vs. security within the traditional model of zero-sum (Cavoukian, 2011). In 

other words, with PbD privacy and functionality can be equally enhanced and achieved 

without any trade-offs. Hence, organizations with structured mechanisms and rules to 

ensure individual privacy are aware of the risks involved in this process and are capable 

of generating economic value more appropriately (Cavoukian et al., 2010). 

5. End-to-End Security – Full Lifecycle Protection 

This principle addresses the importance of ensuring a proper lifecycle management of 

information. PbD seeks to embed privacy measures “throughout the entire lifecycle of 
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the data involved” (Cavoukian, 2010, p. 250), for instance, securing all the data will be 

destroyed within the expected time at the end. In order to be accountable, organizations 

must have privacy-controls in their business processes to ensure adequate assessment 

concerning the lifecycle of the data (Cavoukian et al., 2010).   

6. Visibility and Transparency – Keep it Open 

This principle is aimed at ensuring that every stakeholder within the trilogy must 

operate according to the “stated promises and objectives, subject to independent 

verification” (Cavoukian, 2010, p. 250). Independently of the technology or business 

practice, operations and components must be open (visible and transparent) to 

verification by both users and providers. Thus, to be accountable means to be 

answerable for its business processes and practices, but it also means to have the 

responsibility towards individuals to provide all the necessary information about each 

process (Cavoukian et al., 2010). 

7. Respect for User Privacy – Keep it User-Centric 

Lastly, the seventh principle of PbD addresses the importance of primarily keeping the 

interests of individuals by ensuring strong measures are in place, such as by privacy by 

default, meanwhile it assures “appropriate notice, and empowering user-friendly 

options” (Cavoukian, 2010, p. 250). Therefore, the principle seeks to maintain the 

interest of individuals as the main focus of the model, which is called user-centric. 

Likewise, the management of information must respect individual’s privacy 

(Cavoukian et al., 2010). 

Privacy by Design as a concept, along with the seven principles developed by 

Cavoukian, set the pace for innovative adaptable standards in privacy measure to several areas, 

such as health care and smart grids. Due to its adaptability, a wide range of disciplines and 

areas of service embraced it as part of their discussions; the principles introduced new 
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interpretations such as the use of PbD as an approach to tackle “operational and management 

issues” (Cavoukian, 2010, p. 250). Since the conceptualization of PETs and the development 

of PbD at least two main improvements were introduced: i. the focus on the positive-sum 

paradigm and ii. the possibility “to consider technology, business processes, management 

functions and other organizational issues in a comprehensive manner” (Cavoukian, 2010, p. 

251), whilst embedding privacy in all the layers.   

More than extending the trilogy applications and ensuring preventative measures during 

the entire process-model, PbD seeks to bring awareness to the need for a culture of privacy 

(Cavoukian, 2010). Ideally, it should be incorporated as an organizational approach to create 

positive privacy controls and business opportunities (Cavoukian, 2010). Thus, PbD seeks to 

integrate different parts of privacy protections such as legislations, privacy instruments, 

consumer/customer awareness, accountability, etc (Cavoukian, 2010).  

2.3.1 Criticism of the Privacy by Design approach 

Before diving into the critical debate and analyzing the PbD principles, it is keen to 

reflect on the reasoning behind the term ‘Privacy by Design’ itself. Since the principles of PbD 

are mostly focused at safeguarding data protection, why is the concept not named as ‘data 

protection by design’? To answer this question, it is relevant to analyze Article 25 and the 

Recital 78 of the GDPR. They state that the implementation of appropriate technical and 

organizational measures by companies/organizations with regard to the processing of personal 

data “at the earliest stages of the design of the processing operations, in such a way that 

safeguards [both] privacy and data protection principles right from the start (‘data protection 

by design’)” (“GDPR General Data Protection Regulation,” 2016; “What does data protection 

‘by design’ and ‘by default’ mean?,” n.d.). In that sense, the concept of PbD merges the urge 

to incorporate both privacy and data protection features to implement a desired functionality, 

which means achieving “successful privacy-friendly design of systems and services” 
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(Domingo-Ferrer et al., 2014, p. 4) in a broader spectrum of the field and promoting an 

extensive range of action to safeguard data subjects’ rights.  

The principles of PbD proposed a pragmatic approach to the development of privacy 

and security in technology by integrating several perspectives and methodologies involved 

particularly in information systems. Indeed, the importance of PbD and the awareness 

regarding the risks at stake were reflected on the GDPR and on other privacy practices. Still, 

the strategy is considered too vague to be applied as one practical guideline (Domingo-Ferrer 

et al., 2014; Gurses et al., 2011; Kroener & Wright, 2014; Perera et al., 2016; Spiekermann, 

2012; Wiese Schartum, 2016).  

The first principle entails using privacy standards through a comprehensive and 

proactive approach. PbD aims to cover most of the elements in the composition of a 

system/process in order to ensure data privacy and accountability. However, a gap was created 

between policy makers and engineers when interpreting PbD; due to their lack of knowledge 

in privacy combined with their of experience in engineering systems with privacy in mind and 

the vagueness regarding recommendations about how to achieve data protection (Gurses et al., 

2011).  Additionally, not only there are several definitions of privacy, but also legislations and 

regulatory frameworks may vary according to the region and context where they are 

implemented. Thus, adopting privacy regulations when developing a system also depends on 

the desirable and mandatory requirements of each context (Wiese Schartum, 2016). 

Another issue concerning the gap between policy makers and engineers is the problem 

of communication and lack of clarity, which can be reflected on consumers privacy. Since PbD 

is a socio-technical solution, it is keen that both technical and non-technical strategies have 

explicit privacy requirements to be translated into systems (Gurses et al., 2011). Likewise, 

when delineating an effective and comprehensive guideline for smart cities projects it is crucial 

to consider that such context demands attention to its architectural aspect, usually in the form 
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of IoT structures. Since smart cities use IoT applications, they encompass both software and 

hardware components engaging in “multiple heterogenous nodes with different capabilities 

under different conditions” (Perera et al., 2016, p. 2). Thus, it is essential to provide a PbD 

framework as a systematic guidance to software engineers to assess such complex 

environments, since it can lead to more consistent results (Perera et al., 2016).   

 The second principle states privacy requirements must be into the default settings of 

systems in order to ensure the protection of personal data and, consequently, social trust. 

Nonetheless, the lack of guidance on how to achieve these privacy-friendly settings according 

to the several legal requirements makes this principle unclear. Hence, software engineers and 

those involved in the designing process ought to have in mind the importance of understanding 

which applicable privacy regulations they must follow in order to assure products’ or systems’ 

compliance since the beginning. In that sense, one of the most suitable solutions is the 

integration between areas and experts during the designing step, incorporating the expertise of 

different disciplines to achieve the desirable result in terms of privacy, security and 

functionality (Gurses et al., 2011). 

The third principle concerns embedding privacy requirements into the designing phase 

of a system. The challenges of this principle entails organizations’ commitment to privacy 

strategies – since personal data is one of their core assets – as well as the integration between 

stakeholders in the architectural decisions to assess privacy risks during systems development 

(Spiekermann, 2012). Particularly, software engineers, designers and other actors involved in 

the development or maintenance of information systems often lack the knowledge to 

understand how the principles ought to be applied during the development of a system (Gurses 

et al., 2011). The process of engineering systems should integrate several basic requirements – 

security, privacy and functional related, among others – and it should involve risk and threat 

analysis as well.  
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The fourth principle encompasses achieving privacy requirements without trading it for 

any security features, or vice-versa, when considering the functionality of the system. This 

notion addresses concerns regarding its feasibility and put into question its desirability for 

existing systems/processes. Likewise, by moving away from the dichotomy between security 

and privacy, it dives into the need for ‘pragmatic trade-offs’ that encompass the desirability of 

the outcome between security by design and privacy by design, namely functionality (Bier, 

Birnstill, Krempel, Vagts, & Beyerer, 2012). Besides, another negative consequence caused by 

the vagueness in definitions also applies to the mechanisms used to ensure data protection, 

namely data minimization. For instance, the Data Protection Directive (FIP) and the Article 6 

of the General Directive of the EU restricts data collection and processing differently (Gurses 

et al., 2011; Kroener & Wright, 2014). This fuzziness concerning data minimization opened 

the debate about the consequences of its implementation. Thus, it entails the debate on privacy 

and functionality on the operational level, while discussing what should be the minimum 

amount necessary for the processing of personal data on the implementational level. (Gurses et 

al., 2011). 

The fifth principle of PbD says it is essential to thoroughly analyze the data life cycle 

in order to ensure an adequate data management protection. The importance of understanding 

the IoT architecture present in smart cities is to consider how the data flows according to the 

type of IoT application, but also to reflect on how multiple stakeholders, when applicable, 

ensure data privacy requirements in this scenario. The data flow on the IoT application relies 

on the type of architecture used, which can be either centralized or decentralized. Irrespective 

of the type of architecture, each layer is composed by specific elements as exemplified in Figure 

1 (Perera et al., 2016). Hence, the technical challenge for PbD is to ensure privacy protection 

capabilities in each layer of the net while reaching the results expected with several devices in 

place. Moreover, the non-technical challenge relies on assuring organizational accountability 
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within multiple stakeholders involved in this net, defining specifications according to 

responsibilities and roles. 

The discussion regarding the data flow of the IoT architecture is relevant to explain how 

data moves along the cycle (life cycle phases). According to Perera et al. (2016), “data moves 

through five data life cycle phases” (2016, p. 3) and by presenting the cycles and their 

respective layers it is possible to define the actions that should be taken in each part. Hence, in 

the smart city scenario each phase demonstrated on Figure 1 represents one step to be assessed. 

Thus, this is how the PbD guidance can be provided to IT developers during the entire 

development process of a concept (Hoepman, 2012).  

 

Figure 1. Typical Data Flow in IoT Applications. Reprinted from Privacy-by-Design 
Framework for Assessing Internt of Things Applications and Platforms in Germany, by Perera 
et al., November 2016, retrieved from http://dl.acm.org/citation.cfm?doid=2991561.2991566 
Copyright 2016 of ACM Press. 

The sixth principle addresses the need for transparency by keeping every process as 

visible and open as possible. Although there are several legal requirements regarding 

transparency, there is no clear guidance on how it should be done (Wiese Schartum, 2016). For 

instance, as Recital 39 of the GDPR states “any information and communication relating to the 

processing of those personal data be easily accessible and easy to understand” (“GDPR General 

Data Protection Regulation,” 2016, p. 7), but it leaves room to discussion on how to do it. 
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Likewise, it is also crucial to give the same importance to accountability and transparency in 

the guideline; this argument is based on the fact that organizations must be certain of their 

responsibility to be answerable for their actions. 

Lastly, the seventh principle concerns the data management centered in user’s privacy 

and the empowerment of users. However, the principle lacks a realistic approach to privacy-

design systems and its user-centric notions restricts users mainly to data subjects, excluding 

other potential ones, such as in the case of controller’s personnel or an “automated system 

operated by a large number of data subjects”  (Wiese Schartum, 2016, p. 70). Besides, Article 

23 of the GDPR should be expanded in order to the encompass more than only controllers’ 

systems when it comes to enforcing privacy by design to ensure privacy protections (Wiese 

Schartum, 2016) 

Therefore, these critiques denounce the urge for updating the PbD principles developed 

by Cavoukian, since it is not clear what are the crucial requirements to the development of IT 

systems when considering privacy requirements and focusing on data protection legislations. 

Hoepman (2012) develops one of the most prominent strategies of privacy by design. His 

concept on PbD focus on a guidance for IT developers to be used “throughout the full software 

development life cycle” (Hoepman, 2012, p. 2). In that sense, the guidance works by providing 

a translation of the most important strategies: ”Minimize, Hide, Separate, Aggregate, Inform, 

Control, Enforce and Demonstrate” (Hoepman, 2012, p. 2). Accordingly, Perera et al. (2016), 

developed a new framework of PbD that focused on the first strategy developed by Hoepman 

– Minimize -, validating their perspective on the fact that technologies, IoT applications in this 

case, should “achieve their goals with the minimum amount of data” (2016, p. 3). Hence, Perera 

et al. (2016) put their focus on minimization techniques, which leads to a new set of guidelines 

that ensures compliance through a rigid assessment of IoT applications in relation to privacy 

requirements.   
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Arguably, after reflecting on the seven foundational principles of PbD and its most 

prominent critiques, it is conceivable the proposition of a different guideline to be used as a 

practical model for PbD. This new model shall encompass a practical strategy to address the 

previous gaps in the field: what privacy by design is and how it should be applied in practice 

(Domingo-Ferrer et al., 2014; Perera et al., 2016; Wiese Schartum, 2016).  

2.3.2 New Guideline on Privacy by Design 

This new PbD guideline will develop a more appropriate and practical translation of 

privacy requirements through explicit and well-defined measures. It addresses the “social, legal 

and ethical concerns into systems requirements” (Gurses et al., 2011, p. 1), and, more 

importantly, the concerns on data minimization principles. Moreover, this guideline combines 

several approaches proposed about PbD while taking into account the most relevant criticism 

on the field. Thereby, the new PbD guideline combines parts of existing suggestions on PbD, 

consolidating legal and technical elements through a case-by-case approach.     

1. Identification 

This principle concentrates on proactively identifying the context of information 

systems or design processes, by proposing a series of evaluations as early as possible, 

originated from the first principle of Cavoukian. This principle emphasizes the 

importance of incorporating privacy considerations into every step of IT systems’ and 

organizations’ structures. Ideally, experts should be working together to provide 

support and guidance to ensure a constant privacy-oriented mindset since the 

idealization phase. This involves incorporating several narratives to discuss the 

potential ethical and social implications of information systems to society, which could 

be embodied in the form of internal privacy policy as well as training programs. In that 

sense, the ideal scenario is a proactive behavior that expects ‘over-fulfilling’ the 

systems and processes with privacy requirements (Wiese Schartum, 2016).   
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This principle aims to cover different settings and structures, both organizational and 

technological, by taking into account the systems’, actors’ and regulations’ 

requirements of each case. Since there is no ‘one solution fits all’, the goal is to provide 

tailored analyzes for technology’s and regulation’s contexts to ensure that the most 

appropriate measures can be applied.  

2. Architectural Privacy - Embedding Security 

This principle addresses the importance of assessing the scope of the architectural 

platform, taking into account both new and existing systems, in order to assist and 

enforce information security and privacy techniques: it combines the second, third and 

fifth principles of Cavoukian and defines specific rules on how data management and 

the privacy requirements must be implemented. To incorporate a higher number of 

structures, particularly when considering smart cities platforms, the reference 

architecture used is inspired on the model presented in Figure 2. Therefore, the 

architectural layers encompass: a) Abstract; b) Service, c) Concrete, and d) Platform.  

This principle focus on the incorporation of security and privacy techniques in every 

layer of the architecture, pursuing “confidentiality, accessibility and integrity” (Wiese 

Schartum, 2016, p. 156). Thus, it ensures technical and organizational mechanisms for 

privacy protection of information systems without loss of functionality; moving beyond 

the limited notion of privacy-friendly by default – when data subjects input information 

that can impact their own privacy (Wiese Schartum, 2016).    

Incorporating mechanisms to comply with this principle should encompass information 

security by design and privacy by design as well, for instance, by applying 

transparency-enhancing techniques and intervenability-enhancing techniques (Wiese 

Schartum, 2016). To achieve this requirement, some of the mechanisms are: 

authentication, secure communication, identity management, chain aggregation, 
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knowledge discovery based aggregation, geography based aggregation, chain 

aggregation, time-period based aggregation, category based aggregation, data 

anonymization, encrypted data processing, encrypted data storage, and reduce data 

granularity (Perera et al., 2016; Wiese Schartum, 2016). 

Figure 2. Service-Oriented Reference Architecture for Smart Cities. Reprinted from 
Service-Oriented Reference Architecture for Smart Cities in Leeds, UK, 2017, retrieved 
from http://eprints.whiterose.ac.uk/113342/ Copyright 2016 IEEE. 
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3. Minimum Data, Maximum Privacy 

This principle reflects on the relation between data, functionality and privacy. Avoiding 

the positive-sum proposition of Cavoukian’s fourth principle, this principle also calls 

for an integration of security by design and privacy by design. This principle evokes the 

need for a clear guidance on how to combine privacy and security strategies when 

thinking about functionality, which is the output of the two strategies. Moreover, the 

focus of such combination should be on data minimization, simultaneously ensuring 

data utility and data management control based on privacy requirements. Thus, it allows 

for existing IT structures to incorporate PbD principles into any phase of the system in 

order to prevent business activities’ or business systems’ disruption; however, it is 

important to note that in the case of legacy systems this solution may not work properly. 

For instance, some of the techniques that can be used to ensure data minimization are: 

minimize data acquisition, minimize the number of data sources, minimize raw data 

intake, minimize knowledge discovery, minimize data storage and minimize data 

retention period (Perera et al., 2016). 

4. Transparency and Accountability 

This principle entails the responsibility to inform data subjects, demonstrate and be 

accountable for every system and activity involving the processing of personal data, 

based on Cavoukian’s sixth principle. This principle follows the considerations of 

Article 12 of the GDPR: “transparent information, communication and modalities for 

the exercise of the rights of the data subject” (“GDPR General Data Protection 

Regulation,” 2016, p. 39), encompassing any measure to ensure the exercise of data 

subjects rights. Since data subjects may only exert agency when they are aware and, 

informed of and, if required, have consented to the processing of their personal data, 

it’s crucial the employment of categorical information contents (Wiese Schartum, 



ASSESSING PRIVACY BY DESIGN IN SMART CITIES              32 

 

2016). Additionally, as mentioned during the previous sub-section, accountability must 

be taken into account in combination with transparency in order to establish 

unambiguous procedures and actions; consequently, keeping in mind that visibility and 

answerability are interdependent and beneficial to organizations, besides increasing 

social trust (De Fine Licht, Naurin, Esaiasson, & Gilljam, 2014).   

Some of the examples to achieve this principle are: compliance – policies, laws, 

regulations, privacy framework, guideline, etc –, demonstration of data flow diagrams, 

data management, certification and legitimacy of systems and processes, 

standardization of security and privacy practices (ISO), logging and auditing 

(Hoepman, 2012; Perera et al., 2016).     

5. Data Subject Control 

This principle argues for a shift from the concept of data subject rights to the notion of 

data subject control, contrasting with the seventh principle proposed by Cavoukian. As 

such, combining some elements of informational privacy, it suggests “privacy interest 

exists in restricting access or controlling the use of information about that aspect of 

human life” (Koops et al., 2017, p. 569). Hence, it explains that since privacy 

legislations support data subject rights by imposing several requirements to ensure 

individuals’ agency over their own personal data, organizations merely comply with 

them out of obligation. However, organizations should also comply with legislations to 

ensure data subjects control, and not only to avoid backlashes for non-compliance.  

Additionally, it is essential to data subjects to have a central role in being informed 

about organizations’ processes through transparency and accountability. The positive 

consequences of such change in mindset would encompass an increase in social trust 

and, particularly, the strengthen of organizations’ legitimacy, which entails the 
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“acceptance of decision-making procedures” (De Fine Licht et al., 2014, p. 113) due to 

the general belief that an organization is ‘appropriate and just’ to perform them.  

In order to safeguard data subjects’ rights, organizations must ensure individuals’ 

agency over their own personal data, as well as the power to fully exercise their rights. 

Consequently, this principle aims to move beyond a mindset, avoiding the idea of 

ensuring data subject rights to what it’s defined here as promoting ‘data subject control’, 

by focusing on data subjects’ agency over their own information. A precise and well-

known example would be through Information disclosure proposed by Perera at al. 

(2016), which suggests an active information about acquisition, processing and 

dissemination of personal data at ‘any stage of the data life cycle’ (2016, p. 5). 

This guideline should be incorporated within (any of) the phases of IT systems’ 

development: idealization, elaboration and implementation. It is crucial to consider that 

depending on each case’s context the mechanisms to be applied might change according to 

what is required. Besides, the mechanisms proposed are not related to one specific principle 

nor to one specific phase, since each case has its own particularities and needs. Hence, a tailored 

analysis incorporates the different specifications of the case and provides a clear guidance for 

developers on how, where and when to apply privacy-preventive mechanisms. 

2.4 THE STRATUMSEIND 2.0 PROJECT 

The choice for the Stratumseind 2.0 project – a living lab – in Eindhoven is based on 

the innovative use of information systems combined with other technologies to propose smart 

solutions to the city. As a unique case, it proposes different discussions concerning privacy by 

design and the development of different systems applied in the urban space, although it is not 

fully consolidated yet. The initiative started as a proposition by the city of Eindhoven to reduce 

criminal behavior at the longest pub street in the Netherlands, with the involvement of multiple 
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stakeholders. Then, the city of Eindhoven decided to introduce technology as part of the 

solution for the economic and security agenda.  

As a combination of different projects organized by the DITSS (Dutch Institute for 

Technology, Safety & Security), the smart city project combines several other actors providing 

their own expertise in each area. The project is partially a living lab – organized by the DITSS 

– aimed to provide smart solutions and improve the quality of life in the city through the 

incorporation of smart sensors. Moreover, they implemented smart ICT-based lightening 

systems initially designed to deal with people’s unwillingness to leave their homes to go to the 

city’s famous pub street, Stratumseind, due to high levels of aggressiveness. The objective of 

the project was to reduce criminal behavior and support economic growth in a critical and (still) 

important area of the city, combining resources from different stakeholders to implement the 

achieve the results. For instance, Philips in responsible for implementing the lightening systems 

that can be controlled in the Stratumseind 2.0 base; Sorama support with the sound intelligence 

analysis – visualizing and localizing –; and Axis provides the CCTV cameras combined with 

ViNotion crowd management software capable of interpreting the images.  

The project, as a living lab, monitors several high-tech materials implemented to collect 

data from the Stratumseind. There are “five telephoto cameras and several sound meters and 

22 LED lamp posts in the street” (Merlijn van Dijk, 2018) , and these devices can influence the 

mood of people by using light. The preciseness of these devices rely on an effective data 

collection; for instance, the sound cameras can differentiate the sound of a “gunshot, fireworks 

and breaking glass” (Merlijn van Dijk, 2018). Besides the living lab, the company Atos works 

in a joint cooperation (CityPulse pilot) by offering the real-time analysis – control center – of 

the street. In a different setting, Atos provide the real-time intelligence to analyze the 

information provided by the several sensors on the street. Likewise, they are responsible for 
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promptly sending the information to de Dutch Police in Eindhoven whenever an event is 

triggered.     

Based on the level of complexity, an analysis of this project through a practical PbD 

guideline may provide an impact assessment and compliance overview of the several systems. 

Indeed, the uniqueness of smart cities projects instigated a new guideline that could address 

the specifications of the case while offering general strategies to other cases. The new PbD 

guideline proposed in this study addresses the importance of incorporating specifications to 

each assessment within the framework to mitigate gaps and vulnerabilities caused by different 

factors, such as differences in data protection regulations. 

Accordingly, the new guideline will be used to assess the Stratumseind 2.0 project and 

to test the following hypothesis: 

Hypothesis: The Stratumseind 2.0 project does not fully comply with the PbD guideline 

in the safeguard of data protection. 

By exposing potential risks to data protection and analyzing how stakeholders handle 

PbD when cooperating in the project, this analysis will recommend best practices on data 

protection mechanisms for similar smart cities` projects. 

3 RESEARCH DESIGN AND METHODOLOGY 

This thesis examined how smart cities’ technologies comply with the PbD model 

previously presented. In that sense, a single case study was conducted due to its usefulness in 

allowing an in-depth evaluation from a singular case and for offering generalized 

understandings for similar cases (Simons, 2015). A single-case study offers a “richly described 

and evidence-based [research], in the form of observations and perspectives of stakeholders 

and participants, significant incidents, narratives and critical analysis of any relevant 

documents” (Simons, 2015, p. 176). Since smart cities are a growing tendency that offers 
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several solutions specially to urban development – economic, social and political – it is keen 

to understand the importance of such context and investigate the different risks for data privacy 

within a smart city environment. Therefore, this study aimed to address the gaps on data privacy 

present in data protection frameworks, primarily with PbD, when considering the 

implementation of new technologies that process or collect personal data.  

While there are several examples that can be assessed through the lenses of PbD, a 

smart city project as a case study addressed interesting layers for the analysis, such as 

stakeholders’ responsibilities, the risks to data protection in public spaces and how to ensure 

privacy and security controls in such a complex collaboration. Therefore, to understand this 

phenomenon, it was essential to observe the use of different IT systems in IoT applications and 

the challenges they pose to ensuring individual’s privacy. 

3.1 JUSTIFICATION OF RESEARCH DESIGN 

Despite the potential positive impacts of the project in terms of safety, livability and 

attractivity of smart cities, a new (use of) technology poses challenges to data privacy, both in 

terms of risks and adequacy to the technology (Siggelkow, 2007). Therefore, in order to 

understand this process, a case study is appropriate to demonstrate the importance of a 

relatively recent phenomenon with smart cities because it contributes as a reference to future 

applications of similar settings. In that sense, “cases allow the evaluator to learn intricate details 

of how a treatment is working, rather than averaging the effect across a number of cases” 

(Kennedy, 1979, p. 663). Moreover, it is worth to note that when focusing on a contemporary 

event, adopting as strategy an explanatory case study can be more relevant in obtaining 

insightful information concerning the topic (Yin, 1994).  

Moreover, understanding the challenges and effects for individual’s privacy in public 

spaces helped evaluate how the topic evolved in the legal framework, particularly with the 
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application of a practical guideline for the use of PbD. In that sense, it is essential to understand 

the consequences of the implementation of information systems to society, as well as how these 

systems might impact data privacy in future projects. 

3.1.1 Logic of Case Selection 

This thesis aimed to pursue a theory testing method of the PbD guideline to assess the 

Stratumseind 2.0 project. The living lab is based on the innovative use of information systems 

combined with other technologies to propose smart solutions to the city. As a unique case, it 

proposed new discussions about privacy by design and the development of different systems 

applied in the urban space, although the project was not fully consolidated yet. The initiative 

started as a proposition by the city of Eindhoven to reduce criminal behavior at the longest pub 

street in the Netherlands, with the involvement of multiple stakeholders. 

This study addressed the challenges of privacy by design within and across 

organizations while developing such technologies, which entails organizations’ and systems’ 

accountability. The common factor that links this case to similar projects is the application of 

information technologies in public spaces, which presents new implications for data protection 

and raises unparalleled concerns. For instance, how technological features and governance 

models born from private and public collaborations ensure data privacy through 

anonymization. The logic of this case selection reflected its potential as a new type of 

collaboration in public spaces involving information technologies and the interesting 

dimensions developed by the project regarding PbD. Thus, with these considerations in mind, 

the case allowed the use of the practical guideline of PbD to understand how the project 

incorporated privacy-preventive measures since it started. 
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3.2 OPERATIONALIZATION 

 This study is operationalized through a content analysis founded on the new guideline 

of PbD developed in this research. As a smart city project the Stratumseind 2.0 project can pose 

unprecedent risks to data privacy. Hence, the new guideline on PbD will be contrasted with the 

data privacy risks posed by the smart city project in Eindhoven that were extensively discussed 

in the previous chapter. The new PbD guideline outlines the 5 principles used to define the 

categories and the most suitable indicators for the content analysis, as shown in Table 1. 

Therefore, the content analysis will ascertain whether the Stratumseind project fully comply 

with the new PbD guideline to safeguard data protection. Furthermore, it facilitates the 

identification of vulnerabilities that can be further assessed by the stakeholders involved, if that 

is the case, offering suggestions on best practices. This analysis covers paragraphs in the 

multiple documents about the case and interviews as well. The choice for paragraphs was based 

on the characteristics of the analysis, by focusing on specific terms and contexts. Accordingly, 

this analysis will provide results categorized into ‘covered’ and ‘not covered’. 

Table 1 

Codebook used in this analysis to categorize the five principles of the new PbD guideline  

Code Category Definition Examples Indicators 

1 Identification 

This principle 
concentrates on 
proactively 
identifying the 
context of 
information 
systems, by 
proposing a 
series of 
evaluations as 
early as possible 
and emphasizes 
the importance of 
incorporating 
privacy 

"This type of 
data collected 
for this project 
is…" 

“These 
technologies are 
used for…” 
“The systems in 
place 
perform…”  

Paragraphs 
related to 
applying 
identification 
processes 
concerning the 
context of each 
case, such as 
the type of data 
collected, the 
type of 
technologies, 
the systems in 
place, the 
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considerations 
into every step of 
IT systems’ and 
organizations’ 
structures.  

applicable 
regulations etc. 

2 

Architectural 
Privacy - 
Embedding 
Security 

This principle 
addresses the 
importance of 
assessing the 
scope of the 
architectural 
platform – new 
and existing 
structures – to 
assist and enforce 
information 
security and 
privacy 
techniques. 

"The type of 
architecture 
is…” 

“The reference-
based 
architecture 
relies on the use 
of …” “These 
systems are 
embedding 
techniques 
for…”  

“The platform 
entails a data 
flow structured 
as…” 

Paragraphs 
about how 
techniques are 
applied to each 
layer of the 
structure. 

3 

Minimum 
Data, 
Maximum 
Privacy 

This principle 
reflects on the 
relation between 
data, 
functionality and 
privacy while 
also calling for an 
integration of 
security by 
design and 
privacy by 
design. 

"The techniques 
for data 
minimization 
used are…” 
“The 
functionality of 
the systems 
supports 
maximum 
privacy in…”  

Paragraphs that 
encompass the 
interrelation 
between 
embedded 
privacy 
requirements 
and systems' 
functionality. 

4 
Transparency 
and 
Accountability 

This principle 
entails the 
responsibility to 
inform data 
subjects, 
demonstrate and 
be accountable 
for every system 
and activity 
involving the 
processing of 
personal data.  

“The 
organizations 
inform data 
subjects 
about…” 
“Reports have 
been 
published…” 

“Data subjects 
are aware and 
consented 
the…”  

Paragraphs that 
describe 
procedures and 
practices 
related to 
information 
and 
communication 
of the 
processing of 
personal data.  
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“The privacy 
standards were 
applied…”  

5 
Data Subject 
Control 

This principle 
argues for a shift 
from the concept 
of data subject 
rights to the 
notion of data 
subject control. 

“Individuals are 
aware of their 
rights to…” 
“Individuals 
have the agency 
to request…”  

Paragraphs that 
entail the 
responsibility 
to support data 
subjects’ rights 
by promoting 
control. 

 

3.3 METHODS OF DATA COLLECTION 

This project relied on the collection of data from primary and secondary sources, since 

to conduct an integrative case study it is crucial to obtain enough information. In that sense, 

the different actors involved in the case were contacted to provide official reports and 

documents about the practices regarding the data processing in place and the application of 

privacy by design. Additionally, this data was supported by semi-structured interviews of two 

experts involved in the project. Finally, the triangulation of data was used as a tool to strengthen 

the analysis. The data collection of this study was conducted between October 22, 2018 and 

December 30, 2018. 

3.3.1 Official Documents and Reports 

Documents and publications developed by the Stratumseind 2.0 project, along with 

secondary actors involved in the collaboration, were used to investigate the undertaking 

processing of data and the several technologies implemented. The focus on this particular case 

provides an opportunity to analyze reports regarding the (ongoing) results of the technologies’ 

application and the management of information in place. Thus, the analysis relied on: two 

reports published by the municipality of Eindhoven (Gerwen, 2013; Merlijn van Dijk, 2018), 

two documents retrieved from DITSS (Kanters, 2013, 2017; Kanters & Gemeente Eindhoven, 

2015), one report from a third party (Mol, Khan, Aalders, & Schouten, 2015) and, lastly, a few 
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articles and reports about the case study published by Atos (Atos Group, 2015; “Atos uses Big 

Data analytics for safer streets,” 2015; “Intelligent City Management,” 2015). 

3.3.2 Semi-Structured Interviews 

The aim of conducting semi-structured interviews with open-ended questions was to 

thoroughly investigate the role of professionals involved in the smart city project in Eindhoven, 

allowing the interviewees to elaborate on their own experiences. The semi-structured interview 

strategy entailed initiating the interviews with a brief introduction about the topic being 

discussed. Moreover, it focused on obtaining information about the responsibilities and roles 

of each actor involved, thereby supporting an in-depth analysis of the entire project. Therefore, 

interviews provided clarification on stakeholders’ participation in the Stratumseind 2.0 project, 

regarding the mechanisms in practice that ensure data protection within the framework of 

privacy by design. After the interviews were conducted, the transcriptions were made to 

facilitate interpreting the analysis. 

The first interview conducted took place in Eindhoven at the Living Lab office: the 

interviewee, Tinus Kanters, is the project leader of the Living Lab Stratumseind. The interview 

elucidated the application of the several systems and sensors, while addressing the level of 

cooperation in the project, and the implementation of privacy requirements into the project.  

The second interview was conducted through Skype: the interviewee, Albert Seubers, is the 

director of Global Strategy IT in cities at Atos, which is the company responsible for 

developing the CityPulse Pilot. The interview explored the real-time analysis propelled by the 

CityPulse software and the challenges for data protection. Furthermore, the interviews were 

used to support the content analysis of the other documents (Yin, 1994).   
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3.3.2.1 Ethical Considerations. 

An ‘informed consent’ (Allmark et al., 2009) was given to the participants during the 

interviews, and the statements provided the following remarks: 

i. A brief description of the content of the thesis; 

ii. Brief personal introduction as researcher and explanation about the participants’ rights 

as subjects of the study; 

iii. The use of process model of consent: confirmation of voluntary participation and that 

the interview may be terminated at any time (Allmark et al., 2009); 

iv. A summary of the findings after the interview and potential termination of the 

participation (if requested);  

v. An acknowledgement regarding potential implications with the thesis’ results; 

vi. Anonymity (if requested); 

vii. An acknowledgement of the benefits of the study and their contribution (if requested); 

Moreover, the files obtained with the interviews, including recordings and transcripts, 

were securely stored and anonymized, to ensure a safe disclosure of these data and minimize 

reliability issues. 

3.4 VALIDITY ISSUES 

To avoid construct validity issues, multiple sources were used to support the findings 

by comparing interviews with the different documents and articles particularly related to the 

implications to data privacy. When considering the issues of reliability, protocols for interviews 

were provided to the interviewers and a description of the procedures for the analysis of the 

other documents was specified as well (Yin, 1994). The research was restricted by the 

stakeholders’ willingness to engage: although the main data source was concentrated on the 

documents retrieved from them, there was limited access to such information online. Some of 
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the experts provided relevant information regarding the use of IT systems in smart cities; 

however, the collection of data about different technologies’ applications can still be 

considered limited. Besides, the triangulation of the data from multiple sources and methods 

was applied to minimize the internal validity issues – in terms of credibility – and the external 

validity issues – in terms of qualitative boundaries for generalizations (Løkke & Sørensen, 

2014).  

In addition, applying a case study research design might have presented constraints in 

terms of replicability. The features and variables in the case selected can be replicable in other 

scenarios, but the focus of this thesis – privacy implications – might largely differ depending 

on the legal and political context. Nonetheless, when considering the generalization concerns 

due to the case’s specifications in terms of population and unit of analysis, there was sufficient 

theoretical background to support the analysis, providing adequate considerations applicable 

to similar structures (Yin, 1994). In other words, the theory of PbD addressed the concerns 

regarding “context and particularity” (Simons, 2015, p. 173) by incorporating these factors into 

the framework. The PbD guideline stated that in order to be effective, context and particularity 

were the main factors to be analyzed during the initial phase of any systems’ designing. 

Therefore, by integrating these two essential variables into both the analysis and the 

methodology itself, the framework of PbD ensured replicability on the basis of its case-by-case 

and holistic approach (Simons, 2015). 

4 ANALYSIS 

The present chapter provides an assessment of the PbD principles in the Stratumseind 

2.0 project. Moreover, the first part of the analysis outlines the stakeholders’ cooperation in the 

project while evaluating the most relevant aspects regarding data protection, which means 
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considering the roles and responsibilities in the Stratumseind 2.0 project. Next, the project will 

be contrasted with PbD principles.  

 Stakeholders 

As previously mentioned in section 2.3, the Stratumseind 2.0 project – and the joint 

collaboration with the CityPulse pilot – consists of a cooperation network that incorporates the 

quadruple helix to improve safety and the quality of life in Eindhoven. The quadruple helix 

encompasses governments, businesses, knowledge institutes and citizens, and is the structure 

in which the project is being developed in Eindhoven, supporting an integrated ecosystem to 

exchange knowledge with the several on-going smart city projects around the country (T. 

Kanters, personal communication, October 22, 2018). It is important to notice that, although 

there are multiple actors involved in the project, only the most prominent ones are mentioned 

in this analysis, as shown in Table 2. 

The expansion of the project can be perceived as part of the strategy adopted to engage 

several actors into the different field labs developed along the years. The cooperation 

developed in the regions of Eindhoven, Amsterdam and Rotterdam, which is called Brainport, 

focus on “health, mobility, energy, food and safety” (Kanters, 2017, p. 2) with the goal to use 

technology to become an example of smart society. 

Ever since the project started, the discussion on data ownership appeared as one of the 

biggest challenges, proposing questions such as “who owns the data coming from sensors on 

the street?”. The project encompasses multiple stakeholders, therefore, the legal boundaries for 

privacy and for contractual agreements evolved as a complex challenge to the cooperation for 

those involved. Particularly regarding the cooperation with the police, the limitations for the 

living lab’s range of action became more evident and demanded well-defined strategies to 

ensure compliance with privacy requirements. 
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Table 2  

Roles and Responsibilities of stakeholders in the Stratumseind 2.0 project and CityPulse Pilot 
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 For Tinus Kanters, the project leader of Stratumseind 2.0, and for the municipality of 

Eindhoven, one of the main propositions of the project is to develop an open data library to 

divulge results obtained with all the projects, ensuring (governmental) transparency (T. 

Kanters, personal communication, October 22, 2018). However, when dealing with such a 

complex infrastructure considering all technological components (sensors) from different 

suppliers, an (on-going) discussion on what was missing in the privacy domain emerged with 

this new scenario. Promptly, it escalated to the national level, incorporating the Ministries of 

Justice and Internal Affairs and the National Privacy Authorities, stablishing round-table 

discussions concerning the data retrieved in public spaces in the country (T. Kanters, personal 

communication, October 22, 2018). Thus, the efforts were concentrated on clarifying the 

boundaries of each sector – public and private – with regard to data management in public 

spaces, particularly in safeguarding citizens’ privacy in public spaces.  

    Accordingly, citizens were inserted as a center piece in these debates, as well as in 

technological developments of the project, meaning that individuals were (and should be) 

informed, when necessary, of every step of this process (T. Kanters, personal communication, 

October 22, 2018). Likewise, the living lab addressed the importance of integrating citizens to 

the experiments in order to sustain social trust. For instance, informing residents and visitors 

at the Stratumseind ensured social acceptance, creating a hospitable scenario for the lighting 

experiment, and the sound and even cameras application.    

Thereafter, certain technological developments reached the public sphere, shifting the 

social mindset from acceptance to the invasion of privacy. This critical reaction emerged when 

the living lab decided to initiate the experiment with fragrances to influence people’s behavior 

on the streets, similarly to the lighting poles in place. The new step into adopting sensors that 

would spread the fragrance (of orange) were deemed too intrusive and people started 

questioning such level of interference; however, the technique has been (mostly) used in  
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private spaces for quite some time, such as in shopping malls and stores (T. Kanters, personal 

communication, October 22, 2018). The interesting point explored in this critical reaction is 

people’s ‘unwillingness to be observed or interfered in public spaces’, as described in the 

definition of ‘behavioral privacy’ proposed by Koops et al. (2017). Furthermore, the 

repercussion instigated a new debate regarding the ethical dimension behind the application of 

information technologies, stressing the importance of transparency and openness to citizens.  

Moreover, the importance of understanding the interaction of stakeholders in the smart 

city project relies on the applications of privacy requirements, which means addressing the 

complexity of incorporating privacy into every i. layer of the systems, sensors, activities and 

any other component (technical components), but also ii. strictly defining which actors must 

comply with privacy requirements (organizational components). Since there is no guideline on 

developing smart city projects, most of the current projects are pioneers in the field.  

Overall, the smart city project in Eindhoven was developed with the focus on 

safeguarding citizens’ privacy, implementing several strategies related to PbD. Thus, the 

following part presents an assessment on the PbD principles contrasted in the Stratumseind 2.0 

project: 

1. Identification 

The application of the first principle concerns the identification of the context in which 

the project took place and the technological instruments implemented to achieve the projects’ 

objectives. Likewise, it means defining what will be applied, in what ways, and, especially in 

the smart city context, by whom. Accordingly, the first information provided by DITSS 

(Kanters, 2017) regarding the application of this principle entails defining the mission of the 

project as a test facility, and an enabler for other field labs, for new technological solutions and 

the several technical components required for such implementation, such as smart sensors, 

smart data and others. Additionally, they have expanded the project using a “tailor-made 
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context brokers/event processors” (Kanters, 2017) strategy, promoting a tailored application of 

technologies according to its context, which means the range of action and limitations of the 

stakeholders; for instance, in the case of the living lab, the responsibilities rely on the aspect of 

a research lab that collects, gather and analyze the data obtained from the sensors. Likewise, 

the project focus on the concept of quadruple helix, which indicates the involvement of 

companies, educational institutes, governments and citizens in the projects, and as well as the 

Brainport region, meaning the regions of Amsterdam, Eindhoven and Rotterdam working 

together in an ecosystem supporting an exchange of knowledge and experience of smart city 

projects (T. Kanters, personal communication, October 22, 2018).  

Also, the project provides clarification on the functionalities of the several implemented 

technologies – lighting, video analysis, sound detection and others – to achieve the  ‘integrated 

Smart Crowd Management’, safety and security (Mol et al., 2015, p. 10). Moreover, it depicts 

the incorporation of privacy strategies, including PbD, from the beginning, specifically with a 

privacy policy for Eindhoven, combining the efforts of several actors to ensure an adequate 

incorporation of privacy requirements. For instance, during the interview, Kanters (personal 

communication, October 22, 2018) addressed the importance of incorporating privacy by 

design since the beginning of the project in both organizational and technological elements to 

avoid privacy breaches. Additionally, he explained the importance of defining the adequate 

and appropriate mechanisms in order to demand compliance from companies in the project that 

may not necessarily be concerned with ensuring individuals’ privacy.  

Nonetheless, the analysis of the documents from the municipality of Eindhoven only 

provided superficial information regarding the technical components used in the project. The 

one technical description offered by the municipality entails the mission of the project in the 

field of crowd management, justifying the combination of data from multiple sources (Merlijn 

van Dijk, 2018). Still, the objectives are specified and the documents provide a detailed 
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description of data (sources), such as noise levels, temperature, visitor numbers, etc (Gerwen, 

2013, p. 7). Furthermore, the report about the plan of approach for the project provides a 

detailed description of the actors’ responsibilities and goals (also mentioned in Table 2) 

(Gerwen, 2013). Likewise, a description of how the cooperation was stablished is also present: 

the report explains the requirements that companies had to comply with in order to participate 

in the project, such as the type of technology to be used, how it would be explored and the 

specific functionalities as public utility (T. Kanters, personal communication, October 22, 

2018). 

Finally, in the case of the CityPulse pilot, the application of this principle concentrates 

on specifying the sources to be used in the big data analytics, in order to support the police with 

informed decisions about events that may happen at Stratumseind. This project is coordinated 

by Atos, which combines “both big data analytics and real-time analytics with privacy 

guarantees” (“Atos uses Big Data analytics for safer streets,” 2015, p. 1), analyzing data from 

sound sensors, security cameras, microphones and social media, to create intelligent patterns 

that recognize triggers in specific situations and alert the police control room (“Intelligent City 

Management,” 2015). Thus, the main goal of the project was to support authorities with a 

predictive system and avoid the escalation of certain events, using “‘on the ground’ information 

with data gathered online to create a powerful picture of the street” (“Atos uses Big Data 

analytics for safer streets,” 2015, p. 2), providing a well-structures outlining of the first 

principle.  

  Two critical aspects related to the application of this principle are the challenge of data 

ownership, which escalated to the national level with round-table discussions, and the outlining 

of a system architecture, which incorporates elements such as technical user experience, open 

data and software to the discussion (T. Kanters, personal communication, October 22, 2018).  
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2. Architectural Privacy – Embedding Security 

The second principle encompasses the application of techniques for security and 

privacy in each layer of the architectural platform. Firstly, it is important to identify the scope 

of the architecture used in the Stratumseind 2.0 project, which is inspired by the FIWARE 

(Open Source Platform for our Smart Digital Future) architecture, supporting a smart city 

platform “as a data/knowledge hub and non-intrusive, open to third parties” (Kanters, 2017, p. 

31). The structural services performed by the living lab are “sensors, infrastructure, social 

network, actors, monitoring, big data storage, 3D models, organization and people, etc” 

(Kanters, 2017, p. 14). The data is gathered from a range of existing sources and the sensors 

are ‘info aligned’, enabling a cross-reference analysis of the data, when required, as well as the 

collaboration between partners when conducting the analysis. The sound analysis, provided by 

the Sorama sound imaging system, depicts sound level and sound spectrum, detecting the mood 

in the street, levels of stress and, finally, an aggression event; when an aggression is detected, 

an alert is sent to the authorities (T. Kanters, personal communication, October 22, 2018). 

 

Figure 3. Sound analysis, detection of anomalies. Reprinted from Living Lab Stratumseind, 
DITSS, 2017, retrieved from  https://www.bnsp.nl/wp-content/uploads/2017/10/Presentation-
LL-sept..pdf of © Tinus Kanters.  
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The camera network, supported by ViNotion, provides an anonymized system that 

outputs the counting of visitors in the street and performs movement detection, revealing 

anomalies such as people running or moving in groups (Kanters & Gemeente Eindhoven, 

2015). 

  

Figure 4. Video Camera (anonymized) system. Reprinted from Stratumseind 2.0: Big Brother's 
surveillance and interference in people's lives, YouTube, 2018, retrieved from 
https://www.youtube.com/watch?v=IiVEs6GIJT8.  

For this principle, despite the differences in activities by the living lab (research lab) 

and the CityPulse pilot (real-time analysis), the description is centered in the structure of the 

platform that supports all projects. In that sense, all the sensors and data sources for the video, 

five audio sensors and social media analysis were connected wirelessly in conformity with 

open standards, besides the continuous effort put into developing a standardized API for this 

project based on the FIWARE architecture (Mol et al., 2015). A netcentric information 

gathering is used, with a dashboard presenting information from all sensors, including sensors 

that are not used anymore due to potential privacy breaches, such as MacAddress readers. 

Moreover, the challenge of system architecture encompasses the lack of regulations concerning 

the designing of digital cities. 

 Additionally, some of the systems incorporated by the project were also developed by 

citizens, such as the network of air quality measurements in Eindhoven (T. Kanters, personal 
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communication, October 22, 2018). In that sense, the involvement of different actors proposes 

a well-defined organizational arrangement based on the “different levels of access to personal 

information” (T. Kanters, personal communication, October 22, 2018) and frequent update 

requests enforcing security measures; notably, the participation of the national police 

represents a challenge regarding data management. Hence, they introduced the concept of 

context broker, which is incorporated in the systems architecture and works by collecting a pre-

defined dataset and presenting the requested information on the interface (T. Kanters, personal 

communication, October 22, 2018). Thereafter, by defining the context and providing the 

specification into the context broker, it is possible to avoid privacy, security and safety risks 

while complying with current applicable regulations.  

3. Minimum Data, Maximum Privacy 

This principle argues for a maximum compliance with privacy by using the minimum 

amount of data and focuses on assuring privacy requirements into systems’ functionalities. In 

this case, one of the first concepts exploited in the Stratumseind 2.0 is the modular data 

harvesting, enabling the “(re)use of data for multipurpose”, with anonymized datasets. One 

example of this principle application is the use of cellphone data from Vodafone, which passes 

through a strict process that exclude any type of identifiable data (also the origin is not indicated 

when fewer than fifteen visitors come from the same region) before sending it to the living lab, 

supporting an analysis of the origin of visitors at Stratumseind (Merlijn van Dijk, 2018, p. 50). 

Moreover, every footage is anonymized, not stored or accessible to third parties, presented in 

the form of data statistics regarding the people counting (Merlijn van Dijk, 2018). This is also 

applicable for Bluetooth and MacAddress readers that are no longer used due to the lack of 

techniques capable of masking the identifiable information retrieved from them. 

Primarily, the sensors for camera and sound used personal data in the beginning of the 

project: at first, a system blurred individuals’ faces retrieved in the cameras’ image and 
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presented in the dashboard, until the living lab realized it was possible to revert the action. 

Similarly, it was possible to determine where sound decibels came from and inform about both 

noise levels and origin locations from the sound sensors, which was also interpreted as part of 

an identification of individuals (Merlijn van Dijk, 2018). The sound systems now define normal 

patterns and the range of the signal, differentiating firecrackers from glass breaking and gun 

shots, while also identifying stress by analyzing characteristics of peoples’ voices.  

Thus, after some years, the project was able to prevent systems from collecting or 

processing personal data. Likewise, social media analysis was incorporated, using public posts 

that could provide a picture of the mood of the environment, with a system capable of listening 

to wordings (“Atos uses Big Data analytics for safer streets,” 2015). Overall, the maximum 

data retrieved is the strictly necessary for operating a service, such as “to get out the signal to 

a service that something is happening over there, could be air pollution, or traffic control or 

anything” (A. Seubers, personal communication, November 30, 2018).  

Regarding the organizational dimension when considering this principle, every 

stakeholder was responsible for embedding PbD into their systems, which facilitated the 

strategy of avoiding the storing of personal data (A. Seubers, personal communication, 

November 30, 2018). Another challenge is ensuring that the outcomes of techniques applied 

for each sensor goes to their right place, for instance, “police information only goes to the 

police” (T. Kanters, personal communication, October 22, 2018). Besides defining these 

limitations, the techniques applied in the data gathered facilitated business intelligence on 

crowd management, which was also relevant for predictions incorporated into the police 

systems. Hence, the goal is enabling systems to interact with each other and perform the desired 

services with the minimum data. 
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4. Transparency and Accountability 

This principle states that the rights to transparency and accountability must be better 

addressed, seeking to approach actors’ responsibility to be transparent and to demonstrate 

accountability for its systems’ activities in the processing of personal data. In this case, the 

strategy is centered on privacy by design and focuses on open standards (Kanters, 2017). 

Indeed, the smart city platform used as reference model is described as “non-intrusive and open 

to third parties” (Kanters, 2017), allowing visibility of processes and openness to the 

assessment by third parties. Additionally, the smart city platform based on the FIWARE 

architecture proposed by the EU is also part of the project strategy to ensure accountability, 

since every layer is visible allowing an assessment of every aspect, when adopting a reference 

model in such complex environment of (potential) sensitive data sources – cities and citizens 

(T. Kanters, personal communication, October 22, 2018). Moreover, certifications and ISO 

norms were introduced as part of the municipality directive to any technology implemented in 

the city enforcing information security and adequate processes in place. 

Besides the architecture, introducing “API agreement, open data principles and IoT 

principles” also promotes compliance to a set of high standards for business to participate in 

smart city projects in the Netherlands (T. Kanters, personal communication, October 22, 2018). 

However, part of the challenge is the political issue regarding pushing companies to accept 

several contractual terms regarding data ownership, for instance, that are not part of regulations 

yet (T. Kanters, personal communication, October 22, 2018). In that sense, while private 

companies insist to avoid the responsibility of informing people of certain actions, such as 

influencing behavior by smell, the living lab initiated the experiment with fragrances and 

immediately started to be questioned about their legitimacy to influence people’s behavior with 

such approach (T. Kanters, personal communication, October 22, 2018).  
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The development of the project also focus on the replicability and expansion of 

solutions tailored to sectors and countries, “personalized anywhere, anyhow, while maintaining 

the strictest security and privacy levels” (“Atos uses Big Data analytics for safer streets,” 2015). 

Before expanding the solution to other situations, the project is supported by parties like the 

University of Tilburg, which ensures the designing of systems and analyze the privacy 

regulations applicable to the project (A. Seubers, personal communication, November 30, 

2018).  

Particularly with the living lab, citizens’ awareness is an essential element to strengthen 

the project’s continuity. They concentrate on disseminating the project in multiple 

communication channels, offering signings and informing citizens about the range of the 

project around the country, aiming to increase acceptance and trust. For smart city projects, 

citizens’ reaction and acceptance becomes an important factor to be taken into account. Hence, 

it is keen to mitigate risks exposed in the smart city context in order to increase citizens’ support 

by being “technologically compliant with standards, market-supported and backed up by a 

flourishing community” (Mol et al., 2015, p. 10). As a smart city project, it is essential to 

constantly inform people on the streets about the analyzes and results, addressing the need to 

comply with the principles of transparency and accountability.  

Moreover, one of the points elaborated is the process of decision-making with 

automated systems.  The limits between human and automated decision-maker are explored 

particularly when it comes to addressing the risks of accountability, responsibility and 

interpretation; thereby, this point also addresses the importance of the GDPR’s provision on 

“Automated individual decision-making, including profiling” (Article 22, “GDPR General 

Data Protection Regulation,” 2016) in the safeguard of data subjects’ rights when it comes to 

automated decision making. However, in order to mitigate the aforementioned risks, the 

decision still relies on providing information to humans to support their decision-making 
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process. Thus, to fully encompass accountability, it is extremely necessary to assess the process 

that entails the data translated into information.  

5. Data Subject Control 

This principle concerns the responsibility of actors to proactively inform and notify data 

subjects when processing personal data to conform with applicable legal requirements. In this 

case, since no more personal data is being collected, there are no requirements to comply with. 

However, an example of a proactive incorporation of data subjects’ rights – data subject control 

– is the importance of informing people through communication and signs that data processing 

is taking place. 

4.1 DISCUSSION 

After the assessment of the PbD principles in the project, this section will present an 

overview clarification of the conclusions drawn during the analysis, determining whether the 

principles are fully implemented.  

The first principle addresses the importance of being able to understand the context in 

which privacy requirements will be applied, which also entails defining organizational and 

technological coordination. In other words, it means that each organization and each type of 

technology demands specific measures, requirements in specific steps. In that sense, the 

challenge for smart cities starts with ensuring a network that tackles both dimensions and their 

components. Moreover, despite the increasing and extensive effort of the project to incorporate 

a holistic and tailored approach to the development of the project, the lack of legislations and 

clarifications on how to coordinate the cooperation hampers the application of the first 

principle.  

The analysis elucidated a substantial attitude towards privacy, notably with PbD 

incorporated into the technical components, since the beginning of the project. On the other 
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hand, when analyzing the documents from the municipality of Eindhoven (Gerwen, 2013; 

Merlijn van Dijk, 2018), it seemed to lack technical specifications regarding the project, 

providing superficial information on how the objectives would be accomplished. However, the 

lack of specific technical information is compensated by an extensive explanation regarding 

the roles of the multiple stakeholders involved in the project (Table 2). This suggests a new 

kind of division between the main actors– organizational expertise and technical expertise – 

promoting a new approach to the integration of expertise and coordination in the smart city 

structure. Hence, this ecosystem is setting the pace for future socio-technical solutions in the 

context of smart societies.  

Additionally, the discussion on data ownership introduced a new mindset regarding data 

management and data processing. It proposes reliability for future initiatives by enforcing 

privacy by design when developing such projects, addressing the responsibility towards data 

privacy and citizens integrity. In a certain level, it also explores the ethical dimension which 

suggests that there are (social) limits to technological interference, also explored with the 

definition of behavioral privacy. For instance, this limitation is explored in the cases of data 

analysis and the translations into decisions, whether it was an automated or human made 

decision, since it incorporates the potential risks and ethical consequences caused by an error 

– ethical and accountable dimensions of the process. Hence, outlining a framework for 

designing digital cities incorporating privacy must address all the dimensions and components 

that encompass the smart city project, ensuring not only (data) privacy but also safety to say 

the least; the implementation of the first principle can be defined as fully implemented.  

The second principle addresses the architectural layers and decisions with regards to 

sensors/systems. Arguably, with the implementation of privacy by design strategies, the project 

relies on achieving their results without risking individual’s data privacy. For instance, the 

video analysis by ViNotion can “even indicate people running, or faces all turning in the same 
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direction” (Mol et al., 2015, p. 52) , but the data “will be blurred at the source which excludes 

personal or facial recognition” (“Atos uses Big Data analytics for safer streets,” 2015, p. 2) due 

to the anonymization technique embedded into the CPU’s systems directly. Moreover, the 

sounds sensors and sound imaging analysis incorporating machine learning to rigorously detect 

and recognize specific sound levels and anomalies to prevent events from happening. The 

Stratumseind 2.0 project validates the opportunity to an efficient cooperation between different 

parties to increasing safety and livability, including between the police and companies, while 

safeguarding citizens’ privacy in the process. Moreover, the project is considered an innovative 

initiative in the country, impelling the continuous effort on (re)defining and (re)discovering 

boundaries that are not yet delineated, propelled by the ever-growing challenges concerning 

systems architecture and the lack of legislations for designing smart cities – the digital layer in 

the public domain (Timan et al., 2017). More specifically, this discussion entails defining the 

boundaries on data collection and the use of sensors from any party on public spaces. Thus, 

most of the systems were designed or enhanced to sustain security and privacy, including 

anonymization techniques to avoid the identification of individuals, this principle was 

adequately implemented. 

The third principle argues for the minimum use of data and maximum privacy 

sustaining a system’s functionality. In this case, it addresses the constant effort in avoiding 

personal information to perform the services, even when it could indicate further developments 

or detailed results. Despite the use of personal information in the initial stage of the project, the 

preciseness of services and systems, according to each system and project, demonstrate a clear 

application of privacy features and a high level of maturity in terms of compliance as well. 

However, the lack of specification on certain datasets, data sources and data (re)use leaves 

room to uncertainty. Moreover, it specifically addresses the risk posed by the integration of 

several databases lacking appropriate security and privacy measures in place. Thus, the efforts 
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to avoid the collection and processing of personal data are visible, but the lack of clarity with 

regards to the smart city project’s purpose leaves a gap: the multipurpose of data may broaden 

the opportunities for data analysis, however, it does not categorically specify the type of data 

(re)used.  

The application of the forth principle in this project offers the opportunity to understand 

the use of data collected from sensors that averts personal data, such as the sounds sensors and 

the cameras network – a new perspective for a new context. The project demonstrates a set of 

strategies centered in PbD and translated into the ‘smart city infrastructural information’, the 

building block – architectural reference – used for future projects, and it ensures a high level 

of accountability by following open standards and supporting adequate levels of privacy and 

security measures. Accordingly, the inclusiveness of citizens in the development of systems 

for the city, or in the debates concerning the implementation of the project, addresses the 

importance of the organizational elements in the legitimacy of the project. For instance, the 

debate regarding the fragrance experiment can describe the contrast between making people 

aware of a certain situation and introducing the notion of invasion of privacy in public spaces, 

while also elaborating on the mindset behind the reaction to fragrances in each scenario: does 

the type of influence in behavior (reduce aggressive behavior vs increase consumption) 

expected with the fragrances relevant to peoples’ perception of the situation or is the lack of 

awareness the reason behind the critical reaction to one situation but not the other? 

Additionally, a deficiency in providing the disclosure of the results obtained in the 

project and the burden to retrieve online reports or documents about the project may represent 

an obstacle to ensuring transparency in general. The issue regarding disseminating both ‘data’2 

and ‘information’3 relies on the risk brought by the combination of different open datasets, 

which enables the retrieving of potential personal information. Still, the biggest challenge for 

the city of Eindhoven is to define how to disclosure these datasets. Therefore, this principle is 
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not fully implemented, notably due to the lack of guidance and regulations that sustain the 

development of smart city projects, but the project brought this discussion to a national level 

and is setting the pace for future projects with regards to privacy, security, safety, etc.    

The fifth principle begins by discussing the importance of guaranteeing data subjects’ 

rights and ensuring social trust, which would strengthen data subjects’ control – over personal 

information, when applicable –; also, the impact caused by openness and visibility increase 

citizens’ acceptance to the project’s legitimacy. This principle refers to the processing of 

personal information; therefore, it does not apply while the project ensures the exclusion of 

personal data and the potential identification of individuals. Still, it is crucial to understand that 

data subjects, especially for smart cities, have the control over their information according to 

the rights exposed in regulations, and stakeholders’ responsibility is to ensure citizens’ privacy. 

More importantly, this case outlined that both informational privacy and behavioral privacy 

encompass citizens’ control in the public space, covering privacy beyond the dichotomy of 

private and public spheres.   

Overall, the project demonstrates an ever-growing effort to embed privacy requirements 

and other measures into the project. It was proven a good example for the application of the 

PbD guideline and support the standardization of a single framework for smart cities indeed. 

Likewise, it addressed the importance of an appropriate integration between both 

organizational and technological components for privacy when delineating a smart city project. 

The privacy mindset and the guidance for organizational or technical expertise substantially 

impelled the project to the national level, facilitating future initiatives in the country while 

setting high standard to smart city projects. Moreover, it exposes the efficacy of incorporating 

a holistic and tailored approach when applying PbD: the cooperation between educational 

institutes and companies proved extremely reliable and effective.  
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5 CONCLUSION 

This thesis analyzed to what extent PbD suits this set of cooperation and whether it is 

correctly applied in the technologies integrated in smart cities’ projects. The analysis confirmed 

the hypothesis that the Stratumseind 2.0 project does not fully comply with the PbD guideline 

in the safeguarding of data protection, by providing a full description of what was applied and 

what missed. Thus, in response to the research question presented in this study: To what extent 

are smart cities applying Privacy by Design in the safeguard of data protection?, it was 

determined that the PbD principles were applied in most of the steps, but were not fully 

implemented. In this regard, according to the findings, the Stratumseind 2.0 project ensures the 

application of the principles of identification and architecture privacy – embedding security. 

The principles of minimum data, maximum privacy and transparency and accountability were 

determined as partially applied: they were substantially implemented in the project, still, the 

analysis exposed some missing aspects related to these principles. Lastly, the fifth principle of 

the new PbD guideline for data subjects’ control was not applicable to the project since no 

personal data was being used; however, it suggested the inclusion of aspects that incorporate 

individuals’ privacy in public spaces and, consequently, provided a new perspective concerning 

individual’s control. Furthermore, the project requires some development on PbD strategies, 

but it can be considered a great example of adequate practices and substantial incorporation of 

privacy measures in smart city projects.   

In this thesis, a new guideline on PbD was developed, which incorporates practical 

elements and provides clear guidance for the designing of technologies. The previous 

frameworks, inspired in the seven foundational principles of Cavoukian, often lacked technical 

guidance and practical solutions, leaving a gap in the translation on how engineers and other 

participants should apply the framework. Thus, the new model on PbD has proved to be 
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consistent to its objective of providing a ‘holistic and tailored approach’ as part of a clear and 

practical guideline that encompasses different contexts and applications worldwide.  

   Accordingly, the PbD principles’ inherent characteristics of a comprehensive 

approach address external validity while ensuring generalization for different smart city 

projects. However, as a single case study, the analysis may have developed a limited testing of 

the framework; thus, further validation by future researches should grant the confirmation of 

its replicability in other projects. Still, a challenge for the new model in PbD entails assuring 

the designed and incorporated privacy measures will effectively persist over time. It means 

ensuring that privacy measures must be structured adequately and, consequently, be simply 

incorporated in the PbD steps. Likewise, to ensure the appropriate application of PbD, a 

checklist evaluation should be incorporated during the processes. Therefore, this checklist 

should validate whether all privacy measures are correctly performed and implemented.  

Another challenge for the new PbD guideline is applying privacy measures into legacy 

systems, which means uncertain and (potentially) costly-ineffective results. PbD is aimed to 

the designing of new systems and offers several constraints when it comes to adapting it into 

legacy systems, particularly when considering the risks to systems’ functionality. Nonetheless, 

further research could refine the framework developed in this study by investigating how the 

aforementioned checklist could be incorporated in the PbD strategy and how legacy systems 

could be better incorporated into the discussion. Accordingly, the findings propose numerous 

aspects for further research; for instance, they suggest an examination of the consequences 

introduced by new regulations concerning data ownership and the impacts of a unique model 

for a smart city platform for organizational and technical coordination in bigger arrangements.  

Overall, this thesis confirmed the importance of a practical guideline on PbD to promote 

a stronger privacy mindset and application of specific privacy and security requirements, 

particularly in the context of smart cities, where protecting citizens’ rights is indispensable. 
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The growing tendency of smart cities requires the development of higher standards to ensure 

privacy, security and data protection, considering the risks at stake for individuals. The 

potential greatness of smart city projects for urban development – social, political, economic, 

technological – is undisputable; thus, it is essential to set the pace for future projects in this 

(ongoing) revolution and define high levels of privacy and security requirements to safeguard 

individuals’ privacy.  
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Footnotes 

 

1 “‘Personal data’ means any information relating to an identified or identifiable natural person (‘data 
subject’)” (“GDPR General Data Protection Regulation,” 2016, p. 33) and corresponds with the concept 
provided by the Council of Europe (1981) for the protection of individuals with regard to automatic 
processing of personal data. 

2 “Data are facts that are the result of observation or measurement.” (Landry et al., as cited in Zins, 
2007, p. 486) 

3 “Information is meaningful data or data arranged or interpreted in a way to provide meaning.” (Zins, 
2007, p. 486) 
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Appendix 

Appendix I: Interview Details 

 

ORGANIZATION - PROJECT TITLE DATE OF INTERVIEW 

DITSS – Stratumseind 2.0 
(Living Lab) 

Project Leader October 22, 2018 

Atos – CityPulse Pilot Director of Global Strategy IT 
in cities 

November 30, 2018 
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Appendix II: Operationalization 

Table 1 

Codebook used in this analysis to categorize the five principles of the new PbD guideline (for 

interview and content)  

Code Category Definition Examples Indicators 

1 Identification 

This principle 
concentrates on 
proactively 
identifying the 
context of 
information 
systems, by 
proposing a 
series of 
evaluations as 
early as possible 
and emphasizes 
the importance of 
incorporating 
privacy 
considerations 
into every step of 
IT systems’ and 
organizations’ 
structures.  

"This type of 
data collected 
for this project 
is…" 

“These 
technologies are 
used for…” 
“The systems in 
place 
perform…”  

Paragraphs 
related to 
applying 
identification 
processes 
concerning the 
context of each 
case, such as 
the type of data 
collected, the 
type of 
technologies, 
the systems in 
place, the 
applicable 
regulations etc. 

2 

Architectural 
Privacy - 
Embedding 
Security 

This principle 
addresses the 
importance of 
assessing the 
scope of the 
architectural 
platform – new 
and existing 
structures – to 
assist and enforce 
information 
security and 
privacy 
techniques. 

"The type of 
architecture 
is…” 

“The reference-
based 
architecture 
relies on the use 
of …” “These 
systems are 
embedding 
techniques 
for…”  

“The platform 
entails a data 
flow structured 
as…” 

Paragraphs 
about how 
techniques are 
applied to each 
layer of the 
structure. 
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3 

Minimum 
Data, 
Maximum 
Privacy 

This principle 
reflects on the 
relation between 
data, 
functionality and 
privacy while 
also calling for an 
integration of 
security by 
design and 
privacy by 
design. 

"The techniques 
for data 
minimization 
used are…” 
“The 
functionality of 
the systems 
supports 
maximum 
privacy in…”  

Paragraphs that 
encompass the 
interrelation 
between 
embedded 
privacy 
requirements 
and systems' 
functionality. 

4 
Transparency 
and 
Accountability 

This principle 
entails the 
responsibility to 
inform data 
subjects, 
demonstrate and 
be accountable 
for every system 
and activity 
involving the 
processing of 
personal data.  

“The 
organizations 
inform data 
subjects 
about…” 
“Reports have 
been 
published…” 

“Data subjects 
are aware and 
consented 
the…”  

“The privacy 
standards were 
applied…”  

Paragraphs that 
describe 
procedures and 
practices 
related to 
information 
and 
communication 
of the 
processing of 
personal data.  

5 
Data Subject 
Control 

This principle 
argues for a shift 
from the concept 
of data subject 
rights to the 
notion of data 
subject control. 

“Individuals are 
aware of their 
rights to…” 
“Individuals 
have the agency 
to request…”  

Paragraphs that 
entail the 
responsibility 
to support data 
subjects’ rights 
by promoting 
control. 
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Appendix III: Structuring the Data 

 

Labeling used for interviews and content  

Labels Coloring  

Identification These are marked yellow  

Architectural privacy - embedding security These are marked green  

Minimum data, maximum privacy These are marked red  

Transparency and accountability These are marked blue  

Data subject control These are marked grey  

Stakeholders’ roles and responsibilities These are marked crossed  
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Appendix IV 

Table 2  

Roles and Responsibilities of stakeholders in the Stratumseind 2.0 project and CityPulse Pilot 
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Appendix V 

 

 

 

Figure 1. Typical Data Flow in IoT Applications. Reprinted from Privacy-by-Design 
Framework for Assessing Internt of Things Applications and Platforms in Germany, by Perera 
et al., November 2016, retrieved from http://dl.acm.org/citation.cfm?doid=2991561.2991566 
Copyright 2016 of ACM Press. 
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Appendix VI 

 

Figure 2. Service-Oriented Reference Architecture for Smart Cities. Reprinted from Service-
Oriented Reference Architecture for Smart Cities in Leeds, UK, 2017, retrieved from 
http://eprints.whiterose.ac.uk/113342/ Copyright 2016 IEEE. 
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Appendix VII 

 

 

Figure 3. Sound analysis, detection of anomalies. Reprinted from Living Lab Stratumseind, 
DITSS, 2017, retrieved from  https://www.bnsp.nl/wp-content/uploads/2017/10/Presentation-
LL-sept..pdf of © Tinus Kanters.  
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Appendix VIII 

 

 

Figure 4. Video Camera (anonymized) system. Reprinted from Stratumseind 2.0: Big Brother's 
surveillance and interference in people's lives, YouTube, 2018, retrieved from 
https://www.youtube.com/watch?v=IiVEs6GIJT8.  

 


