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Abstract

B—decay is associated with emitting or absorbing an electron
(anti)neutrino. By measuring the energies of the other particles involved,
the energy of the neutrino can be deduced and with that its mass. It is
proposed to isolate an isotope in a solid-state structure, e.g. graphene or
fullerene and to study the detection spectrum from p—decay inside the
isotope’s nucleus [E. Baracchini et al., arXiv:1808.01892]. The energy
uncertainty due to the zero-point motion of the most popular isotope
candidate, Tritium, has been proved to be too great for a feasible
experiment [Y. Cheipesh, V. Cheianov, A. Boyarsky, Phys. Rev. D 104,
116004, (2021)]. There is, however, no theoretical objection to heavier
isotopes as fp—emitters in the experiment. In this thesis, the energy
uncertainty (or equivalently the lifetime) of heavier isotopes due to the
coupling to graphene is estimated. Also, the influence of the lifetime on
the spectrum is studied.


https://arxiv.org/abs/1808.01892
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.104.116004
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.104.116004
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Chapter

Background

A.H. Becquerel discovered radioactivity in 1897 and many physicists have con-
tributed to this discipline of study such as M.S.S. Curie and E. Rutherford. But it
was not until 1930 that W.E. Pauli predicted the existence of the electron neutrino
to resolve a problem with 8 radioactivity[1].

The problem at the time was the apparent violation of the law of energy con-
servation: the combined energy of the outgoing particles after f—decay should
bring forth a single value, namely the energy of the ingoing particles. However,
a continuous spectrum of energies was measured.

Pauli suggested the presence of an extra outgoing particle as a solution. The
outgoing kinetic energy can be distributed among the different particles. Hence,
the energy of the already known particles can have multiple values depending
on the extent of this extra particle’s kinetic energy. This explains the measured
distributed spectrum. E. Fermi gave the extra particle the name neutrino, which
is Italian for little neutron.

The specific neutrino in the p—decay process is the antiparticle of the electron
neutrino. The reaction involved is:
n—p+e+v, (1.1)
n denotes a neutron, p a proton, e an electron and v, an electron antineutrino. A
similar reaction is the capture of a neutrino by a nucleus:
n+ve —p-+e (1.2)

Experiments from the Super-Kamiokande (SK) and the Sudbury Neutrino Ob-
servatory (SNO) provide sufficient evidence to conclude that neutrinos are not
massless[2]. The mass of a neutron, proton and electron are all well-determined,
but the mass of an electron neutrino is not. The PTOLEMY experiment is a pro-

7
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8 Background

posal to measure the mass of the electron neutrino by comparing the reactions 1.1
and 1.2.

The energy of the electron antineutrino from reaction 1.1 follows a distribu-
tion as discussed. At the end of this spectrum, the neutrinos have almost no
kinetic energy, thus the total energy is approximately E = my,c? (= m,,c?). In
the proposed experiment, the electron neutrino in reaction 1.2 is a relic neutrino
which has almost no kinetic energy. Hence, its energy is sharply peaked around
E = mvecz. Therefore, if both reactions occur in the same experiment, the energy
difference between the broad and peaked distribution will be ~ 2m,,c?. For this
reason, the uncertainty in energy in the final products must be low enough, such
that the broadening does not cause the spectra to be indistinguishable.

The initial idea was that the f—decay takes place inside a Tritium (*H) atom
enclosed in a solid-state environment. Y. Cheipesh, V. Cheianov and A. Boyarsky
proved that the uncertainty in energy due to the zero-point motion of the mother
isotope will be too high for a feasible experiment[3]. However, if Tritium is re-
placed with a heavier atom, then there is no general theoretical objection. Criteria
for this atom are, among other things, the visibility of the cosmic neutrino back-
ground (CvB), the energy uncertainty due to the zero-point motion of the mother
atom and the energy uncertainty of the daughter atom due to the coupling to the
solid-state architecture. Taking the former two into consideration, there remain
some candidates, e.g. Tm-171 and Sm-151[4]. An estimation of the latter criterion
is calculated in this thesis (chapter 3).

Chapter 2 describes the ingredients we need in order to address two prob-
lems: how to find the uncertainty in energy of the f-emitter and how this affects
the extent of distinguishability between the reactions 1.1 and 1.2. The basis of this
approach relies on quantum mechanics and in particular the Anderson impurity
model. Appendices A and B present these subjects in a nutshell. In chapter 3, the
uncertainty in energy is estimated by applying Fermi’s golden rule to the differ-
ent states present in the Anderson impurity model. The influence on the spectra
will be illustrated in chapter 4. Thereafter, the results are discussed in chapter 5
and 6.
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Chapter

Techniques

The coupling to graphene leads to a finite lifetime of the system, i.e. the lifetime
of the electronic configuration of the daughter atom is finite. The time-energy
uncertainty principle tells us that a stable system* has a well-defined energy’, in
other words: TAE ~ . The non-zero uncertainty gives rise to a spread of the p—
and CvB—spectrum. This could lead to an overlap in the spectra, which makes
it impossible to distinguish the decay types from the measured energy. Hence,
the problem at hand is two-fold: we want to know the lifetime of certain solid-
state designs and we want to know what the maximum allowed uncertainty is
for visible CvB—detections.

We are interested in two-dimensional designs of the PTOLEMY experiment[5]
and in particular Samarium or Tritium on graphene[3]. The lattice structure of
graphene allows us to use the Anderson impurity model to estimate the lifetime.
This model describes the energies of an impurity coupled to a lattice. We will
consider the term in the Hamiltonian that described the interactions between lat-
tice electrons and impurity electrons as a perturbation. Then, we will estimate the
lifetime by Fermi’s golden rule, equation A.9.

According to the Anderson impurity model, the density of states (DOS) is
a Lorentzian[6]. If AE = 0, each detection can be described by a small peak
at the measured energy. Due to the coupling, we find that this is a Lorentzian
instead. Since this holds for every detection, we have to convolve the ideal p—
and CvB—spectrum?, so with AE = 0, with a Lorentzian to find the real spectra.
The ideal spectrum we will convolve is based on a calculation of f—decay in
Tritium. We will plot the amount of events per year per energy on the vertical
axis against the energy on the horizontal axis. Therefore, the amount of visible
neutrino detections per year is the area under the non-overlapping part of the
CvB—spectrum.

“With this, I mean a system with a long lifetime.

TWith this, I mean the uncertainty in energy is small.

tBoth spectra are based on B—decay, but I will denote the spectrum corresponding to
reaction 1.1 by B and the one corresponding to reaction 1.2 by CvB.
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Chapter

Lifetime calculation

3.1 Ground state and excited states

According to the Anderson impurity model, a valence electron in an atom con-
tributes to the total energy by a phenomenological parameter E; and similarly, the
presence of two electrons in the valence shell, so spin up and spin down, will con-
tribute U to the total energy, because of the Coulomb repulsion between the elec-
trons. In other words, Himpw,'ty |00) = 0, I:L-mpm-ty |10) = E;[10), I:Iimpwity |01) =
E, |01> and Himpurity |11> = (2Ed + U) |11> where Himpurity = ZO’ Egfige + Uﬁd’rﬁau
and where the first ket component represents the occupation of a spin up electron

and the second spin down.

The ground state of impu-
rity is the lowest energy state.
The lowest energy state de-
pends on the values of the E;
and U. If E; = 0and U > 0,
one can see that |00}, |10}, |01)
are all ground states. Hence,
the line E; = 0 is a bound-
ary between two ground state
regimes as long as U > 0.
The same logic applies for the
boundaries 2E; + U = 0 and
E; = 2E; + U. A visualisa-
tion of the three ground state
regions with the correspond-
ing boundary plots is given in
figure 3.1.

Version of June 24, 2022— Created June 24, 2022 - 13:49

Average occupation in different energy regions
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Figure 3.1: The ground state of the system de-
pends on the values E; and U. The line, E; =
0, is plotted slightly above the U—axis merely
for visual purposes, but in a faithful diagram
they should coincide. The dashed lines are not
boundaries between ground state regions, but
the analytical continuation of such boundaries.
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12 Lifetime calculation

When coupling the impurity to the lattice, in our case graphene, electrons may
be shared between the impurity and the lattice. Therefore, the ground state is a
linear combination of the quantised charge states. A corresponding ground state
diagram would not have strict boundaries, but rather a continuum of ground
states which are superpositions of the former ground states. In this case, we get a
broadening in the DOS.

Fermi’s golden rule may be applied to calculate the lifetime of the system.
The coupling is the perturbation that might excite the initial state. However, the
initial state (projected on the Hilbert space of the impurity) is not the mother
atom (before the p—decay), nor the daughter atom. It is the daughter atom with
the electronic configuration of the mother atom.

Samarium coupled to graphene on Ir(111); Sm@GR/Ir(111), has a net charge
transfer of 0.83 &= 0.03 based on density functional theory (DFT) calculations|[7].
We will approximate the charge transfer to be 1 so that we can approximate the
DOS with a delta function. The validity of this assumption is discussed in chapter
5. Sm-151 has an even number of electrons, so after the charge transfer an odd
number of electrons. Therefore, the ground state of the impurity will be |10) or
|01). Let us assume |01).

3.2 Matrix elements

The interaction Hamiltonian in the Anderson impurity model is given by H’ =
Yook Vi€l do. This is explained in appendix B. We will modify this to a local de-
scription: instead of summing over k in reciprocal space, we integrate over po-
sAitions xAin real space. For this, we need to use field operators (g (x), Pr (%),
Pa(x), P! ,(x) for the graphene electrons and impurity electrons respectively in-
stead of the creation/annihilation operators ¢y, é:;k, dy, cf}.

The problem at hand is two-dimensional, so the field operators have the di-
mension of inverse length: 1(x) « ﬁ with A the area in real space. The interac-

tion part becomes H' = Y, [ d?x V(%) i (X)oa(x) + H.C.
We look at the effect of only one impurity”*, so naturally the wavefunction of

the impurity has a position dependence. Therefore, we write ¥,y = % where

d:, is an annihilation operator in the impurity. The interaction term simplifies to
A = ﬁ Yo [ dx V(x)ids + H.C.

We define the following Fourier transformations.
{ V(x) = [ 42 eFTy { Pog(x) = [ 55 57

2 kX ~ 2 T2 A
Vi=[4Ee " TV (x) Yo = [ 5 e Pog(x)

*An impurity has only a small effect on electrons far away. There may be more impu-
rities, but if they are distributed with a large enough average distance from one another,
then the electrons would feel the effect of maximally one impurity.

12
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3.2 Matrix elements 13

These Fourier transformations may be conjugated to get the transformations
of V( )* Vi, Pio(x) and i . Subsequently, we get

J dzk f 2K
= L[
LK de’ )

fo o (2m)26(k — k') Vi $lds + H.C.

kX —ik % A5
gtikXo—ik:X Vi ll];kdg + H.C.

_ ﬁ / P2k L Vi §td, + H.C.

It is noteworthy that this Vi is not the same as the Vi used in the regular
Anderson impurity model. Here, Vi o« A, because it is a Fourier transformed
quantity and Vj in the Anderson impurity model is independent of the area.

Thus far, we have implicitly assumed the graphene lattice to be a squared
grid. This is the reason we could integrate over x—space and k—space in the con-
tinuum limit. However, the actual structure is a honeycomb lattice. This means
that the symmetry group is C3 viewed from a site, but D¢ viewed from a cell.
The first view gives rise to a way of generating half of the space with two lattice
vectors|[8].

A neighbouring pair of carbon atoms can therefore span the whole lattice.
This gives rise to a new quantum number, , called the valley. The valley remains
present in the Fourier domain: each unit cell contains six points at which the
conduction band and valence band meet, three of those correspond to a = —1
and three to « = +1. In the proximity of these points, the dispersion relation is
linear, so around the meeting points there are so-called Dirac cones. The linear
relation is given in equation 3.1.

ex = w|k|hvp (3.1)

Here v is the Fermi velocity in graphene, which is approximately 10° ms~!
For our purposes, we use the relation €y = «a|k|hvr — p where yu is the chemical
potential, since we deal with a many-body system.

The Fourier transformed field operator ), is called an eigenmode of graphene
and has been calculated in terms of creation and annihilation operators[8]. This
is presented in equation 3.2.

o A
Yor = \/; Y [oratik + Ere@(—0a ) (3.2)

The terms u and v are some normalised two-component vectors. The spinor
3.2 is a solution to the Dirac equation with eigenenergy 3.1. We will use equation
3.2 to substitute in the expression of H' and equation 3.1 in calculating the matrix
elements of the perturbation between the initial state and final states.

We have assumed that the initial state of the impurity is [01), thus the initial
state of our system must be |i) = |01) ® |FS) where |FS) is the ground state of the

13
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14 Lifetime calculation

graphene or in other words, the Fermi sea (FS). We write |i) = |vac). Two types
of transitions described by the Anderson impurity model are the emittance of an
impurity electron to the graphene and the emittance of a graphene electron to the
impurity'. Therefore, the final states are

|fka ) = dJrCTkoc |[vac)

|fku¢ )= dicum |vac)

These final states are allowed for different k and «. After we have constructed
the matrix elements, we will sum over the different possibilities in Fermi’s golden
rule (section 3.3). The first matrix element becomes

(3.3)

(A FY) = (oac| ( \F / 2K L vi Aot + H.C.) ey oac)

UEIC’ /de/ Z Vk/ d+ H Z C(Tk/tx/uk/u’ (34)
+ & Ok ” + H.C. )chﬂ(“ |vac)

Due to the commutation relations of d, we find that only the H.C. part of this
equation will remain.

<1’H/|fk(;)> UﬂC| /de/ Z Vk/ \/ Z Uk/a/uk/a/

+ éak’a’vzkfk/)a’] } )dTéTle ’UHC>

/dzk/z Vk’ Uﬂc‘ ( [ O’k’(x’uk’ﬂc/

oo (3.5)
+ éak’a’vz_k/)a/] ) dTéTkﬂc |ZJ(1C>

1 * %k A A
- / K Vi iy (O1dyd101) - (FS|&haéral FS)

1 % %
= EA " VEui0(1 — €4ka)

The last equation holds, since (vac\qk%c}ka\vu@ = (2n)2A716(k — K)O(u —
€k )- Since the spinor uy, is normalised, we conclude that the squared matrix
element will be

A Vi|?
D) P = DAL o — ey (6)

TThere are more possible processes, e.g. Auger processes, but the omittance thereof
will be discussed in chapter 5.

14
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3.3 Summing over final states 15

Similarly, one can verify that the square of the second matrix element is

N Vi|?
A2 2 = AL (e — p) 67)

3.3 Summing over final states

The uncertainty in energy of the final products can be estimated using Fermi’s
golden rule and the Heisenberg uncertainty principle, AET ~ h where T the
lifetime of the system. Namely, AE ~ % = hl'i,r and by Fermi’s golden rule
IFEES 27” Yl (|H|f) |20(E; — E). This is derived in appendix A.

In section 3.1 we mentioned an approximation of the DOS by delta functions.
This gives us a way to simplify our expression: the sum may be transformed to an
integral in the continuum limit and integrating over a delta function is equivalent

to the evaluation of the integrand.

AE = 27TZf:| (ilH'|f) |?0(E; — Ey)

|Vi|?

(3.8)
=2 ) 5z (00— exea) (B~ EL) + eisa — m3(E — )

The summation of final states has been specified to a summation of k, « and

1 2
l(ax) 4 Elga)

represent the energy of state | fk(i)>, | fk(;)> respectively. The initial energy is E; =
(Es—pu)+ Y (épw — p) and the final energies are
K'a'€FS

the matrix elements have been substituted in equation 3.8. The terms E

EY —2(By— ) +U—(ea—1)+ L (w — 1)

K'«'€FS
2
ED = (e —1)+ T (evw —p)
k'a’€FS
The sum over k'a’ € FS denotes the sum over the different electrons in the Fermi

sea. By subtraction, it follows that
1
{ Ei — E]Ea) = €jq — (Ed + U)
2
Ei — E;E,x) =Ej — €xa
We will plug these values into the delta functions in order to calculate the
uncertainty in energy. Then, we will use the dispersion relation in graphene to
change the coordinates to k—space. Since we assumed the ground state to be |01),
we have constraints on E; and U which will limit the amount of delta functions
that may contribute to the uncertainty. We will further assume that the function

Vi does not depend substantially on the specific value of k, so there is a V such
thatVk: V ~ V.

15
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16 Lifetime calculation

| k|2

AE—ZnZ 5z (O

— ETka)é(eka —(Eg+ U)) + 9(€J,er - V)é(Ed - ekzx))

= ?E|Vk| }l—€¢ka)5(octh|k|—y_(Ed+u))
ko

+0(€ ke — 1)O(Eq — (“hUPW —u)))

:;;vkwe( —ew |ky——(Ed+U+u>)

+0(epa — 1) o d(1K| - E(Ed +1))) (3.9)
=;;|Vk|2(9( ~ () gy : (k| = 1 oy Ea + U+ 1))

+6(eision — 1) O + %(Ed + 1))
N Zz";i;(ew ek - (Ed+U+y>>

+ 0(€ex(—1) — #)O([k| + E(Ed +1)))

Let us substitute the so-called hybridisation energy, Vi; = %. This quantity is
independent of the real space area A just as the uncertainty in energy. However,
if we transform the sum into an integral, } ;, — ﬁ f A’k = % f kdk, we get
an area dependence. This is permitted, because we integrate over the reciprocal
space and the bigger the area gets, the smaller the values of the differential d’k.

However, we integrate over delta functions, so this compensating effect disap-
pears. The compensating effect must therefore be transferred to the hybridisation
energy. In other words, a large area corresponds to a small hybridisation energy.
Then, the uncertainty will have no functional dependence of the area. Thus, the
area could only slightly affect the value of AE, but this originates solely from the
extent to which the continuum limit applies.

7T|VH|2 1
AE = T2 [ (k00— epp i) )oK = 5o (Ea+ U+ 1)

1

K0 (e x1) — WOk + 7 (Ea+ u)))

[Vu|*A 1

= Do [ (k8 — erya))O(k] — o (Ea+ U+ ) (3.10)

1

+K0eyin) — WI(K| + o (Ea+ m))

[Vu|*A

= 2(hop)yz (Fa T U+ 000 = (By £+ U)) — (Eq + )0 (Eq — 1))

16
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3.3 Summing over final states 17

The hybridisation energy of Sm@GR is ~ 0.1 eV with a corresponding area of
(10 A)? based on density functional theory calculations (DFT)[9].

We can translate these Heaviside step functions into three different regimes:
w<E;E;<wu<Ej+UandE;+ U < p. Itis noteworthy that the chemical
potential may be tuned?. Thus, if one is capable of tuning u to be greater than E,
and less than E; + U, then the uncertainty in energy can be reduced significantly.
Namely,

—E; — <E
Vi l2A d—H H d
AEzg(th' 7 Es<u<E;+U
F Es+U+u Es+U<pu
—Ed—]/l ]/l<Ed

(0.1eV-10 A)?

~ 0 Ej<u<E;+U (3.11)
—347c. 612
200075105 | By v it p Es+U<p
—Ed—“l/l ‘14<Ed
~1072-{ 0 Egj<u<E;+U
Es+U+pu Eg+U<up

If u < E,, then it is energetically favourable for the impurity to donate an
electron and if u > E; + U it is energetically favourable to receive an electron.
At these energies, the system is not in a ground state, thus there will be a finite
lifetime which is implies an uncertainty in energy. This can be seen directly from
equation 3.11. If E; < u < E; + U, then the system is in a ground state and an
infinite lifetime implies certainty of the energy. One should bear in mind that
there are other types of physical events that can play a role in the energy uncer-
tainty, e.g. Auger processes. These will be relatively dominant in the case where
Ed <pu< Ed + U.

If the values of E;, U and y are of the order ~ 1eV, then AE ~ 1072eV <«
2m,, ~ 0.24 eV. Here, the upper bound of the sum of neutrino masses, ) m,,
is taken[10]. However, that is only the uncertainty of one detection. The com-
bination of the uncertainty in all the measurements will cause the two spectra
to spread out over more energies. As mentioned in chapter 1, the end of the
B—spectrum will come closer to the tail of the CvB—spectrum and vice versa.
The distinguishability will be investigated in chapter 4.

The uncertainty AE ~ 1072 eV corresponds to a lifetime of T ~ 10713 s by the
energy-time uncertainty principle.

¥This can be done by coupling the graphene to another material, for example another
layer of graphene. We are, however, somewhat limited, since E;, U > Vp. If this in-
equality is not satisfied, perturbation theory breaks down and so does our estimation of
AE.

17
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Chapter

Influence of lifetime on
CvB—detection

In this chapter we will estimate the allowed* energy uncertainty of Tritium atoms
due to the electronic coupling to graphene. The classical spectra are based con-
servation laws regarding reactions 1.1 and 1.2[3]. With classical, I mean that our
calculation of AE is not incorporated.

The horizontal axis of figure 4.1 represents the energy of the outgoing electron
with a translation such that the domain of the f—spectrum contains negative en-
ergies and the domain of the CvB—spectrum positive energies, in other words,
we describe the rest frame of the Tritium atom. The vertical axis represents the
detection rate per energy.

The points in the f—spectrum range from —10 eV to 0 eV, but we want to
include the effect of lower energies as well. The points follow a quadratic curve
from energies close to the origin down to multiple keV below zero'. This also
holds for the f—spectra of Thulium and Samarium. We apply a least squares
method to extend the domain of the Tritium f—spectrum. Additionally, the de-
tection rate per energy is extended to positive energies with an array of zeros. A
visual representation is given in figure 4.1.

“With allowed, I mean that the CvB—spectrum can be distinguished from the
B—spectrum.

TThis is based on data from the IAEA:
https:/ /www-nds.iaea.org/relnsd /vcharthtml/VChartHTML.html.

19
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20 Influence of lifetime on CvB—detection
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(a) The quadratic fit of the (calculated) (b) The quadratic fit on a log scaled plot.
data from —15 eV to 5 eV. The energies range from —1000 eV to
1000 eV'.

Figure 4.1: The linearly and logarithmically scaled plot of the quadratic fit.

From appendix B, we know that the density of states is a Lorentz distribution
(£). To adjust for the whole spectrum (p), we apply a convolution, equation 4.1.

ﬁcorrected(E) = (ﬁclassical *E)(E) = /—:0 dE ﬁclussical(E)ﬁ(E - E) (4-1)

We are particularly interested in energies E near the neutrino energy. We will
assume that the CvB—spectrum is centered around 0.05 eV. This assumption will
be discussed in chapter 5. We will distinguish a low energy and a high energy
regime from one another in this integral. The lowest energy of the f—spectrum is
roughly —18 keV'.

—1 keV 5 0

dE ﬁ(E)E(E—E)Jr/il dE BEILE-E) (42

(B=0)(E) = [

—18 keV

We will assume that the f—spectrum is still “reasonably well-described” by
the quadratic fit B(x) = Ax? + Bx + C down to some energy of the low energy
regime, so (—18 keV, —1 keV), and that the other energies will not contribute sub-
stantially to the convolution. We will elaborate on this in chapter 5. Let us assume
this energy is roughly —15 keV. We will show that the low energy term in the con-
volution will be independent of the energy E, which is chosen near the neutrino

energy. For this, we will use that for all E < —1keV: AE? + BE + C ~ AE? and
AE”_ . AE
E24+(AE? © B2

20
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/1 “ 4 BE)L(E—E) x/

—18 keV —18 keV
AE

(—E)?+ (AE)?

—1keV B 5
z/ dE (AE*+BE+C)
—15 keV

—1 keV
~ / ai Ak
—15 keV E?
=16 keV - AAE

~ 10 eV 2yr—1 . AE

(4.3)

The last equality follows from the value of the fit parameter A ~ 10! eV 3yr~1.

From now on, we will consider only the high energy term, | _01 oy A4E B(E)L(E —
E), in the numerical analysis and we will adjust the end result with the additional
factor of the low energy term if necessary.

Not only the B—spectrum, but also the CvB—spectrum is prone to the uncer-
tainty in energy, so we convolute both with a Lorentz distribution. The uncer-
tainty in energy is related to the width of the Lorentzian. This changes the spread
in the distribution as can be seen in figure 4.2. In the figure, low uncertainties
correspond to the graphs with dark colours. One can see that the CvB—spectra
with low uncertainties converge to the original spectrum. The convergence to the
original B—spectrum is slower: for positive energies, the values of % should fall
down to zero.

Spectra with different uncertainties

B — spectrum,  AE=le-02eV
10" CVB — spectum, AE= le-02eV
) —\E B — spectrum,  AE = le-03eV
'TZ 10 CvB — spectrum, AE= le-03eV
T‘” T —— [ — spectrum, AF = le-04 eV
3 CVB — spectrum, AE= le-04eV
'ﬁg 10’ —— B — spectrum, AF = le-05 eV
4 _____————“"F_/ e— —— CUB — spectrum, AE= le-05eV
0 —— B — spectrum, AF = le-06eV
o . : . ; . —— CUB — spectrum, AFE= le-06eV

0.4 —0.2 0.0 02 0.4

Eei — (Q —Erec) [8V]

Figure 4.2: The uncertainty in energy broadens the distributions.

Note that the graphs of AE = 107> ¢V and AE = 10° eV of the B—spectrum
coincide. This is a numerical effect and arises from a discrete convolution instead
of a continuous one. For the calculated data, this effect would arise at AE =
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22 Influence of lifetime on CvB—detection

1073 eV, but in figure 4.2, there are 100 times as many points taken into account
by the employment of linear interpolation.

Another noteworthy phe-
nomenon is the apparent in- 1o
AE =le02eV
crease of the area below the e A= le08cV
CvB—spectrum that occurs
when increasing AE.  This
originates from the logarith-
mically scaled vertical axis
and the large amount of dis-
played detection rates per en-
ergy. In figure 4.3, one 1o? - . : : ,
. -0.10 005 000 005 010 015 020
can see that the height of Eum (O —Erec) [€V]
the CvB—spectrum descends,
therefore the area remains the Figure 4.3: A plot of the broadening of the
same. CvB—spectrum.

Spreading of the CvB — spectrum

wrlev-1]

al
dEe

By focussing on the f—spectrum in figure 4.2, one notices that decreasing
the uncertainty in energy by an order of magnitude, the event rate per energy is
approximately decreased by the same order of magnitude. This is more clearly
illustrated in figure 4.4.

Spectra with different uncertainties

10
B — spectrum,  AE =le-02eV
. B — spectrum, AF =le-03eV
10 i
-—I'-_' 10 i —— B — spectrum, AE = le-04 eV
[}
o i —— B—spectrum,  AE = le-05¢V
Lo’ ! E—
= :
1
|,® 1
Bl 8 b d
10 :
i
10° - - - . -
03 -0.2 .1 0.0 0.1 0.2 0.3

Eei —(Q — Erec) [eV]

Figure 4.4: A reduction of uncertainty in energy leads to a lower detection rate
per energy for positive energies.

One can verify this linear relationship by performing the analytical convolu-
tion. The considered uncertainties are less than or equal to 1072 ¢V < E where E
is an energy near the neutrino mass. Then,
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~ [ dE p(E)L(-E)
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0 AE

zlwdE BE) g

o« AE

The peak of the CvB—spectrum is roughly 4 - 10> yr~ eV ~1, but an uncertainty
of AE ~ 1072 eV produces a B—spectrum of ~ 10'° eV ~1yr~! at the same energy.
This means, that if we would extrapolate the behaviour in figure 4.4, then the we
need to have AE < 10712 ¢V to obtain a nonzero detection rate.

However, from figure 4.4 we can see that % ~ 1012 eV*Zyr*1 - AE. Thus, the
additional term from the low energy regime is significant, which is
10" eV ~2yr~1 . AE. Therefore, we need to have AE < 10713 ¢V to have a nonzero
detection rate. This corresponds to a lifetime of T > 1072 s.

23
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Chapter

Discussion

5.1 The estimated lifetime

In this thesis, the uncertainty in energy of the final products of a Samarium atom
after f—decay due to the coupling to graphene is estimated. It is calculated that a
single detection of an electron’s energy would yield an uncertainty in the order of
1072 eV. Underlying to this result a series of assumptions have been employed.
For example, we have assumed that the initial state of the impurity is [01). A
different choice would result in different processes, so the regimes of equation
3.11 would change, but the order of magnitude does not.

Another assumption is the employment of the continuum limit. The sum
over final states transforms to an integral by assuming an infinite area. The area
from the DFT calculation to compute the hybridisation energy is a grid of 32 unit
cells[9]. By the inverse square law of the electric field, the electrons far away from
the impurity feel little coupling, therefore, one can argue that the continuum limit
is justified in the case of 32 unit cells. However, this limit implies a squared lattice,
while graphene has a honeycomb lattice.

Furthermore, we approximated that the hybridisation energy, Vg, is indepen-
dent of the quasi-momentum k. This is a conventional approximation - it is also
utilised for the DFT calculation (of Sm@GR) that brought forth the value of Vg
that we have adopted[9]. In addition, the charge transfer from Samarium to
graphene on Ir(111), AQ, is based on DFT[7]. The latter result might differ from a
calculation on Sm@GR instead of SmM@GR/Ir(111). Needless to say, experiments,
e.g. photoemission spectroscopy (PES) and for our purposes specifically the ultravi-
olet case (UPS), would be more reliable.

The determined value of AQ for Sm@GR/Ir(111) is 0.83 £ 0.03, which is not
an integer. This broadens the DOS, but we neglected this effect and substituted
p(Ei — Ef) = 6(E; — Ef). This simplified the integral of equation 3.11. We ob-
tained a value of AE and performed the convolution (chapter 4) of the ’classical’

25
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B—spectrum with a Lorentzian with the obtained AE. We note that, in this calcu-
lation, the Lorentzian behaviour is not omitted.

The values of the hybridisation energy and charge transfer in the lifetime cal-
culation are based on Samarium as the impurity. This is simply based on the avail-
able literature. However, other rare-earth elements (lanthanides) have chemical
similarities - they are f—block elements® - so the method of calculating the life-
time would not differ substantially. Moreover, a rough estimate suffices, so we
are merely interested in knowing the order of magnitude of the lifetime.

The energies of graphene electrons become apparent when the system falls
down to the ground state from an excited state, so e.g. an electron is transferred
from the impurity to the graphene. Then, by the conservation law of energy, the
electron will retain its energy in graphene. This is typically a low energy (~ eV),
therefore the linear dispersion approximation of equation 3.1 is valid.

According to equation 3.11, the energy uncertainty of a single detection de-
pends considerably on the value of y - the uncertainty may even be reduced to
zero. This is not physical: the assumption was that the coupling is the most sub-
stantial perturbation, but if the initial state is the ground state, other processes
become relatively more important.

The Auger effect is an example thereof: an s—shell electron is emitted and a
valence electron falls down to the s—shell. As seen in appendix B, the Anderson
impurity model has equivalent diagrams to the Hartree approximation. There-
fore, we have omitted all diagrams except for the hybridisation and interaction
term. The inclusion of these processes in the analysis is beyond the scope of this
thesis.

Tuning the chemical potential such that the daughter atom after f—decay is
stable in the solid-state environment would be the most efficient way to reduce
tunnelling processes, but it is not investigated how to do this in this thesis. We
have described an alternative, namely to reduce direct tunnelling. Another ex-
perimental technique would be to attach the decaying atom onto an insulator to
reduce all tunnelling processes, i.e. direct and indirect processes.

We note that the found uncertainty in energy has a quadratic dependence on
the hybridisation energy. Thus, if e.g. the DFT value is one order of magnitude
smaller or greater than the experimental value, then the uncertainty will be off by
two orders of magnitude.

*Except for Lutetium.
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5.2 The required lifetime

Anideal numerical analysis of the problem at hand would include all the energies
of the f—spectrum and the convolution integration variable dE would be small
enough such that the Lorentzians with small AE are well-defined on the domain.
Such a computation is beyond the scope of this thesis. Instead we have exploited
some analytical properties of the f—spectrum, we extrapolated the function to
low energies and we estimated a sufficient lifetime for a visible CvB—spectrum.

For example, we have assumed that the p—spectrum can be approximated
with a quadratic polynomial from —15keV to 0 eV. This may be an imprecise
approximation, but we are merely interested in obtaining the right order of mag-
nitude of AE. The choice of —15 keV is based on the detection rate at lower ener-
gies: this is lower than the detection rate at —15 keV, hence we can further assume
that these energies will not substantially affect the convolution near the neutrino
energy.

Furthermore, we have interpolated the calculated f—spectrum with 100 points
between two calculated values. This way, the energy steps are small enough so
that narrow Lorentzians can be distinguished from one another. In figure 4.2 the
Lorentzians with AE = 107> eV and AE = 10~° eV are indistinguishable because
of too little interpolation, while they should differ by an order of magnitude.

The latter follows from figure 4.4. The reason as to why the event rate per
energy is linearly proportional to the uncertainty in energy is that £L(E — E) « AE
as explained in equation 4.4. This verifies our extrapolation to the convolution
with even narrower Lorentzians without numerically simulating this.

Figure 4.4 also shows that the exact choice of m,, for the CvB—spectrum will
not massively influence the final result of the required lifetime, since the f—spectrum
is a slightly descending plateau for positive energies. The lifetime corresponds to
the height of this plateau and a small change in the center of the CvB—spectrum
will not determine whether the spectrum will rise above the plateau or not."

Ultimately, we are interested in the spectra of f—decay in lanthanides, but we
have investigated only Tritium. Based on data of the IAEA, we conclude that the
B—spectra of Thulium and Samarium are also approximated well by quadratic
polynomials. Therefore, a similar analysis is appropriate. However, the intensity
of the p— and CvB—spectra can be different for these lanthanides and accordingly
the signal-to-noise ratio?.

THowever, one can argue that a logarithmically plotted descending plateau is actually
polynomially decreasing, but we will disregard this argument, since a choice of the center
of the CvB—spectrum is of the meV —scale.

tHere, we regard the f—spectrum as noise.
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Chapter

Conclusion

We have seen that by tuning the chemical potential of the graphene, the uncer-
tainty in energy due to direct tunnelling might vanish completely. However, we
have not studied the consequences of indirect tunnelling processes or possibilities
to avert any uncertainty in energy, so this requires further investigation.

We have seen that the tails of Lorentz distributions add up to great heights
when performing convolutions. This makes CvB—detection rather difficult: by
studying the spectra of Tritium we found that the required lifetime for visible
events must be higher than 1072 s. This corresponds to a lower energy uncer-
tainty than 10713 eV that originates from the coupling to graphene. We will leave
the analysis of these requirements for Thulium and Samarium for future studies.
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Appendix

Preliminary quantum mechanics

A.1 Fermi’s golden rule

A.1.1 Time-dependent perturbation theory

Suppose we have a two-level system, so an unperturbed quantum system with
two orthogonal state solutions: HO9; = Egp;; (;|y;) = dij; i,j € {a,b}. Then, the
state is described by a linear combination of the two levels evolving in time.

(1) = cult)gae ™ H !+ cy(t) e T (A1)
The functions c,, c; encode the probability that one finds the system in state
a, b respectively. The normalisation of ¥ is governed by these functions. The
exclusion of exponential time factors et e it in ca(t), cp(t) is arbitrary.
Let us now perturb the system with Hamiltonian H’. Applying the Schrodinger
equation to equation A.1, one finds that

cat) (Aa)e % + (1) (Arpn)e " = in(ea(t)pae™ " 4 &y (Dppe 1) (A2)
Since ¢, and ¢, are orthogonal, we can simplify equation A.2 by taking the
inner product with ¢,. For simplicity, we will assume that H,, = Hp, = 0 where
H;; = (¢i|H'|¢;). This results in a partial differential equation (PDE), equation
A3

Ca(t) = —fHpe 0tey(t
{ ‘a( ) B 7 1/1b it ( ) (A3)
Cp(t) = — 4 Hp,e“%cq(t)
Here, wy := @ Our perturbation, H’, can have various forms. Let us

assume that it is constant. However, the final formula, Fermi’s golden rule, will
also hold for sinusoidal perturbations for example*. A first order approximation

“For this, it is important that the driving frequency of the perturbation is close to wy.
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34 Preliminary quantum mechanics

will suffice, so we do not need to solve the PDE. If the system starts in state a
(ca(0) = 1), then our so-called 'zeroth order” approximation tells us that H ~0,
so the system stays in state a. The first order approximation uses equation A.3: the
zeroth order values may be inserted on the right hand side and then we integrate
over the left hand side. This is shown in equation A 4.

cu(t) = 1

Note that the normalisation is satisfied to the first order in H’: |c,(t)|? +
lep(t)|? = 1+ O(H'). The integral is fairly straightforward, equation A.5.

H . .
%ayz—f/dtﬂmww:-wﬂw/}wl%t — . (gient 1)

o - “o (A5)
_ _ lba i 0t i 0 iy ba 0t wo
= theZ(eZ e '2") theZSzn(zt)

The probability to find the system in state b is
H, |? |Hy* sin Z(“nt)
Py = ep(D]2 = Hinl”  gip2( 0, A.
b |Cb( )‘ hz (2) sin (2 ) hz ((;0)2 (A.6)

However, we have thusfar only described the transition from one bound state
(a) to another (b). Often, the perturbation excites a particle from a bound state to
a bath of final states, also known as scattering states. This means that we do not
have only one excited state, Ej, but a region around it as well, E, & §E. We can
adjust the probability found in equation A.6 by integrating the expression times
the density of states (DOS) over this energy region. We will assume that the DOS
will vary slowly with the scattering energies.

P ::K/m dE 2
b Ey o b h2 ()2 p(Ep)

. A7
_|H, b|2p( /Eb+(5E iE, sin®(“2t) (A7)
2 0 ()2

A substantial part of the area below a sinc? function is in the first few oscilla-
tions. Therefore, we will set the integration bounds of A.7 to co. Then, we can
use a standard integral, [, dxsinc?(x) = 7. If we set x = %, then dx = %dE,.
We obtain the decay probability, equation A.8.

27
= 5 [ Hap"o(Ev)t (A8)

We will change our notation as follows: a — i, b — f, H\, — (i|H'|f),
Py — Pi¢. The decay rate is given by the derivative of the decay probability.
Fermi’s golden rule follows, equation A.9.
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A.1 Fermi’s golden rule 35

Pp; 27, . .
Ty = —b = SEIGIEf) Po(Ey) (A.9)

A.1.2 Relation to Heisenberg uncertainty principle

By the energy-time uncertainty principle, TAE ~ 7, where T is the lifetime of a
system and AE the uncertainty in energy.” This means that systems with long
lifetimes have a well-defined energy and systems with short lifetimes do not.
Per definition, T; s = 1, s0 AE ~ I = 1T;,; = 27| (il H'|f) |?p(Ef). This
means that, if a perturbation H’ causes a system to decay from state |i) to state
|f), then there is some intrinsic uncertainty in energy of the final products. It is
noteworthy that the energy of the final products does not necessarily equal the
energy of the initial particles. In other words, the total energy is not conserved.

Suppose a perturbed system has a long lifetime, thus perturbation theory is

still applicable at times ¢ > Z-. Since + lim Si";(ch) = §(x), equation A.7 becomes
| Hap |? /E”‘SE . @o .
P, = dEyt- (7é(—=-) ) - p(E
b W JE,—oE b ( ( 2 )> o(E)

o , [EHE o E —E,
= S lHalt [y (2= o)

27-[ ‘Eb+5E ~ _ 5
= ZC\Hat [ dE, 6(E, — Ep(Ey) (A.10)
E,—dE
271
= 2T Hyy Prp o)

27
Ty = 5| Hap[*0(Ed)

Comparing this equation with Fermi’s golden rule, one can see that energy is
conserved, which is expected for systems with long lifetimes.

tMore generally, if At is the time it takes for the expectation value of an observable to
change with one standard deviation and AE the uncertainty in energy, then AtAE > %
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A.2 Second quantisation

A significant part of this section is based on the book "Condensed Matter Field The-
ory’ by A. Altland and B.D. Simons[11].

A.2.1 Occupation number representation

Quantum mechanics has revolutionised the theory of microscopic particles, but
the consequences are not limited to small systems. Suppose we have N identical
particles. The wavefunction can be constructed by (anti-)symmetrisation argu-
ments of fermions and bosons respectively. The combined wave function lives in
the sum of the individual Hilbert spaces, HN, and can be written as

1-sgnP

A1, A e |/\P(1)>®"'®|AP(N)> (A.11)

1
Ko R

Here, we sum over permutations P and we have defined the number { as +1
for bosons and —1 for fermions. The normalisation constant contains factors 7,
which denote the occupation number of state A. Although the representation in
equation A.11 is correct, one would have to perform a gigantic number of calcu-
lations for macroscopic systems (N ~ O(10%)). Especially since inner products
between two states would require (N!)? inner products between single particle
states.

We transform to the so-called occupation number representation. Instead of writ-
ing the kets in terms of the single particle states A;, we write it in terms of the num-
ber of times a particle occupies such a state, so [A1...An) — |nin2...), where n;
denotes the occupation number of A;. This representation is less redundant: one
does not have to write multiple times whether one single particle state is occu-
pied.

We write the space of occupation states |n1ny...) as FV, where Y;n; = N.
Similar to the grand canonical ensemble, we can even remove the fixed particle

[e0]
condition. A large enough space to contain all the states is 7 = @ FN. This
N=0
is called the Fock space. We notice that F? is included - this is a one-dimensional
Hilbert space that contains a vacuum state, |0), not to confuse with 0%,

The vacuum has properties, i.e. operators may have nonzero eigenvalues when act-
ing on vacuum. An example is a quantum harmonic oscillator where the vacuum has
energy.
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A.2 Second quantisation 37

A.2.2 Creation and annihilation operators

We are interested in creating all states of the Fock space with a constructive method.
For this purpose we introduce the linear operators 4! : F — F called creation op-
erators. They are defined by

allny...onp. )=+ 1y ...onp+1...) (A.12)
where s; = 2;;% n;. Relation A.13 is then satisfied.
|niny...) :H ! (a
i \/ni!

This is the reason why the operators, 4}, are called creation operators. By
taking the conjugate of equation A.12, we can construct the so-called annihilation
operators, 4;, which are the hermitian adjoint of ﬁ;r. These are

N o) (A.13)

ﬁi|n1...ni...>:Csfﬂ|n1...ni—1...> (A14)

With these properties, we can derive the occupation number operator, equa-
tion A.15.

ﬁfﬁilnl...ni...> = Af?”ﬁ\m...m—l...)
= gsfﬂﬁj\nl...ni—l...>
:é’si\/n»ié’si (ni—1)+l|n1...1/li...>-'-ﬁi:ﬁ' ]
= (Zin; |ny...mj...)
:ni\nl...ni...>
ﬁi = ﬁjﬁi
From equations A.12 and A.14, different commutation relations can be ob-
tained, equation A.16.

a;,41); = [a},a1); =
{ ;.81 = 2], 8] (A.16)
Lot = 6

Here, the commutator [, .|; is defined as [4, B]; := AB — {BA.
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38 Preliminary quantum mechanics

A.2.3 One-body and two-body operators

So far we have managed to construct the Fock space out of creation operators
and we have exploited the properties of the creation and annihilation operators.
Now, we want to express all observables in terms of these operators. Often, this is
a straightforward calculation, since we have an occupation number operator. For
example, a free Hamiltonian may be expressed as the sum of all single particle
Hamiltonians. So, H |¢) = ¥, H, |¢) = ¥, d,E, |¢) where d,, is the degeneracy
of the n’th energy. This is naturally equivalent to the expectation value of the oc-
cupation number, therefore, H |¢)) = Y, () E,, [¢) = ¥, E, (A) |¢) = ¥, Enft |0),
thus H = ¥, Eq .

We have only considered discrete quantum states and energy levels so far,
but the continuum case is quite similar. Our 4}, 4; transform to 4%(7), 4(7) and
the Kronecker delta function in the commutation relation A.16 becomes a Dirac
delta function. Now, the formalism does not revolve around the occupation
number, but the local density: 4'(7)4(7) = p(¥). The free Hamiltonian becomes

H= [d% at(7) [% - V(?)} a(7). This is a one-body operator, i.e. there is only one
local density present, so we are describing either the energy of only one particle
or of multiple non-interacting particles.

To describe interactions, we need two-body operators. Namely, if we have a

system of N interacting particles with the Coulomb interaction V (7, 1), then we
can write the interaction operator as

N
VIF ... 7n) = Y, V(70 Pu) |P1.. . PN) (A.17)
n<m
This is simply a summation of all individual interaction energies. We can
write this as a sum over all 7 and to prevent double counting we multiply by 3,
equation A.18.

AL, 1
V|1’1...7’N> =

N |

N
Y V(#u,Tu) 1. 7N) (A.18)
n=1

By the same reasoning as earlier, we can translate our expression to the con-
tinuum case. This is given in equation A.19.

VIf...Tx) = —/ddr/ddr’ at@at )V EDa@a)  (A19)
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A.3 Green’s functions

A significant part of this section is based on the book ‘A Guide to Feynman Dia-
grams in the Many-Body Problem’ by R.D. Mattuck[12].

A.3.1 Solving differential equations

Suppose we have a linear differential operator D such that for functions f, g :
C — C we have Df(x) = g(x). To solve for f, we introduce a Green’s function:
G(x,x') : C*> — C such that DG(x,x’) = §(x — x). The particular solution of f
then is[13]

f(x) = /dx’g(x, x")g(x') (A.20)
One can easily check this by applying the differential operator on both sides.
Df(x) = D [ dx'G(x,x')g(x')

= /dx’Dg(x,x')g(x’)
= /dx/é(x —x")g(x)
=8(x)

Although these Green’s functions construct the solutions to the differential
equation, the proof is not constructive, i.e. we have not discussed an explicit
procedure of calculating G. Often, such a general construction method is not
necessary.

A.3.2 Classical series expansion

Let us describe a classical particle travelling in time from ¢ to t/. At any time
t. € (t,t') thereis a chance P(A) that some event A occurs, for example scattering
at a fixed particle at position R. This may happen at any time in the trajectory and
it may happen more often than once. We are interested in the total probability that
a particle starting at 7 ends at . Let P, be the probability of any trajectory without
scattering.

We will sum over all the different probabilities of A to obtain the total prob-
ability. We distinguish the outcomes where A happens once with the outcomes
where A happens twice, etc. Thus,

(A.21)

39

Version of June 24, 2022— Created June 24, 2022 - 13:49



40 Preliminary quantum mechanics

Equation A.21 is a summation of all probabilities to get from 7 to r/ in time ¢’ —
t. The integrals ensure that the scattering is allowed to happen at any t. € (t, ).
Since we are only interested in the time difference t — t/, we will write P(7, 7 =
t') := P(7,t;7,t). Fourier transforming P (7,7, t — t' ) in the Variable t — ' will sim-
plify equation A.21. Namely, if Py(7;, 7}, t; — t;) = fdwe iew( )Po(rl,r], ),
then

/ e R )
/dw/dw Py (7 P(A)PO(R,?',W’)3+Z (@'t —wt) /dtle—ltl W' —w)

= T /dw/dw’Po(?, R,w)P(A)Py(R, 7, )et @' =D .2 m6(w' — w)

(A.22)
This holds for all terms in the summation, hence we can write the summation
in the Fourier domain without any integrals, equation A.23.

P#7,w) = Py(7,7,w) + P(7, 71, w)P(A) Py (71,7, w) + . .. (A.23)

We will assume that the probability of one point in space to another with fre-
quency w without the occurance of event A is equal to some constant c. Equation
A.23 can then be simplified to P(7,7",w) = ¢ + CP(A) + cP(A)cP(A)c+--- =
c- (14 cP(A) + (cP(A))* + (cP(A))P +...) =c- = CP( 7, thus by this geometric
series, we find

(A.24)

A.3.3 Greening of quantum mechanics

With A.20 we can rewrite the unperturbed Schrédinger equation, [% + 10| (7, 1) =
0, as

2
o+ ]G, P4, t) = 6(F = P)o(t — 1) (.25

By Fourier transforming (over the variable 7 — ") we remove the spatial delta
function: [ — % +i3:]G(K; t,#') = &(t — t'). The solution to this differential equa-
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A.3 Green'’s functions 41

tion is$

Gkt ') = —if(t — e (=) = G, (A.26)

This Green’s function is called the free propagator. In the previous section we
have seen a classical analogue of this function and we called its value c. All other
propagators can be written in terms of Go. To see this, we include a perturbation
in the Schrédinger equation: [zv—; +id; — V(V)]9(7,t) = 0, which leads to the
Green'’s function in k—space: | — % + 10 — V(E)] G(k;t,#') = 0. The solution is

Gk;t,t') = Go(K; t, ') + / dt"Go(k; t, ")V (K)G(k; 7, ') (A.27)

This can be seen by plugging equation A.27 into the perturbed Schrédinger
equation. The solution should remind us of equation A.21: the last Green’s func-
tion, G(E; t”,t'), may be expanded with the same formula. We have a recursive
formula consisting of free propagators to calculate a propagator for the perturbed
Hamiltonian. Once again, a Fourier transformation over t — ' removes all the in-
tegrals. We are left with the Dyson equation, equation A.28.

G(k,w) = Go(k,w) + Go(k, w)V (k)G (k,w) (A.28)

Analogous to the classical series expansion, we may utilise a geometric serie
to solve for G1.

Glhaw)=— Gk 1 (A.29)
1— Go(k,w)V(k) Go_l(k,w) — V(k)
The Fourier transformed free propagator is GO(E,w) = wi . therefore the
total Green’s function becomes
- 1
Glkw)=—"—5 (A.30)
w —ex — V(k)

The function diverges at w = € + V(%) This encompasses the power of
Green’s functions: the physical properties are present in equation A.30 - in par-
ticular, one can construct the DOS by isolating the imaginary part, so p(w) =
Jm G(w — in) for some small number 7[6]. This fact will be used on the Ander-
son impurity model in section B.3.

Before applying the theory of Green’s functions to this model, we will state
the difference between the propagators from this section and the probabilities
from section A.3.2. P(k;t,') is the probability that a particle travelling from time

SHere, ¢; is defined by Hogy = ex¢y where Hy is the unperturbed single particle
Hamiltonian and ¢, is the k—eigenstate.

IMathematically speaking we need |GV| < 1 for convergence, but it is customary in
physics to assume that the analytical continuation to the divergent region is allowed.
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42 Preliminary quantum mechanics

t to time ' ends in the same state ¢ as the initial state. G(E; t,t'), however, is the
probability amplitude, which means that Py = G;Gyp. This does not imply P = G*G,
since G*G misses the interference terms of P.
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Appendix B

Anderson impurity model

A significant part of this appendix is based on the educational paper "Local moment
physics in heavy electron systems’ by P. Coleman][6].

B.1 Different terms in Hamiltonian

The objective of the Anderson impurity model is to describe the coupling between
two separately solvable systems, a lattice and an impurity. The lattice solutions
are electrons with a continuum of wavenumbers k and the impurity solutions are
orbitals of maximally two electrons due to the Pauli exclusion principle. Not only
the tunnelling is ought to be described, but also the possible Coulomb repulsion
between two impurity electrons.

Let €, be the energy of a |ko) electron in the lattice and E; the energy of
an electron in the impurity (|do)). Let U be the extra energy term in the case
of Coulomb repulsion between impurity electrons. Further, we will call H;;; the
Hilbert space of the lattice and H,;,, of the impurity. Let @Ia, Cro be the creation
and annihilation operator of lattice electrons and dA:;, dy of impurity electrons.

Let us assume that the lattice has n electrons with ¢ =71 and n electrons with
o =]. We choose the basis of H,; tobee; = |k1 1),e2 = |[k1 1), ..., eon—1 = |kn T),
eon = |ky |) and the basis of H,;,,, tobe fi = |d 1), fo = |d |). This means that the
Hamiltonian of H ;s @ Himp is

0o . D

o (ko 1 [H|d 1) 0
¢ o 0 0 (ki L |H]d )
. : 0 0 : : :
g = e, 0 (kn 1 |Hd 1) 0
@ 0 e 0 {ku L |F1d )
@TAKT 0 S @Ak T 0 Ey 3
L 0 (@1 |Alk L) ... 0 (d1 Ak 1) b B
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44 Anderson impurity model

The upper left block components of the diagonal make up H l(ft) and the lower

right block components of the diagonal make up H 1(1?1);9. The lower right block off-
diagonal components account for the Coulomb repulsion. The unknown matrix
elements are in the upper right and lower left block and belong to the perturba-
tion. Let us call Vi = (ko|H'|do) the hybridisation energy. Hereby, we assume
that this energy is independent of the spins of the electrons.

From the matrix representation of the Hamiltonian, we deduce the second
quantised form, equation B.1.

H =Y ek + Y Eafige + Ungsfig, + Y Vict,do + H.C. (B.1)
ko

ko o

Here, i, denotes CAZ »Cko and i, denotes dA}d}. Only the last term, ) Vké,tgcig +
H.C., is a perturbation - the rest of the Hamiltonian can be analytically solved.

B.2 Perturbative expansion

We will construct equivalent interactions to the Hartree approximation to obtain
the Green’s function of an impurity electron, |do). The term, V(k), in equation
A30is U (fizz) for the Coulomb repulsion such that 7 is the opposite spin of ¢.
Namely, V (k) = U (1) (), but (fiz,) = 11is already given, since we describe
its propagator.

Finding the term, V (k), for the second interaction type requires a few more
steps. We notice that, in order for the electron to interact with the lattice and end-
ing as an impurity electron, it needs to undergo at least two interactions: coupling
to the lattice and coupling back to the impurity. Suppose, the first has an ampli-

tude of Vi and the second of V}’. Between these successive events, there is a free

lattice propagator, GO(%, w) = % Since, there are more values of k, we need to

—€r "
sum over all k. By multiplying the individual events, we obtain V(E) =% L‘/_’“fk

The result of the geometric series is

Gar(w) = k (B2)

2 A
w—E;—Yx i,v,k‘ek — U (figy)

B.3 Density of states

Suppose the impurity DOS is sharply peaked around some energy €. By coupling
the impurity to the lattice, the DOS will broaden. Quantitatively, the uncertainty
in energy of an impurity electron due to the hybridisation to the lattice can be
calculated by Fermi’s golden rule, AE = 7Y |Vi|*6(ex — €). Let us define the

function, L(w) := ¥ VP

et for convenience. Then,
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B.3 Density of states 45

S(w—ig) =y —
—w— € —in
_ |Viel? B
/dez _6_1775 €x)
—/ e—— 712|Vk|25 € —€r) (B.3)
= —/dei_
T w—e—in

:—1/d(w—e)AE,
T w—€—1iy

We will assume that the uncertainty, AE, remains approximately constant over
the integration region (—D, D); A := AE, and we will choose D such that w < D.
We will omit terms of order O({5). By the Sokhotski-Plemelj theorem, we find that

. 1.
L(w—in) = —%[WA%—P/d(w—e)w e]
— —in— B =D) —zA——ln(D Wy
T w+D D+w
A w w B4)
:—zA—;ln( 2D+w)%—zA—%ln(l—25)
~ A 2Y Wy 8wy Wi
~ —iA ZD Z(D) 3(D) 4(D) iA
Therefore, G —in) = —. Wi truct th
erefore, Gy, (w — in) T U i) —iA e can now construct the
DOS by taking the imaginary part of this Green’s function.
y g gmary p
1_ )
buao(w) = < ImGip (e — i)
= ljm !
o w— (Eg+ U (ngg)) — i
_ %Jm w — (Eq + U (ngz)) erzA (B.5)
(0 (B + Ulna))) + 2
1 A

d (a) — (Eg+ U(nd5>)>2 + A?

This function is called a Lorentz distribution.
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