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Abstract

Recently a new set of conditions for effective field theories has been found, called posi-
tivity bounds. Positivity bounds are conditions on the scattering amplitudes of particles
in the low-energy EFT coming from the existence of a viable UV completion (with
properties such as Poincaré-invariance, crossing-symmetry, analyticity, unitarity and
locality). In this research we have derived the positivity bounds for Horndeski gravity
on a Minkowski background and under the assumption that we can transport them
to the cosmological background we have implemented them in the EFTCAMB code in
order to study their impact on the viable parameter space (defined by the usual ghost,
gradient and tachyonic stability conditions). In the numerical analysis we focused on
the K-mouflage subclass and found that the positivity bounds exclude certain regions
of parameter space. Finally, we have considered how the positivity bounds for Horn-
deski gravity (with Gs = Gs5(¢)) change when considering a cosmological background
under the assumption that only boosts are broken.
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1 Introduction

General relativity (GR) was formulated by Einstein in 1916. It provided a rigorous framework in which one could
describe gravity as a smooth spacetime manifold. Moreover, GR also provided a rigorous description of cosmology:
the study of the evolution of the Universe. Before Einstein it could partially be done using Newtonian gravity but
this was much more restricted. It was found that under the assumption that there is some unknown matter content in
the Universe (dark matter) GR could be used to describe the formation of light elements in the very early stages
of the Universe, called Big Bang Nucleosynthesis (BBN), and that it can also be used to explain the formation of
structure due to growing matter perturbations and gravitational instabilities in the later stages of the Universe, called
Large-Scale Structure (LSS). It also predicted the relic radiation coming from the era of recombination (i.e. when
pe~ — H~ happened so that photons could travel freely) called the Cosmic Microwave Background (CMB). Most
importantly GR predicted the ACDM model for cosmology which was successfully tested in several ways, such as
by looking at the power spectrum of CMB, matter power spectrum of LSS and BBN.

GR turned out to be quite successful on small scales such as our galaxy and the Solar system but on large (cosmolog-
ical) scales GR seems to be incomplete since it cannot account for the cosmic acceleration. A good reason for this is
that the A in the ACDM model (in which there is approximately 30% ordinary matter and 70% of A today) is not
consistent since its theoretical value does not match with the observational value. Therefore people think that either
GR should be modified (and ignoring the existence of dark energy) or that one should add another (scalar) field to
ordinary GR. In either case GR is thought to be incomplete. And with the upcoming data related to cosmological
scales, it is useful to have models which can be compared with this data. Various models have been proposed such
as quintessence, K-essence, f(R)-theories and scalar-tensor theories of dark energy. Most of these theories are
contained in the Horndeski gravity theory but extensions are possible such as the DHOST theory. Generally, there
are two ways in how to deal with the cosmological constant problem: introduce new particles responsible for cosmic
acceleration and assume GR is valid or do not introduce new particles and assume that GR is modified at large
distances such that self-acceleration occurs.

The problem with all these models however is that it is unfeasible to test each of them observationally. Therefore
it is natural to provide a common language for these models in select only the relevant theories, which is called
effective field theory of dark energy. In such an effective description of modified gravity, it is possible to restrict the
parameter space by the so-called theoretical priors approach. With this method one can exclude certain parameters
in a model or even exclude certain models as a whole. This will therefore help in the search for the best model
of modified gravity/dark energy. Any unphysical behavior should not be allowed in the best description of dark
energy. Basically, a candidate theory of modified gravity often introduces new propagating degrees of freedom (apart
from the graviton in GR) and one needs to check whether these are physical are not and whether they introduce
instabilities. Furthermore, a good candidate theory of modified gravity should be consistent with the well-known
observations of e.g. the Solar system, BBN, LSS and CMB. And as a consequence it should reduce to GR in some
limit. In this research we will in particular look at so-called positivity bounds. These refer to conditions on the
scattering amplitudes of interactions in the considered models. Positivity bounds originate from quantum field
theory/particle physics. The idea is that a modified theory of gravity is a low-energy effective field theory (EFT) and
the positivity bounds are conditions which show whether it is possible to extend the theory to high-energies (UV
completion) with certain conditions such as: Poincaré invariance, unitarity (well-defined probabilities), analyticity
(causality), crossing symmetry (invariance under exchange of Mandelstam variables) and polynomial boundedness
(locality). Such requirements yield conditions on the coefficients in the scattering amplitudes of the corresponding
low-energy EFT, which we call positivity bounds. A UV completion of gravity is needed because it is known that
GR is only valid up the (order of the) Planck scale (as it is an effective non-normalizable theory !), above which
quantum gravity would be required. The advantage of this method of positivity bounds is that even without knowing
the exact UV completion, it is still possible to require general conditions on this UV completion, which give raise to
conditions on the coefficients in the scattering amplitudes in the low-energy EFT. The point is that the high-energy
theory (UV completion) involves both heavy and light particles, however in the low-energy EFT one has basically
integrated out these heavy fields such that only light fields occur 2, and of course there will be corrections to the
theory which can be ignored if you consider low enough energies. The point is that the UV theory, which contains
fundamental physics of the low-energy EFT, cannot be tested experimentally since the observations do not have

11t cannot be quantized properly as it is non-normalizable at 2-loop level or higher order loop corrections.
2In the sense that ¢?S[®L] = [ Doy etS[®L,2nl where ®p,, By are light and heavy fields respectively. The meaning of "light’ and "heavy’
is defined by the energy up to which the low-energy EFT has been tested, which is often taken as the cut-off of the low-energy EFT.



access to such high energies. However, in many cases the low-energy EFT models can be tested experimentally.
This method of positivity bounds allows to check whether some low-energy EFT model can be the low-energy limit
of some UV completion, but at the same time the low-energy EFT model data gives a way of checking whether
maybe one (or more) of the general assumptions about the UV completion, such as causality, should be violated.
In the past theoretical priors coming from instabilities of EFT’s of dark energy were found using the EFTCAMB
analysis applied to Horndeski gravity (and generalizations), which included ghosts, tachyons, gradient instabilities >.
This method gave some theoretical priors which could be used to constrain the dark energy models [38]. Taking into
account the observational constraints, the positivity bounds of EFT’s of dark energy can help in further reducing the
allowed parameter space.

One goal of the project is to find the correct positivity bounds for Horndeski theory on a Minkowski background,
which is motivated by the fact that the two references [17], [21] disagree with each other. Another goal is to
implement the positivity bounds in EFTCAMB using the reconstruction method (under the assumption that the
positivity bounds can be transported to the cosmological background) and study how the viable parameter space of
the K-mouflage full model changes under the inclusion of the positivity bounds. And we will comment on how to
investigate the phenomenology describing the large-scale structure (3, ;1) and the equation-of-state of dark energy,
which will follow in an upcoming article [43]. The last goal of the project is to consider whether it is possible
to compute the positivity bounds for Horndeski theory on the cosmological background (under the assumption
that only boosts are broken) and to check how the expressions might differ from those on the Minkowski background.

The structure of the thesis will be as follows. In section 2 a short introduction to background cosmology will be
provided. Section 3 will address the main observational evidences of cosmic acceleration. Perturbation theory in
GR and degrees of freedom will be discussed in section 4. In section 5 modified gravity and viability conditions
will be discussed (including examples such as Horndeski gravity and Lovelock gravity). The EFT formalism of
dark energy will be introduced in section 6. In section 7 the positivity bound formalism will be discussed with the
focus on Horndeski gravity. Section 7.1 contains a short introduction to some (advanced) quantum field theory. In
section 7.2 the concept of positivity bounds will be motivated and in section 7.3 the formalism of positivity bounds
of EFT’s on a Minkowski background will be addressed. The example of positivity bounds for Horndeski theory
on a Minkowski background is discussed in section 7.4. In section 7.4, under the assumption that the positivity
bounds remain to hold (at least approximately) on a cosmological background, we explain how to implement the
positivity bounds in EFTCAMB using the reconstruction method for Horndeski theory and we discuss about the
numerical analysis of the positivity bounds for the K-mouflage full model and LSS phenomenology (in the light
of an upcoming article [43]). In section 7.5 we address how the formalism of positivity bounds and the results
for Horndeski theory change when going from a Minkowski background to a cosmological background. Lengthy
calculations of the results presented in the main text can be found in the Appendix.

We will assume units in which i = ¢ = 1 and the metric convention (—, +, +, +). In the Appendix section 9.1
futher details and basic formulas will be provided as well.

3The Ostrogradski instability, i.e. the Hamiltonian is unbounded from below if the equation of motion is higher than second order, is also
taken into account [9].



2 Background cosmology [1]

In general relativity it is well-known that spacetime tells matter how to move and matter tells spacetime how to curve.
This was understood by Einstein in 1916 who formulated the Einstein field equations (ignoring the cosmological
constant A):

1
R;w - §g,uuR = 87FGT;W7 2.1

where IR, is the Ricci tensor, g,,,, the metric tensor, 12 the Ricci scalar, G is Newton’s gravitational constant and
T,,, is the energy-momentum tensor.

Equation (2.1) can be found by the variation of the Einstein-Hilbert action Sk with respect to the inverse metric
g"¥ and setting it equal to zero:

Spi = /d‘%ﬁ(% n ﬁM), 2.2)

where g = det(g,,,) and L is the matter Lagrangian. In this convention it holds that the energy-momentum is
defined via:

__2 9
V=g g

2 (5SM
V=g g

T, = / d*a/=gLly = — (2.3)

2.1 FRW metric

The observations by Hubble showed that all galaxies move away from us according to the Hubble law v = Hyd.
This could either mean that we are in the center of the Universe or that the Universe started with a Big Bang, where
the latter more feasible and therefore this is assumed to be the case. The Universe is homogeneous and isotropic
on large scales. This became clear from the observations of distribution of matter and the CMB. The CMB has
an almost uniform blackbody temperature of 2.7 K with fluctuations (anisotropies) of order 10~°. Similarly, the
distribution of matter in the Universe is quite uniform on large scales. Since we assume that we are not in the center
of the Universe, we can assume that the Universe is not only isotropic but homogeneous as well. Therefore it is
expected that the metric which describes the cosmology of the Universe should be homogeneous and isotropic as
well. It turns out that the only possible geometry is that the Universe consists of maximally symmetric spacelike
surfaces with time moving orthogonally between them and that there are only three possible geometries defined by
the curvature x € {—1,0, 1}. k = —1 corresponds to an hyperbolic geometry, x = 0 to a flat geometry and k = 1
to a spherical geometry. The metric which describes all of this is the Friedmann—Robertson—Walker (FRW) metric:

ds? = —dt? + a2(t)[ +r2(d6? + sin?(0)d¢?)|. (2.4)

1— kr?
In this equation a(¢) is the scale factor (which describes the expansion of the Universe), 6 € [0, 7], ¢ € [0, 2] are
the angular spherical coordinates and ¢ is the cosmic time (time measured by an observer that moves along the
expansion of the Universe).

Observations of for instance the anisotropies of the CMB showed that the Universe is spatially flat, i.e. kK = 0.
Therefore the FRW metric takes a much simpler form in Cartesian coordinates:

ds® = —dt* + a*(t)[dz? + dy? + d2?]. 2.5

Sometimes it is useful to write this in the conformal time coordinate d7 := dt/a(t) such that:

ds? = a®(7)[—d7* + dz* + dy® + dz?). (2.6)



2.2 Friedmann and continuity equation

The energy-momentum tensor in the background cosmology is given by the perfect fluid approximation:

Ty = (p+p)UUy + pgpun- (2.7)

Here p is the energy density of the fluid in the rest frame, p is the pressure of the fluid in the rest frame, U, is the
4-velocity of the fluid with respect to the expanding Universe and g,,,, is the FRW metric. Under the assumption that
the fluid moves along the expansion of the Universe it holds that U* = (1,0, 0, 0). From this it can be seen that the
energy-momentum tensor takes the form:

1%, = diag(—p,p, p, p). (2.8)

The local energy-momentum conservation V ,T#" = 0 can be used to derive the continuity equation:

ﬁ+3%(p+p) =0. 2.9)

Upon defining the equation of state w := p/p it follows that p oc a=3(1*%) if w is constant. Relativistic matter
(radiation) has the equation of state w = 1/3 and non-relativistic matter (dust) has neglibible pressure and thus
w=0.

The Friedmann equations can be derived by plugging (2.8) and (2.4) into (2.1):

2 92_87TG K
H'_(a>_ 3p a?
a 47 G
- —— 3p).
" 5 (P +3p)

(2.10)

In these equations p, p are understood as the total energy density and pressure respectively, e.g. p = > p; where ¢
sums over the different species.

It is often convenient to introduce the density parameter §2; for each species i:

- 8G i

t 3H2p1 o pcrit’
where p..it is called the critical (energy) density. In this notation the first Friedmann equation takes the following
form:

@2.11)

T H2q2°

Yo -1=1 2.12)

It should be mentioned that in the literature §2; often also means ;(¢o) at present time ¢,. The distinction is then
clear from the specific context.

2.3 Cosmological constant

As will be discussed in section 3, there are several observations which reveal that the expansion of the Universe
accelerates. This phenomenon is called the cosmic acceleration. GR with only radiation and matter cannot explain
this phenomenon since a Universe with matter or radiation will decelerate. Obviously the Universe seems to be



dominated by matter at the moment. Most of this matter is in the form of (cold) dark matter (DM), i.e. some particles
which gravitate but interact very weakly through other forces. The existence of DM became clear from several
observations: gravitational lensing, rotational curves of galaxies, X -ray clusters and LSS. So one would expect the
Universe to decelerate nowadays whereas the observations reveal that it accelerates. The first attempt to deal with
the cosmic acceleration is to introduce the cosmological constant A, which was originally introduced by Einstein in
order to explain why the Universe is static (however such a solution turned out to be unstable). This can be done by
modifying the Einstein-Hilbert action:

~ R—-2A
S = /d4x\/—g( n £M). (2.13)
167G
The Einstein field equations are therefore also modified:
1
R, — gguvR + g =81GT),. (2.14)

From the above equation it is suggestive to regard A as a species with the energy-momemtum tensor:

A
T — i 2.1
e snG I 215

Therefore it follows under the assumption of a perfect fluid that the energy density and the pressure of A is given by:

A
&G’
From this relation it is clear that A has a constant energy density. Therefore the first Friedmann equation (2.10)
shows that a oc e’* where H = /A /3. Thus the cosmological constant A indeed predicts that the expansion of the
Universe is accelerating (4 > 0) if A dominates over matter at the moment. The fact that A now dominates over
matter, whereas earlier on matter dominated, means that very precise fine-tuning conditions of A are needed for this
to happen. The reason lies in that A is an example of a static dark energy (DE) candidate and cannot track the matter
density (for that it would need to be dynamical scalar field) [2].

— DA =pPA= (2.16)



3 Observational evidences of cosmic acceleration

There are several independent observational evidences which show that the Universe undergoes accelerating expan-
sion. These observational evidences also allow us to constrain or determine the values of the parameters €2,,,, 24,
Q... In this section we will briefly explain some observational evidences of cosmic acceleration, heavily based on
the discussion in [2].

3.1 Type Ia supernovae

At the end of the life of a star it may become a white dwarf. White dwarfs accrete matter from the surroundings up
to the Chandrasekhar limit of ~ 1.4 My (where My, is the mass of the Sun). Afterwards the temperature is so large
that carbon and oxygen will be burnt and this will lead to a very bright event which we call a supernova. Particular
type of supernovae which are useful for observations of cosmic acceleration are the type Ia supernovae (which are
characterised by certain spectral lines). These types of supernovae are called standardizable, i.e. after some technical
procedure the light curves of different supernovae are averaged in such a way that they have the same absolute
magnitude M. Their brightness (apparent magnitude m) is therefore only determined by the (luminosity) distance d,:

d
m=M+5 log (Tgc>+[(, 3.1)

where K is a correction term (which accounts for that observations take place in a certain wavelength range).

The distance d;, can also be written as a function of the redshift z (defined by 1/a =: 1 + 2):

di(z) = (1+z)./:;é). (32)

Remarkable is that this equation fully depends on the expansion history of the Universe via the Hubble parameter
H(Z).

In the observations one could determine the apparent magnitude of several type Ia supernovae. Since M and K are
known it was possible in observations to infer the distances dy, to such objects. Also the distance d, could be found
from measuring the redshift of the supernovae (by looking at its host galaxy) and by assuming a certain expansion
history of the Universe via H (z’). The result was that a flat Universe with only radiation at early stages and only
matter at later stages does not give a consistent result between the equations (3.1) and (3.2). The best fit was found
by assuming that the Universe nowadays consists of approximately 70% of A, 30% matter and almost neglibible
radiation of 0.01% (ACDM model). So this means that the Universe undergoes accelerated expansion.

3.2 CMB and LSS

Observations of type Ia supernovae showed that the Universe undergoes cosmic acceleration. It is useful to have
different independent observations which point in the same direction. Furthermore, these other observations will
also be useful for constraining the cosmological parameters €2,,, and €24. It is even possible to determine the density
of baryonic matter 2, (i.e. the Standard Model particles) but we will not discuss this here.

In the early Universe photons could interact with other species such as electrons and positrons. As the Universe
cooled down, the energy of the photons decreased via T' ~ 1/a. And therefore the amount of interactions between
photons and other species decreased. At some redshift of z ~ 1100, the photons could travel freely since neutral
hydrogen was formed through recombination pe~ — H+. This is what is meant with the Cosmic Microwave
Background (CMB). It is like blackbody radiation with a temperature of 2.7 K with anisotropies of order 1075.
These anisotropies are described by a so-called (angular) power spectrum, see the subfigure on the left in Figure
1 below. The different features in the spectrum allow us to learn about the curvature x of the Universe and the
cosmological parameters 2,,, and 2.



The acoustic oscillations are caused by gravitational instabilities which counteract the outward pressure in over-
density regions, which are present at the beginning of the structure formation. The ISW plateau is caused by CMB
photons which move through a non-constant potential, by which photons can gain or lose energy. The maximum in
the CMB power spectrum (indicated as first peak in Figure 1) has been used to show that the Universe is spatially
flat (x = 0). The spectrum as a whole can be used to fit the best cosmological model. This again turned out to be the
ACDM model.

Similarly, the structure formation is characterised by the matter power spectrum, which tells us how matter clusters.
The acoustic oscillations in the CMB are also present as baryon acoustic oscillations (BAO) in the matter power
spectrum (right subfigure in Figure 1). By measuring a typical length scale of these oscillations (acoustic scale)
at different redshift, angular diameter distance d 4 and the Hubble parameter H could be derived as a function of
redshift. Like with the type la supernovae, the only way these results could be made consistent is by introducing the
ACDM model.

Angular Scale ~ k.
90° 2" 0.5 0.2 ed
6000 — - — . T T —_— —
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\
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& 1 10"
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10 100 1 220 500 1000 10-* 1072 107!
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Figure 1: Left: CMB power spectrum as a function of the angular separation. The solid line indicates the best-fit of
the data. Indicated in the figure are certain features of the power spectrum. Reference: NASA/WMAP Science team.
Right: Matter power spectrum as a function of wave vector k. A indicates the comoving density contrast. The solid
line is the spectrum without non-linear corrections. The dashed line is the spectrum with non-linear corrections. On
small scales the BAO are visible. Reference: Daniel Baumann, Cosmology notes.



3.3 Constraining the parameter space

The different observations leading to the conclusion that there should be cosmic acceleration, also provide a way
of constraining the parameter space {(,,, 2 )}. Combining the results of the above observational methods one
obtains Figure 2. From Figure 2 it is clear that the observations allow for a best-fit value of (£2,,,, Q4 ), namely where
the data of different observations intersects. The values for the cosmological parameters from these constraints are:
Qb2 = 0.135810-0057 and Q5 = 0.725 £ 0.015 [3].

Supermova Cosmology Project
Kowalski, et al., Ap.J. (2008)

Union 08
Snla

compilation
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Figure 2: Indicated are the observational constraints on the cosmological parameters 2, and 2. The different
contours indicate the 68.3%, 95.4% and 99.7% confidence intervals. Reference: [2] and the references in the Figure.
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4 Perturbation theory in GR and discussion of degrees of freedom [1]

In GR the only propagating degree of freedom is the gravitational wave. Modifying GR boils down to modifying the
Einstein-Hilbert action (2.2). This amounts to a field equation different from (2.1) and possibly the introduction of
equations of motion for the additional (propagating) degrees of freedom. To make this more clear, we will discuss
what is meant with a degree of freedom and when a degree of freedom is said to be propagating.

Generally, a degree of freedom is some parameter or function that can be chosen freely in a theory. As an example to
illustrate this, we will focus on the case of metric degrees of freedom in linearized GR around a flat spacetime (can
be generalized to curved backgrounds such as FRW). The metric is given by g,,, = 1., + hy, where |hy, | < 1
4. The subtle point in discussing degrees of freedom is whether they are physical or not. If a degree of freedom is
physical this means that it does not change under an active spacetime diffeomorphism or gauge transformation
(i.e. the map h,, — hy, + (L£en)u where Lg is the Lie derivative of 1 along the vector field £ defined by
(Len)pw = 2V (€, and [£#] < 1). Such a transformation leaves the Riemann tensor invariant, i.e. 6 R0 = 0,
therefore it does not change the physics of the spacetime. The metric h,,,, seems to have 10 degrees of freedom,
however it turns out that this gauge freedom only allows for 6 physical degrees of freedom. These can be studied by
the scalar-vector-tensor (SVT) decomposition of the metric components. In the context of the ACDM model, these
are known as the Bardeen variables [4]. For linearized GR on a flat background the SVT decomposition is as follows:

hoo = —20
hoi = w;

hij = 2Sij — 2\I/6ij,

4.1
where W := — 1% h; is the gravitational potential and s;; := 3 (hij — 56" hyyd;;) the strain. s;; is used to describe
gravitational waves.

From the full metric g,,,, the following Einstein equations follow (00, 07, 75 equations from top to bottom):
2 1 Kl
VU = 47’1’GT00 — iakals
(06 V? = 9;00)w" = —167GTy; + 4000; ¥ + 20005,
((5ijv2 - aiaj)é = 871'an + (52‘jv2 — 8i8j — 2(5@'83)\1/ — %608;@11}’“ + aoa(iwj)
+ Dsij — 25k3(¢s‘7]§ — 5ij8k815jl.
4.2)

From these equations it is clear that the only metric component needed to solve for the other metric components at
all ¢ is the strain s;; since there are only time-derivatives of s;;, provided the spatial boundary conditions are known.
This means that only the time-evolution of s;; has to be known. Therefore s;; is said to be propagating degree of
freedom.

This hints at that in ordinary GR the only propagating degree of freedom is the gravitational waves, which is a
massless spin-2 (tensor) field. In modifications of GR there are typically additional degrees of freedom which may
be propagating as well. Examples of this are discussed in section 5.

“Indices are raised and lowered with the Minkowski metric. And only terms linear in h,,, will be considered.
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5 Modified gravity and viability conditions

The late-time cosmic acceleration is an indication that standard GR is not applicable at cosmological scales which
means that GR must be modified. The Weinberg-Deser theorem tells us that the only local Lorentz invariant theory
of a massless spin-2 particle (graviton) must be GR. Therefore we could introduce new fields (apart from the
graviton), break Lorentz invariance, give up locality, make the graviton massive or something else. The general
point is that these modifications of GR introduce new degrees of freedom.

In modified gravity models it is essential to check whether the introduced degrees of freedom are not ghosts (i.e.
they correspond to negative energy excitation) or have superluminal speeds (i.e. their propagation speed exceeds the
speed of light) or the introduction of other instabilities. The existence of ghosts would imply that the vacuum cannot
be stable since it will decay into positive and negative energy particles [1]. A degree of freedom with superluminal
velocity is not consistent with causality. Furthermore, a modified gravity theory needs to be consistent with the
well-known observations (the tests of GR): Solar system, our galaxy, LSS, CMB and BBN. In the following, some
examples of modifications of GR are discussed. Of course the list of modifications of GR is endless, therefore we
will only restrict to the ones which are relevant for this thesis.

5.1 Cosmological constant

The most obvious modification of ordinary Einstein gravity in order to account for the cosmic acceleration is the
cosmological constant (equation (2.13)). Since the energy density of the cosmological constant is constant, it is
natural to regard this as the vacuum energy density. In particle physics it is known that the zero-point energy of an
excitation of mass m is given by %wk = %\/ m? + k2 at momentum k. The total ground-state energy density is
therefore given by the following expression [5]:

d’k 1

It is evident that this integral will diverge since the integrand diverges for |k| — oo. This is an indication that QFT is
only valid up to some cut-off scale k such that the integral is only performed up to this scale [5]. It is often assumed
that this cut-off scale is at the Planck scale so k5 ~ Mp where M 2 .= 87@G is the reduced Planck mass [2].

Therefore the vacuum energy density is given by pyac ~ Mp. The value from observations pS‘;ES> however is found
by the expression Q2 = SWGAI) - = ?T/(\J By Qp ~ 0.7[3], Hy ~ 70 km s~! Mpc~! and Mp = 1.22 - 10! GeV

one finds that:

(obs) ~ 10_120pvac~ (52)

pvac

The above calculation shows that the observational and theoretical values for the vacuum energy density do not
agree. This is called the cosmological constant problem.

There are some theories which try to predict the observational value in order to get agreement. That some theory in
principle could exist, is perfectly reasonable, since GR only applies to the low-energy limit, whereas this cosmologi-
cal constant problem may be solved in the UV completion of GR (which contains energies above the cut-off as
well). However, there are no promising theories at the moment [2]. There are some theories which try to address
the problem such as supersymmetry, however there are several issues in this theory (in particular in relation to
experiments).

Another problem is that §2,,, and 25 are of the same order of magnitude nowadays. Since ,,,/Qx o a® it is not so
obvious why we measure dark energy precisely in the era where these density parameters are of the same order of
magnitude. This is called the coincidence problem [2]. If A would be a time-dependent scalar field rather than a
constant scalar, then under certain conditions we might be able to choose it such that it “tracks’ the matter [7]. This
means that p,,, > pj earlier on and that py ~ p,, now and eventually p,,, < pa. This observation, together with
the cosmological constant problem, suggests that a more promising description of cosmic acceleration requires a
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dynamical scalar field (or degree of freedom in general).

5.2 Quintessence and K-essence [7]

A simple way to introduce cosmic acceleration is via a dynamical real scalar field ¢ through the Lagrangian:

s 1
L=59"0,00,0 - V(¢), (5.3)

where V' (¢) is some potential.

Such a model is called quintessence. From the energy-momentum tensor associated to this Lagrangian it is straight-
forward to see that the equation of state w = p/P in the slow-roll regime (¢? < |V|) obeys w ~ —1. For cosmic
acceleration it is required that the Universe is dominated by a species with equation of state w < —1/3. This is
clearly the case and therefore ¢ can drive the cosmic acceleration. The two largest issues with this simple theory
however is that the potential needs to be chosen and that the theory needs to be stable in the particle physics sense.
E.g. in the case of a potential V' = 2m 2 * it follows that m, ~ 10733 eV. Such energy scales are very low and
hard to explain from the point of partlcle physics. For this one needs to introduce other physics such as treating ¢ as
a pseudo-Nambu-Goldstone boson such as the axion field, in which U (1) symmetry is broken such that the particle
obtains a small mass by oscillations. Therefore such a theory is not really promising. A natural generalization of
quintessence is K -essence in which the Lagrangian takes the form:

L=K(X)-V(e), (5.4)

where X := —1(9,,¢)? for some scalar field ¢ and K (X) > 0.

1
2

This theory is however prone to various instabilities.

5.3 Scalar-tensor theory [1]

As a more advanced step in modifying the Einstein-Hilbert action, it is natural to introduce a scalar field A in the
following way:

S = [ d'av=g[FOR = ShAG (VAT,) = UO) + Larlg i, (55)
where f(A), h(A) and U(X) are general functions of A and {v;} are matter fields.

From this action it is clear that X is a degree of freedom, confirming our claim that modifications of GR lead to
introducing new degrees of freedom.

The dynamics of the scalar field X is determined by §.S/d\ = 0:

1
BOA+ SH'g™ (V0 (V. A) = U+ f'R =0, (5.6)
where e.g. f' := O\ f.

The frame with the metric g, is called the Jordan frame (or string frame). However, in this frame it is not so
obvious that the term f ()R actually contains a kinetic term for A. This can be illustrated by going to the Einstein
frame via the conformal transformation g, — g, = 167G fN G = w? 9uv Where G is the Newton’s constant
in the Einstein frame. This can be seen by that in this frame the Einstein-Hilbert part of the action (equation (5.5))
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takes the following form:

Stn ::/d4x\/jgf()\)R:/d4m\/j§(16wé)_1[ :ﬂfff ( f) VNV 6

So in the Einstein frame it becomes evident that without explicitly introducing a kinetic term for the scalar field A,
the scalar field still has a kinetic term involving \. Therefore multiplying R by f(\) introduces the propagating
degree of freedom \.

Another advantage of the Einstein frame is that the field equation takes the ordinary form G = SWGT#V. Soin
the Einstein frame, the field equation is just like the one derived from the Einstein-Hilbert action. However, it is not
just GR in different notation, this equation does really describe a modified version of GR since particles that move
along geodesics of the metric g, will not move along geodesics of g,,,..

In the Einstein frame unlike in the Jordan frame, matter can be non-minimally coupled to gravity. This means that we
have that the integrand of Sy is V=gw* L [w™ 2§y, 1] rather than \/jgﬁ M [Guv, i) [8], i.e. the volume element
is not mere v/—g but multiplied by w* which depends on the scalar field A. The consequences of non-minimal
coupling can be that the energy-momentum tensor and its conservation law may change compared to ordinary GR [&].

5.4 f(R) theory [6]

The scalar-tensor theory (equation (5.5)) can be modified by replacing f(A)R by f(R). It can be illustrated that
f(R) theory can be seen as a special case of scalar-tensor theory in which h(\) = U(A) = 0and f(\) = A/ (167G).
f(R) theory is usually an interesting example in the study of instabilities. Ignoring the explicit scalar field terms the
action for f(R) theory reads:

=53 / d*zv/=gf(R / d*a/=gLar Gy, i), (5.8)
where k2 := 87G.

The field equation corresponding to this action are found to be:

1
fRR;w - *f(R)g;w - vuvufR + guquR = HQT%/I)’ (5.9
2 F

where we defined fr := 0f/0R and O = V#V,,.

The trace of this equation gives:

30fr + frR —2f(R) = £°T, (5.10)
where T' = g“”T,SJ,,w).
From this expression it can be seen that fr is an additional degree of freedom coming from modifying the Einstein-

Hilbert action °. This scalar field is called the ’scalaron’. Again this scalar field can be used to construct another
scalar field ¢ which is non-minimally coupled to matter and this can be studied in the Einstein frame.

Not all f(R) models are valid models for describing DE. If a model can describe DE, it is called viable. In particular,
a viable f(R) DE model must obey the conditions fr > 0 and frr > 0 for R > Ry where frr = 0fr/OR
and Ry is the Ricci scalar today. The first requirement makes sure that there are no ghosts in the theory. These

5The equation (5.9) contains fourth derivatives of the metric. However, they are “distributed’ over the scalar and tensor degree of freedom
which can be seen by SVT decomposition and the linearized Einstein equations. Each containing two derivatives of the metric tensor. Ostrogradski
theorem shows that this does not lead to instabilities. But e.g. two tensor degrees of freedom would lead to an instability.
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are negative energy excitations in the theory, which would make the vacuum unstable since pairs of particles with
opposite energy can be created without violating energy conservation. And the second requirement makes sure that
there is no tachyonic instability. This means that there cannot be modes with a negative mass squared M? < 0.

The f(R) theory may be further generalized by replacing f(R) by f(R, ¢) for some scalar field ¢. Obviously, this
introduces an extra degree of freedom. And it turns out that in such a theory again various instabilities may occur
such as the presence of ghosts, gradient instability or tachyonic instability. These instabilities will be discussed
further in the following subsection.

5.5 Viability conditions in a general context [6],[9]

A physical theory of DE needs to be viable. This means that cannot contain instabilities and that it should be
consistent with standard GR in some limit and that it is consistent with well-known observational tests of GR. Thus
not every theory which predicts late-time cosmic acceleration is a valid theory. In general there will be certain
conditions on parameters in each theory. These conditions are often called theoretical priors and provide a physically
allowed region of parameter space of a given theory. In particular, in this section we will only focus on the viability
conditions of the EFT formulation. The section on positivity bounds will contain other viability conditions on the
EFT formulation which are based on whether the EFT admits a UV completion which obeys the usual requirements
such as causality and Poincaré-invariance. Below we summarize the main requirements on a viable DE theory in the
EFT formulation.

5.5.1 Ghost instabilities

A ghost is a negative energy excitation. Such a mode can be present in a theory if the kinetic term has the opposite
sign. The reason that ghosts cannot be present in a theory is because they predict that the vacuum is unstable, since
a ghost plus particle can be created without energy cost. The way how ghosts can be detected in a theory is as
follows. The idea is to write the action up to second order in perturbation theory, write it in terms of gauge-invariant
fields (denoted by a vector d?) and make sure that the second order perturbation of the Lagrangian is of the form

L= $TA$ + ... where A is some matrix. The first term is the kinetic term of the Lagrangian and the no-ghost
requirement is that the matrix A should not have negative eigenvalues. In practice this often means that we just
require that det(A) > 0. Clearly, this condition provides us with a bound on the parameter space. This is an example
of a theoretical prior in the EFT description of DE.

5.5.2 Gradient instabilities

Modes in a theory travel at a certain speed. The idea is that at second order perturbation theory, the Lagrangian in
the action will contain a term proportional to — (V’(/J) (Vw) where c% is some matrix and w are gauge-invariant
fields. In order to avoid the gradient instability, the matrix c% cannot contain negative eigenvalues in the regime of
large momenta.

5.5.3 Tachyonic instabilities

Scalar modes in an EFT description of DE are have a certain mass matrix A/, which can be identified by writing the
action at second order perturbation theory and by recognizing the term of the type — %ﬁTM 2ii where % contains
gauge-invariant fields. Again to avoid tachyonic instabilities one needs M2 to not contain negative eigenvalues for
small momenta. The origin of a tachyonic instability lies in that the perturbation around the vacuum is not performed
well although the theory might be correct [9].

5.5.4 Ostrogradski instability

Ostrogradski showed that a theory with an equation of motion containing higher than second order derivatives is
unstable. Unstable in this context means that the corresponding Hamiltonian will be unbounded from below. The
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Ostrogradski instability therefore also exhibits the presence of ghosts. Therefore the Lagrangian in a modified theory
of gravity should generally be such that the equations of motion are at most second order.

5.5.5 Local gravity tests

Standard GR has been tested on scales such as the Solar system and our galaxy. It turned out to be successful in
describing physical processes such as CMB, LSS and BAO. A consistent theory of modified gravity needs to reduce
to GR on smaller scales and it needs to respect the parts of the thermal and cosmic history of the Universe that have
been tested by observations.

5.5.6 Example of instabilities

For the case of a single gauge-invariant scalar field ¢ one finds £ = 4¢* — % (Vo)? — L M?¢2. Then no ghosts
will occur if A > 0. There will be no gradient instability if for ¢k > M? it holds that c¢% > 0. And there will
be no tachyonic instability if for c3k? < M? it holds that M2 > 0. In Fourier space the equation of motion is
A + (c3k* + M?)¢ = 0. From this we can identify w? = (cZk? + M?)/A. Since ¢ ~ e+ it follows that if
A < 0 and the numerator positive we find ¢ ~ e**?, so the presence of ghosts lead to exponentially growing and
decaying solutions (similarly for the other instabilities if you consider them separately). A subtle point however is
that one could have multiple instabilities at the same time, making w? > 0. Therefore this argument is only valid for
the individual instabilities.

One remedy for the presence of ghosts is that it might be that the mass of the ghost is (much) larger than the EFT
cut-off [9]. In such a case the EFT is well-defined and we assume that the UV completion can be constructed such
that at high-energies the ghost is not present as well. Consider the above Lagrangian with ¢ = —1, M = 0 and
A = 1. The solution of the equation of motion in Fourier space is ¢ (t) o< e**?, so it has a timescale 1/k over
which the gradient instability grows (considering the growing mode) [9]. This illustrates that no matter the value of
k, i.e. whether it is above or below the EFT cut-off A, the theory will have a gradient instability after some time.
It however might be that you consider k£ < A which have cosmological timescales, then gradient instabilities are
not that important. Consider the above Lagrangian with A = 1 and ¢ = 1. Then the solutions for k¥ — 0 are
#(t) ~ e*M?, such that the timescale of the tachyonic instability is 1/M. This means that if one considers modes
with A > k > M in the EFT that the tachyonic instability is not so important.

5.6 Gauss-Bonnet and Lovelock gravity [6],[7]

A natural step is to include other invariants in the f(R) theory such as the Kretschmann scalar Py = R p,,, R*?*
or another scalar such as P, = R, R*3. However, these contractions typically yield higher than second order
derivatives in the equation of motion. Therefore, the Gauss-Bonnet term G := R? — 4P, + P, was introduced
instead. This term does not introduce these type of terms in the equation of motion. It is well-known that the
Gauss-Bonnet term is a topological invariant, i.e. /—gG = 0, D" for some vector field D®. This means that under
integration this is simply a boundary term and will therefore not contribute to the equations of motion. It turns out
that the only way in which spin-2 ghosts can be avoided (when considering the infinite amount of invariants), while
obtaining second order equations of motion, is by introducing the Gauss-Bonnet term in the following fashion:

5= / 2 gf(R.G). 5.11)

Such a theory however may still contain scalar ghost modes.

This conclusion originates from the observation by Lovelock, who stated that general 4D metric theory which gives
second order equations of motion which are diffeomorphism invariant © is given by the Einstein-Hilbert action (up

SFor instance the Einstein equations are diffeomorphism invariant. This means that the pull-back of the Einstein equations again obeys the
Einstein equations for the metric g’ = ¢4 g for some diffeomorphism ¢.

16



to boundary terms involving G). This was formulated in the Lovelock gravity theory. Generally, Lovelock stated that
the action (5.11) does not introduce any extra tensorial degrees of freedom, only extra scalar degrees of freedom
such as fr and fg.

5.7 Generalized Galileons and Horndeski gravity [6],[7]

Then a symmetry called Galileon symmetry on Minkowski spacetime was discovered for a scalar field Lagrangian.
This originated from the DGP model (see section 5.8) in which they considered the 5D metric for a massive
graviton and projected this on 4D spacetime with the metric for massless graviton together with a scalar field
7. An action is said to be Galileon invariant if the equation of motion does not change under the transformation
m = m+ b,z 4 c where b, and c are constants. 7 is called a Galileon (field). This boils down to a constraint on the
allowed Lagrangians. Then it was shown that there are only fives terms allowed in the Lagrangian which respect the
Galileon symmetry. It was also shown that the expressions can be made covariant in such a way that the resulting
equations of motion are still second order. The Lagrangian for generalized Galileons for a generic 4D metric is given:

5
S = /d‘%ﬁ[% ZE + ﬁM], (5.12)
1=2

where the £; are defined by:

21 =T,
ﬁg =V, mVir,
L3 = OrV,nVin,
Ly = (V,m)(VF7)[2(0n)2 = 2(Vapm) (V7)) — (1/2) RV 7 VH 7],
Ls = (Vam)(VAT)[(On)? = 30m(Vapm) (V1) + 2(V,.V"7)(V, V77)(V,VF7)
— 6(V,m)(VEVYT) (VPTG
(5.13)

Horndeski gravity is the generalization of Lovelock gravity. Horndeski considered a 4D gravitational action with an
additional scalar field and investigated what the most general action ’ is which leads to second order equations of
motion and diffeomorphism invariance. The general Lagrangian which Horndeski found to obey these requirements
turned out to be equivalent to the one of generalized Galileons. Let ¢ be some scalar field and X := — % gV, oV, 0.
The Lagrangian in Horndeski theory 8 is given by:

1 A o
_ 4 gl .
S /d xﬂ[SwG l_QL'Z—&—EM], (5.14)
where £; are now defined by:

Ly = Gs(, X),
Ly = Gs(¢, X)0¢ (5.15)
Ly =Gy(¢, X)R+ Gax (¢, X)[(00)* — by ™),
A . 1 .
£5 = G5(6, X)Guud™ — =G x(6, X)(00)° + 20,1620/ — 36,,0,6"" 0],

(5.16)

TIgnoring DHOST which was discovered in the EFT of dark energy.
8In the modern formulation. The original formulation by Horndeski was a bit different.

17



In this equation G; are general functions of X and ¢, semicolon indicates covariant derivative, comma indicates
partial derivative and (¢ := gV, ...

Horndeski gravity contains many DE models such as quintessence, K-essence, scalar-tensor theory for certain
choice of functions G2, G3, G4 and G5. Therefore Horndeski gravity is a promising model in the context of DE.

5.8 Other approaches of modified gravity [1],[6]

Another way of addressing the problem of cosmic acceleration is by introducing the concept of extra dimensions.
For instance in the Dvali-Gabadadze-Porrati model (DGP model). The idea is to consider the Universe as being
embedded in a 5D Minkowski space. Cosmic acceleration can be seen as the leakage of gravity into the fifth
dimension on cosmological scales. These models are often inspired by string theoretic approaches. But in the
effective field theory they allow for self-accelerating solutions without the need to introduce some extra field. Models
like DGP model are quite elegant, however they often contain various issues.

In the formalism we discussed so far, it was implicitly assumed that the connection coefficients are the Christoffel
connection coefficients coming from the metric. In a more general context it is possible to regard the metric and
connection as independent, and even to not require the connection to be torsion-free or metric-compatible. However,
it turns out that leaving out these assumptions only amounts to introducing GR plus some extra tensor fields. This is
often not regarded as modified GR.

GR is known to be non-renormalizable which means that it cannot be quantized properly °. Therefore GR plus QFT
only cannot describe quantum gravity. Therefore we think that GR and QFT should break down somewhere around
the Planck mass Mp ~ 10'° GeV and are therefore only effective theories of some unknown UV completion. One
way to cope with the non-renormalizability of GR is to introduce an infinite amount of terms in the Lagrangian:

L=R+a1R*+asR,, R" + a3V"RV,R+ ..., (5.17)

where «; are coupling constants and the Lagrangian contains all invariants made out of the curvature tensor (and
their derivatives).

It turns out that such a theory is renormalizable but it introduces several issues such as the presence of ghosts.
Therefore it is fair to say that we do not know an effective field theory of gravity which can be properly quantized.

9Tt turns out that GR starts becomes non-renormalizable at 2-loop level and higher order loop corrections.
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6 ADM formalism and effective field theory formalism

6.1 Perturbation theory [8]

The cosmology of the Universe is often described by the FRW metric (2.4) with k = 0 since it is spatially
homogeneous and isotropic on large scales. However, from e.g. the existence of galaxies it becomes clear that
inhomogeneities play an important role in the history of the Universe. This motivates why the study of perturbation
theory is relevant. Also, perturbation theory is the main language of the EFT of DE and therefore it is relevant to
briefly review it.

The main idea of perturbation theory is that every tensor field 7' can be split into a background part Tj and a
perturbation part 7"

T(r,2") = To(1) + 6T (7, z%). (6.1)

Note that by isotropy and homogeneity the background part can only depend on conformal time 7. The perturbation
6T can be studied at different orders. Let € < 1, then we can write 67" as a sum over perturbations of different order
n (denoted 67},):

0T (r,a’) =Y %(STn (r,2%). (6.2)
n=1

In linear (or first order) perturbation theory we only consider the first term in this expansion and in second order
perturbation theory take into account the term with €2 as well.

It is possible to study perturbations of scalars, 4-vectors and tensors. This is usually done by studying how the
components change under a transformation on the constant-7 hypersurfaces. Then via the SVT decomposition these
components can be decomposed further. The key question in perturbation theory is whether a perturbation degree of
freedom is spurious or not. Due to the decomposition of the metric in background plus perturbation, there is some
arbitrariness in the time slicing. In order to resolve this problem, one often studies gauge-invariant quantities, which
are quantities that do not change under a gauge (or coordinate) transformation. There are two approaches to studing
gauge transformations: active or passive approach. The active approach can be viewed as a way of relating two
different physical points under a gauge transformation, whereas the passive approach describes the same physical
point in two different coordinate systems. In equations this means that at second order we have for the active and
passive approach respectively:

2

[0}

z"(q) = 2" (p) + €)' (p) + - (&1, (P)&T () + &5 (p)),

T (q) = "(q) — €)' (q) + 5 (&1 ()& (9) — €5(q))-

ST

(6.3)

The active and passive approach are mathematically quite different, however the physics will of course not depend
on the chosen picture. Let 7" be a tensor. In the active approach given a vector field £ (which we assume to be
small), we can write the result of the gauge transformation as:

T = X<, (6.4)

where L, denotes the Lie derivative with respect to £. Assuming &/ to be small, we can expand exp(L¢) =
1+ ele, + %ezﬁgl + ... where ¢# = e&f' + %55 + .
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This definition allows us to find how perturbations change under a gauge transformation and in turn this can be used
to construct gauge-invariant quantities. The choice of gauge is arbitrary and in practice on picks the gauge which is
most convenient for a given problem in cosmology. Examples are the longitudinal gauge, spatially flat gauge and
the synchronous gauge.

6.2 ADM formalism and effective field theory for scalar-tensor theories [11]

Unlike the usual treatment, GR can also be studied via the Hamiltonian treatment, which underlies the ADM
formalism. The ADM formalism turns out to be suitable for the EFT formulation of DE [10], but it should be noted
that the ADM formalism is much more general. One motivation for this formalism is that it allows to describe
different modified gravity models in a common language, which makes it simpler to compare the different models.
The other reason is that this formalism allows for discovering new modified gravity models that could otherwise not
easily be constructed such as beyond Horndeski models '°. The basic notion of the ADM formalism for scalar-tensor
theories is to require that constant time hypersurfaces coincide with the hypersurfaces on which the scalar field
is uniform. This requirement amounts to requiring that the scalar field has a time-like spacetime gradient, i.e.
V. V#¢ < 0. In the ADM formalism one thus picks a certain coordinate system. Therefore the diffeomorphism
invariance is broken, which will cause the theory to have an additional scalar degree of freedom compared to
standard GR. A general action is written in terms of geometrical quantities which are related to the above mentioned
hypersurfaces. Let n* be the future-oriented time-like unit vector normal to these hypersurfaces. Then we have that
nkn, = —1 and we can define the pull-back metric on these hypersurfaces as:

huy = Guv + nyny. (6.5)

One can describe the the intrinsic curvature of the hypersurfaces by the ordinary Ricci tensor (S)RW, where (3)
indicates we consider the (three-dimensional) hypersurfaces. The extrinsic curvature tensor is defined via:

K" = h**V n,,. (6.6)

In the context of DE we often deal with a scalar field ¢. Let X := ¢g??V ,¢V ;¢. Then the unit vector is easily
related to the field ¢ via:

1

These geometrical quantities have all been defined without the reference to a particular coordinate system. Let

us focus on these geometrical quantities in terms of ADM coordinates, i.e. the coordinates for which constant
time hypersurfaces coincide with uniform scalar field hypersurfaces. The metric in the ADM formulation is given by:

ds? = —N2dt? + hj(dz® + N'dt)(da? + Nidt), (6.8)
where N is called the lapse and N* the shift.

In these coordinates the above geometrical quantities are expressed as:

1 .

ﬁ(h” — DzNJ — Dj]\fi)7 (69)
where a dot means derivative with respect to ¢, spatial indices are raised and lowered with h;; and D; denotes the
covariant derivative with respect to h;;.

’I’Lu = (—N,O),Ki‘ =

The idea of the ADM formalism is to study general actions of the form:

101t turns out that these are related to standard Horndeski via a disformal transformation g, — Q2(¢)guy + I'(¢, X)), 00w ¢.
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S, = /d4x\/—gL(N7 Ki;,\® Rij, hij, Dyst). (6.10)

Models such as standard GR, quintessence, K-essence, Horndeski and beyond Horndeski models can all be casted
into this form. For instance the ADM Lagrangian for standard GR is of the form:

1
T 16wG

The dynamics of perturbations in this formalism is controlled by the so-called a-parameters. Let us discuss how
these arise for the case of perturbations around the flat FRW metric of the form:

Lar [Ki; K7 — K2 +& R]. (6.11)

ds® = —N?(t)dt* + a*(t)d;jdx"da’ . (6.12)
From this it follows that ®)R;; = 0, K} = H§&; = - such that the background Lagrangian is a function

L(a,a, N). By variation of the action with respect to @ and N the background equations of motion can be obtained.
However, for the study of a-parameters it is important to consider the full Lagrangian to quadratic order. Define
SN := N — N and 0K} := K] — H§]. Then the Lagrangian can be expanded (we will omit the (3) in () R} for
briefness):

i pi 7 oL _ .,  OL
L(N, K}, R}, ...) = L+ LxON + 250K + =
J J

SRE+L®) + ., (6.13)

where L(?) indicates the quadratic order Lagrangian. The derivatives are evaluated at the background. After some
algebraic manipulations and by introducing coefficients the second order part \/—gL(®) can be written as:

vV=gL® = NG*6, RSV h + a* (LN + %NLNN)MW + Na* [g*(sQR + %AK5K2 +C*0KOR
S AR G*
1 J 7 J - 2 7 *
+AK5Kj(5Ki +AR§RJ-(5R¢ + 2AR5R + ( = +BR)5N5R] + ...,
(6.14)

In this expression there are some coefficients that depend on the particular theory and d1, do indicate the first and
second order perturbations.

This formula allows us to study tensor, vector and scalar perturbations separately. The tensor modes correspond
at linear order to the metric h;; = a(t)(d;; + 7i;) where 7} = 9'v;; = 0. The quadratic action for these tensor
modes reads (by putting N = 1):

Ak . g*
9 = [ e’ [ 755~ m 0007 (6.15)

From this expression we note that it is suggestive to define the mass by M? = 2. A . To avoid the presence of ghosts
we clearly need Ag > 0. The action can be rewritten:

(2) 3 s M o 02T 2
S = [ dedta® = [%.j — L (0i)?] (6.16)
where % := G* /A can be understood as the graviton propagator speed squared.

The parameter avp describes the deviation of the speed of gravitational waves compared to standard GR:
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ar =ck — 1. (6.17)

The mass M is in the general case time-dependent. The time-dependence of this quantity is characterised by the
parameter o ps:

anr = — —In(M?). (6.18)

The evolution equation for tensor modes can then be described in terms of these two a-parameters. Similarly, one can
study the vector modes which are characterised by N* = Ny, with 9; N{, = 0. The quadratic action of these modes
do not give rise to new a-parameters. However, to describe the dynamics of the scalar perturbations one introduces
three other a-parameters called a i, ap and a . To describe these scalar modes, three scalar perturbations 6V, 1), ¢
are introduced: N = 1+ 6N, N* = §¥9;1) and h;; = a?(t)e*5;;. The quadratic action reveals that only ¢ will be
a propagating degree of freedom. The a-parameters are defined as !

B 2ytLny G 4By
B ym A " T omH2Ax T T AR

The Lagrangian for a general metric g,,,, with the condition on ¢ can be written as follows:

1. (6.19)

2
S5 = / d=°’gcdm=°’M7 [5K7;j6Kij—6K2+(1+aT) (R‘SG@MQR) +aKH26N2+4aBH5K5N+(1+aH)6R6N}.

(6.20)
This form can be casted into the standard EFT form by which the a-parameters are related to EFT functions (see
e.g. [10],[11]), which we will also encounter in the section on positivity bounds for the case of Horndeski theory
(equation (7.58)) [26].

In the ADM formalism we picked a particular coordinate system in which the constant time hypersurfaces coincide
with the uniform scalar field hypersurfaces. To study the evolution of cosmological perturbations one often performs
the Stiickelberg trick, which is the introduction of a time diffeomorphism ¢ — t + 7 (¢, x) with 7 a scalar field
perturbation (called the Stiickelberg field or Goldstone boson). With this transformation the action of the ADM
formalism can be made covariant by introducing a new scalar perturbation 7.

' This assumes that there not more than two spatial derivatives in terms of ¢ only in the quadratic action.
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7 Positivity bounds for scalar-tensor theories

Positivity bounds originate from the study of particle physics. Therefore it is important to first introduce some basic
notions of (advanced) quantum field theory (QFT) that will be used in the derivations of the positivity bounds.

7.1 Review of QFT on Minkowski spacetime [12],[13]

QFT can be studied in two main ways. Namely, via the canonical quantization method or via the path integral for-
malism. In the context of positivity bounds of cosmological EFT models it turns out that the path integral formalism
is more appropriate, e.g. because of the presence of the graviton field h,, . All the fields we discuss are assumed
to be in the Heisenberg picture. Let |2) denote the vacuum state of some theory (including interactions). In QFT
we are often interested in computing correlation functions since these are related to the scattering amplitudes and
they give us the Feynman rules of a theory. For instance the 2-point correlation function of a scalar field ¢ is found by:

[ Dog(x1)gp(w2)e

f D¢61S ’
where S = [ L(z)d*z is the action and D¢ indicates that we integrate over all field configurations. In similar
fashion one can define the relation for spinor fields, gauge fields and gravitons.

QUT{p(x1)¢(22)}182) = (7.1

The key notion of the advanced QFT formalism is to express all correlation functions in terms of a so-called
generating function Z[J]. The physical idea behind this is that an arbitrary external source J(z) gets introduced
which couples to the field ¢ and creates intermediate states of a physical process, which is equivalent to integrating
over all field configurations. In a more general context this source can carry indices, depending on the field you
consider, for instance J#" in the case of a graviton h,,,. We will however first focus on a scalar field. The generating
function for a scalar field Z[.J] is defined via:

_ / Dl S L@ +I@)o@)] 72)

From this definition it can be seen that the two-point correlation function can be written in terms of the generating
function using the functional derivative (see Appendix, section 9.2 for more details):

1

QU)o = 5 (~i5705) (~i5707) 29, 13)

Similarly, one can define the n-point correlation function:

(7.4)

)zm\ _ [ Dod(@)o(an) d(an)e’™

1 n
(@IT{0()0(wa)--olan ) = 7 TT (15 [Dics

i=1

An important remark is that the propagator of some theory can be found by evaluating the two-point correlation
for the free part of the theory. For instance consider the case of the Klein-Gordon Lagrangian for a scalar field
L =—3(d,6)* — 3m?>¢*. The action in this case can be written as follows:

So = /d‘*:c[%qs(a? —m2 +ie)+ J(b], (15)

where we introduced a small term ¢e like in the Feynman description and the subscript 0 indicates that we consider
the free theory. The first term suggests that the propagator D(z — y) should obey the following equation:

(02 —m? +ie)D(x —y) = id(z — y). (7.6)
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In Fourier space this equation can be solved easily:

D) = 15 mme —ie (1.7)
such that the real space propagator is written as
d*k —i ;
D(x —y) = —ik-(e-y), 7.8
(@=y) / (2m)* k2 +m? — e’ 78

By defining the field ¢/ () = ¢(z) — i [ d*yD(x — y)J(y). the free field generating function can be written as:

ZolJ] = Zol0)e~ 3/ 'ed' v @)D=} (), (7.9)
A simple calculation then shows that (Q|T{¢(x1)d(z2)}Q) = D(x1 — x2).

Interactions of the scalar field can be taken into account by adding a interaction potential V' (¢) to the Lagrangian.
Since for a generic analytic functional F' we have F(¢)e!/ 4479 = F(—i2)e! S 4279 it follows that:

ZlJ) = / Dt | 4'o(LotV(@+70) _ (i f 42V (isstsy) 717, (7.10)

In general this is quite complicated to compute or take functional derivatives of. Therefore it is often assumed that the
interaction potential can be treated as a perturbation '2. In that case the exponent can be expanded to leading-order as:

Z[J] ~ (1+i/d4xv<—i(5j(x))>Zo[J]. (7.11)

The correlation functions can be found from this expression by computing functional derivatives. These correlation
functions simply provide the Feynman rules (of vertices) of a given theory. In similar fashion gauge fields and
spinors can be described. However, for the first gauge fixing is an important complication whereas the latter is
difficult because it requires the notion of Grassmann numbers.

Another important field in the context of cosmology is the graviton field. This is interpreted as the first-order
perturbation of the metric in perturbation theory. Let g,,, = 7., + h,,, with |h,“,| < 1. The field h,, can be
interpreted as the graviton. The generating function of a theory containing both a graviton and a scalar field is given
by [13]:

Z[J, JP) = / D¢Dhe' | 4w LT @)9@)thas @) 77 ()] (7.12)

where Dh integrates over all graviton field configurations and J*” is a generalised current with indices (which
satisfies J*# = JP< due to hap = hga). Let us focus on the pure graviton case (i.e. = J = 0). However, we know
that gravity theories such as standard GR and Horndeski are diffeomorphism invariant [14]. This means that the
action does not change under a gauge transformation b, — Ry +0u€ + 0,6, + e 0,6° +hue 0,87 +£° 05Dy
where £# is an infinitesimal vector field. Typically, the path integral (7.12) diverges since the integral does not
take into account the fact that some field configurations are related by a gauge transformation and are therefore
physically equivalent. Therefore we need to fix the gauge. The way to do this is by adding a gauge fixing term
to the Lagrangian £ of the type Lgr = 5= C,(h)C”(h) for some constant o and field C,, (h), which comes
from the Faddeev-Popov method [15]. In the literature the convenient gauge is often de Donder gauge for which
C¥(h) = 0, — %n"‘”n"ﬂ Oahop. Once the gauge has been fixed it is possible to compute correlation functions
in the usual fashion, for instance the 2-point correlation function is found by:

12 A typical example is ¢# theory for which V' (¢)) = —%d)“ with A < 1 a small parameter.

24



1) ho(22)e™ . .

K,V]

Jrv=0
(7.13)
The propagator of a graviton can just like for the scalar field be found by looking at the quadratic free part of the
Lagrangian of some theory (after gauge fixing has been performed). In section 7.4 (and details in the Appendix)
we will derive the graviton propagator in case of Horndeski theory on Minkowski space (with G4 = 1/2 being the
special case of GR).

If we consider both gravitons and scalar fields then we can define for instance the correlation function for ¢pph-
interactions as follows:

) 6 ' 5 )
Z[é’o] (_Z5J($1))(_Z5J(:L’2))(_Z5JT($3))Z[J’JM ]

Interactions can be taking into account in the Lagrangian like for the pure scalar field case (7.11).

(QT{¢(x1)d(22)hap(ws)}) =

J=Jur=0
(7.14)

7.2 Motivation behind positivity bounds

In many modified gravity theories, the Lagrangian describes the physics up to a certain energy scale which we call
the cut-off. Such a theory is called an effective field theory (EFT). Typically this cut-off is taken to be of order the
Planck mass since above those energies QFT and GR does not apply. To describe such energies one would require a
quantum gravity theory (or grand unified theory) or at least some UV completion consistent with the known physics
at low energies. The viability conditions on the EFT theory have been discussed. But there are additional viability
conditions coming from the question whether the EFT admits a UV completion with certain general properties, i.e.
whether there is some theory which describes the physics above the cut-off and which reduces to the EFT at low
energies. The approach that will be taken in this thesis is that the UV completion should be Wilsonian (called the
standard UV completion), i.e. it must be causal, unitary, Poincaré invariant 13 local and crossing-symmetric [16].
These requirements yield conditions on the scattering amplitudes in the EFT, which are called positivity bounds. In
the context of cosmology these are additional theoretical priors apart from the usual ghost, gradient and tachyonic
instabilities. Therefore it is expected that these positivity bounds constrain the known EFT models further, which
makes it easier to rule out models and to compare them with upcoming cosmological data. Furthermore, these
positivity bounds can also reveal whether a certain EFT can be constructed from a standard UV completion or not.
If the positivity bounds are not consistent with the cosmological data, this is an indication that the EFT does not
admit a standard UV completion. In that case it might be that some assumptions have to be omitted such as Poincaré
invariance or causality.

7.3 Formalism of positivity bounds for scalar-tensor theories on Minkowski spacetime

In this subsection the formalism of positivity bounds of scalar theories will be summarized following the literature
[211,[23]. In this discussion we will first focus on positivity bounds for massive scalar particles in Minkowski
space. This however immediately gives rise to problems in the case of Horndeski theory since the graviton admits
a massless ¢-pole, which means that the scattering amplitude scales as A ~ 1/t and thus diverges in the forward
limit £ — O [17]. Hence the scattering amplitude cannot be analytic, whereas this should be the case in order to
apply the positivity bounds formalism [23]. In [17] a possible solution for this has been presented, namely it is said
that we can work in the decoupling limit M},; — oo (with A3 fixed) in which the massless ¢-pole is suppressed by
~ 1/(Mpt). A more rigorous argument for the fact that positivity bounds remain to hold in gravitational theories is
provided in [21].

13This is only true for a Minkowski background. In the case of a cosmological background, time-translation symmetry and boost symmetry
are broken.
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Positivity bounds are conditions on the EFT scattering amplitudes coming from taking the low-energy limit of
conditions on the scattering amplitudes of the underlying UV theory which is left completely general apart from
these requirements. Consider 2-to-2 scattering of massive scalar fields. Let p;, po be the incoming momenta and
p3, p4 the outgoing momenta. Then we define the Mandelstam variables by s = —(p; + p2)?, t = —(p1 — p3)? and
u=4m? —t — s = —(p1 — p4)? where m is the mass of a scattered particle. We assume that all particles have
the same mass m. The first requirement is that the theory should be Poincaré invariant such that the scattering
amplitude A can be written as a function of the Mandelstam variables (i.e. A = A(s,t)) and that the coefficients
in the scattering amplitude are constant so that one can apply ordinary QFT [21]. The second requirement on a
Wilsonian UV theory is that it should satisfy unitarity [23]. Intuitively this tells us that probabilities should be
conserved. Unitarity requires that the optical theorem Im[A(s,0)] = \/s(s — 4m?)o(s) with o the cross-section
should be satisfied and that the partial wave expansion (P; are Legendre polynomials and a; € C):

A(s,t) = 16, /ﬁ 3720+ 1) Pi(cos(8) (), (7.15)
=0

should obey Im(a;(s)) = |a;(s)|?+... " with 0 < |a;(s)]? < Im(a;(s)) < 1fors > 4m?. Orby 0P Py(1+t)|4=¢ >
0 one can also write the condition (for an interacting theory) as:

n

9 2
> > .
" Im[A(s,t)] o >0Vn >0, s >4m

Another requirement is that the scattering amplitude in the UV theory should be analytic. Usually it is required
that A(s,t) is analytic ' in the whole (s, t)-plane apart from poles and branch cuts which can be explained by
unitarity and crossing symmetry (i.e. between s-channel, t-channel and u-channel of a given process). A weaker
notion of analyticity however has been applied to derive the positivity bounds. Namely, one assumes that the
scattering amplitude is analytic (up to poles) for 0 < s,t,u < 4m?. In scalar theories it is possible to extend
the positivity property from unitarity to 0 < t < 4m? since A(s,t) has a t-channel pole at t = m? with s-
independent real residue and therefore Im[A(s, t)] is analytic without poles for [t| < 4m?. In the derivation of
the positivity bounds this means that Cauchy’s integral theorem can be applied to the scattering amplitude. From
analyticity and unitary one could derive the Froissart-Martin bound, which describes the scattering amplitude in the
limit s — oo while keeping ¢ fixed, in order to ensure that the theory is local. The Froissart-Martin bound is given by:

lim [A(s, )] < Cstte®), (7.16)

where C'is some constant, €(t) is some function of the Mandelstam variable ¢. Technically, the Froissart-Martin
bound is needed in the derivation of the positivity bounds in order to be able to neglect arc parts of contour integrals
in the complex (upper- and lower-half) plane.

Another important notion in the development of positivity bounds is the so-called dispersion relation. But first it is
convenient to define the pole-subtracted scattering amplitude B(s, ) via:

B(s,t) := A(s,t) — A A A (7.17)

m2—s m2—u m2—t

where \ := Res,—,,2 A(s,t). Define Z := x — 4m?/3 where x can be any quantity and v := 5 + £/2. Then it
follows that B(s, ¢) should be given by:

o du 202Tm[A(u, t)]
m2 T +1/2) (B +1/2)% — v

B(s,t) = b(t) + A

14In this formula ... indicate terms which come from inelastic scattering and these are proportional to the cross-section and turn out to be
positive as well.
I31.e. the Cauchy equations dsRe[A(s, t)] = 0:Im[A(s, t)] and O:Re[A(s, )] = —0sIm[A(s, t)] are satisfied.

26



The function b(t) is not determined by analyticity properties and depends on the process.
Define for N > 1:

BENM) 4y .= M'65"8MB(U t)|v—o. (7.18)

These functions can be expressed in terms of positive integrals:

M
BN M) J(2N+k,M—k)
Z k' , (7.19)
k=0
where
12 (% dudfTm[A(p,t))
1) () .= q—f/ e s sk Ut REZA N 7.20
( ) p' T J4am?2 (:D’ + t/2)q+1 ( )

The positivity of the integrals 7(4?)(t) > 0 is precisely where the positivity bounds come from. Upon defining o,
B and ¢y, as:

22(7‘ k)

k
Z (2k — 2r)!

L k 2 2(r—k)—1
= —1 B
A= );(2/{—%—1)!“
60:1

22(r k)
2k —2r) CTVkZI.

Mw

(7.21)

Define M := (t + 4m?)/2 and Y @N:-M) (¢) recursively:

M/2 1 (M—-1)/2
Y(2NM) cr BN+2r,M- 2r)+ AN + k) +1 y 2(N+k),M—2k-1)
; e kZ (2(N + k) + 1)B

From which the positivity bounds y (2N.M) (t) > I@NM) > 0forall N > 1, M > 0and 0 < ¢ < 4m? are found.

In the low-energy (EFT) limit, under the assumption that loop corrections can be ignored (i.e. if tree-level amplitude
suffices), the scattering amplitude B(s,t) can be written in terms of x = —(5¢ + tu + 5u) and y = —5tu with
S+t+u=0as:

B(s,t) = Affj;)m zmy™, (7.22)
n,meN

where A is some energy scale which makes the a,,,,, dimensionless. The first few positivity bounds imply that:
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Y(2’0) a0 >0

A2
Y(z’l) apl1 > ———5- Q10
202
Y(4’0) T agg > 0.

(7.23)

Ay, is defined as the first mass scale above the cut-off of the EFT.

7.4 Positivity bounds for Horndeski theory on a Minkowski background

As discussed in section 5.7 the Horndeski gravity theory (or generalised Galileons) contains a scalar field ¢ as a
dark energy candidate and this model contains many other models such as f(R) theory, standard GR, quintessence.
Since Horndeski theory is an EFT we can expect that the theory breaks down at some cut-off A3 < M. Because
of this reason, one defines the mass scales A; = M, A2 = M1 Hy and Ag = Mleg where Hj is the Hubble
parameter today such that the Horndeski Lagrangian can be written as [17]:

5
S = / dav/=g>  Li, (7.24)
=2

where the Lagrangians £; are defined by

Ly = A5Gy,
L3 = A5G3[®],
Ly = MAG4R + N3Gy x ([9]° — [97]),

1 ) )
L5 = M3G5G, O — gAgG&X([@]S — 3[®][®?] + 2[®?)),

Here G2, G3, G4 and G’ are functions of the dimensionless quantities ¢/A; and X = —%V“qﬁvufb/ Aj. We will
also allow an explicit mass term —%mQ ¢? in the action. The functions G; are different from the formulation in
section 5.7 as the energy scales are written explicitly. The notation is such that ®*, := V#V,$/A3 and square
brackets indicate the trace, e.g. [#?] = V#V,¢V"V u®/ A$§ and , ¢ indicates the partial derivative with respect to
¢/A; and , X indicates the partial derivative with respect to X .

The tree-level scattering amplitudes in Horndeski theory take the following form for an elastic 2 — 2 scattering in
the limit M},) — oo (with Az fixed) [17]:

52 5%t
A(s,t) = Cssr% + cSStA—g + s (7.25)

where s, t are the Mandelstam variables (see previous subsection for the definitions). This equation counts in powers
of s and t. It assumes the high-s limit (s is large but below the cut-off scale) and the forward limit ¢ — 0 and the
equation is obtained in the center-of-mass frame. The assumption of the forward limit and center-of-mass frame
are without loss of generality since the amplitude is Poincaré invariant as we consider a Minkowski background
spacetime. Loop corrections for bounds up to order O(A3 %) can be neglected to good approximation [21]. The
positivity bounds for such a theory are of the following form [17]:

3A3
Css 2 O7csst Z - 3css- (726)
27}
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In the reference [17], the action (7.24) is expanded about a Minkowski spacetime via g,,,, = 1, + hy. /My and
¢ = (¢) + ¢ where (¢) = 0 and My, is taken to be large with A3 fixed (so the order of perturbation is counted
in 1/M,)). From this it is possible to study the scattering amplitudes of the processes ¢y — @@, ph — ph and
hh — hh. Using these scattering amplitudes it is then possible to derive the positivity bounds. In this section we
will provide some detailed calculations of the process ¢ — ¢p. The main reason is that there is a disagreement
in the literature about the exact positivity bounds for Horndeski gravity [17], [21]. The method provided can also
be used to find positivity bounds for other dark energy theories such as vector-tensor theory or DHOST. Also by
making the method in [ | 7] more explicit it becomes easier to study positivity bounds for cosmological backgrounds
[22]. We start by deriving the propagators of the scalar field ¢ and the graviton h,g. Afterwards we will compute
the vertices of the theory in momentum space. Indices on perturbations and partial derivatives are raised using the
Minkowski metric. Indices on covariant derivatives are raised and lowered with the full metric.

7.4.1 Propagators in Horndeski gravity

The scalar propagator can be found by considering the Lagrangian which contain terms quadratic in ¢ after perform-
ing the expansion around the Minkowski background. In order to derive this we notice that the G; functions can be
expanded about the background by [18]:

G0/ = 3 i i) o)
i 1 - i nIm! \ O (¢/Mp1) 0™ X ) p=0,x=0 \ My, ; .
where Y = — ﬁv 1w V#p. Evaluation of quantities at the background spacetime are indicated by bars on top.

The quadratic order Lagrangian for ¢, denoted L, can be found from the Lagrangian (7.24) to be:

P>

4

Lo, = *1 ALG 72 —AG 71 0,0t ) + 2. G po" o,
pp 2 292,40 7‘ {gl 272, X (2 A 421 13 ) A % 7‘ [pl 3,9 14
+ 7A£21 G X (8“3 @aya ® — oo, gDa o ) — *1 m2 2

Ag 4, 2 v v POL0 @ B @

Integration by parts and neglecting boundary terms shows that the second last term vanishes and the third term can
be rewritten such that:

1 - 1~ - 1
Loy = WAELGMWZ = 5G2.x(9"9)(0up) = G5,6(0"0)(O) — §m2<ﬂ2~ (7.29)
pl
The propagator can be normalised in such a way that it is that of a massless scalar field by letting GQ7¢¢ =2 AIZ[“ =
— — 2
m?/HZ and G54 + G2 x = 1/2 such that the Lagrangian becomes that of a free massless scalar field:
1 Iz
Loy = _5(6 ©)(Oup)- (7.30)
Therefore the scalar propagator is in momentum space given by (ignoring the ie term):
i

Plp) = ——. (7.31)
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The graviton propagator is much less trivial to derive. The part of the Lagrangian (7.24) quadratic in the graviton
field, denoted Ly, can be found by the following expansion at quadratic order: '®

Lipp = 617/=gMHG461 R + M3 G402R, (7.32)

where d1, 5 indicate the first and second order part (the latter includes the factor 1/2!).

It can be shown that the first and second order part of the Ricci scalar are given by (Appendix, section 9.3):

MydiR = 0%0Phos — 0" 000 h

1 1
Mpds R = 5 (") (0,h%) = (0" h)(0uhe) — 4 (9ah)(07N),

1
T4
(7.33)

where h := 1’ hy,, and 9% := n*F 9.

From equation (2.13) of [15] it follows that \/—¢g = 1 + h;;j*i" + T (é(n,wh’“’)2 - %hiy) +O(1/M3). With
p bl

this expression it can be seen that L}, can be written as (by performing integration by parts):

Lo = G4 3557 (95h8) (97 hY), (7.34)

4 POV

where 6%’17 is the generalised Kronecker delta (see Appendix, section 9.3 for details).

The graviton propagator ng without gauge fixing in real space satisfies (in analogy with the scalar propagator):

%5;;55,' 8,07 PLE = isk 6%,6(x — ). (7.35)

So we can then define the graviton propagator (in momentum space) Pﬁg (p) by:

Gy

2
So we find the expression for the graviton propagator given in the Feynman rules of reference [|7] where there
has been no gauge fixing applied yet. Horndeski gravity is diffeomorphism invariant so gauge fixing is necessary.
Applying a gauge fixing in this gauge amounts to adding the following Lagrangian to Lpp:

PYE(p)OSH ppp” = —idt 6%, (7.36)

Gs
2
The gauge-fixed Lagrangian £, + Lor then becomes:

Lop = — (a“hW _ %ayh)Q. (7.37)

Lin + Lar = %aahaah - %(axhg)(akhg). (7.38)

This expression can be written in the following form after integration by parts [15]:

16The term with 62\/—9A3 G2 will be ignored since it is suppressed by 52\/—9/\421612 x O(Ag/Mpl) in the decoupling limit (compared to
the other terms in Ly, it is small). This term plays the role of the mass of the graviton (or cosmological constant for ¢ = 0), which is ignored in
the decoupling limit, following the literature [17], [21].
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Gy

1
L = = Py 0507 (1P — 00 ) has, (739

where I,uuaﬁ = %(nﬂﬁnaV + nuanyﬁ)_

The (gauge-fixed) propagator D,g~5(x — y) can be found by [15]:

G 17 4e% 1 v, loa . 14
7“(1# 7S B)a Do Dagis(x — y) = il"™_:6(x — y). (7.40)

In Fourier space the propagator satisfies:

G 1 "
74 (I“”O‘B _ §nuunaﬁ)(_k2>Dan(k) —iI" 6 (7.41)

From this it follows that the propagator in its explicit form is given by (see Appendix, section 9.3 for the proof):

—27 1 —1
Duuaﬁ(k) = @ (I/u/aﬁ - gnuunaﬁ) = m (nuanuﬂ + NuBNva — nuunab’)- (742)

So it follows that the graviton propagator is like in ordinary GR, which is expected since the only part that contributes
to it comes from the GR term o< G4 in Horndeski theory.

From these propagators it is possible to write down the free generating function, which will be used later to compute
vertices in Fourier space. Obviously the scalar field part will take the form of equation (7.9). The graviton propagator
is more complicated. Consider the graviton part of the free generating function, i.e. equation (7.12) with J = 0 and
no integration over ¢. The free generating function for gravitons only can be written as (see Appendix, section 9.3
for the proof):

ZolJH] = ZO[()]G_%fd4$d4yJ"ﬁ(I)Daﬁox(w—y)JC’“(y). (7.43)

Thus it follows that the free generating function including both / and ¢ is given by:

Zo[JH, J] = Zo[0,0]e~2 J d*2d*uI (@) Da=9) I () o= 3 [ d*xd*y 1% (@) Dapon(z—)I7" () (7.44)

7.4.2 Vertices in Horndeski theory

In this section we will derive the tree-level Lagrangian vertices up to order 1/M,, in the Horndeski theory to derive
results like in the Appendix of [17] (up to some little mismatches in the numerical coefficients but consistent with
the findings of [21]). This can be done by expanding the action (7.24) to a particular order in the fields ¢ and
hag/Mpi. In this section we will work out the example of the p-vertex in detail and the rest of the derivations
will be in the Appendix, section 9.4. The Lagrangians derived in this section and the Appendix, section 9.4 will
include the \/—g in the action evaluated up to a certain relevant order.

To derive the ppp-vertex, we expand the action (7.24) up to cubic order in ¢ and consider only the parts which
contain . This yields the following Lagrangian:
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P\’ P \?
Lopp = Ang¢(Mpl)Y+ A4GQ¢,¢¢(MPI) 2A3G3¢¢,(6 aﬂcp)(Mpl) A303X(a )Y

IZ:GG4 X¢(M )[&L@,ﬂpauawp 0"0,,00,0" 4,0}

4
6%9 G5X[ 018,00" D00y p — 30,,0" 0" Dy p0P D + 0" 000 0D30° ]
(7.45)

From definitions A3 = M, Ho, A3 = M, HZ and Y = fﬁV”gpvug) (and writing partial derivatives instead of
covariant ones since we are not interested in gravitons for the ppp-vertex) it follows that the Lagrangian can be
written as:

AS
Lopp = 2M G Xop(0Mp )(au%@) 6M2 —5 G ¢¢¢90 + 27(;3 ¢¢(8M8M0)

-5 A3 37 0 (00,0 0u2)(079) + 35 G (00,00 Do — 01100,

-2 A9 G5 X [ 08, p0" Do p0° 0,0 — 38,,0" 00" Dp0P Dy + 80" 0D D05 ]

(7.46)
The order of the vertices will be counted in powers of 1/M,, (with M, large) and A3 fixed. This Lagrangian
contains leading-order terms which scale as 1/A3, subleading order terms which go as 1/Mp,; and lower order terms.
Following the Appendix in [17] we will only consider the positivity bounds up to 1/M,,;. This means we can ignore
the second term in the Lagrangian since it is O(M&Q). The claim is also that the last term in £, vanishes under

integration by parts and neglecting the boundary terms. Neglecting all boundary terms the Lagrangian can be written
in a compact notation (see Appendix, section 9.4 for the proof):

G2X¢+2G3¢¢ 2 " ng+3G4x¢ Hl’ o 3
Lopp = —4Mp1 0,0 —31\3 0! 590,0%00,0" . (7.47)

The expressions for the pppp-vertex, pph-vertex, hhh-vertex, phh-vertex are derived as well in the Appendix,
section 9.4.

In momentum space such a Lagrangian corresponds to the Feynman rule for the ppp-vertex. Define cg((,";)w and cgf&,

such that:

Loy =) 020,0"p + ), 64%500,0%00,0" p. (7.48)
The ppp-vertex can be written as (let p1, p2, p3 denote the ingoing momenta of the scalar fields at the vertex with
p1+p2+p3=0)

Vopo = Vi) + VI8, = —2icl%) (0} + p3 + p3) + 2icl), [(p1 - 1) (p2 - p2)
+ (p2 - p2)(p3 - p3) + (p1 - p1)(p3 - p3) — (p1 - p2)? — (p1 - p3)® — (p2 - p3)?].
(7.49)

Diagramatically we will represent this as the Feynman diagrams in Figure 3.

The complete set of Feynman rules relevant for ¢ — @ scattering for Horndeski theory are derived in the
Appendix, section 9.5.
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Figure 3: Feynman diagrams ¢@p-vertex for Horndeski gravity on a Minkowski background. The dot indicates that
the Feynman diagram is sub-leading order (i.e. O(1/Mp)).

7.4.3 Positivity bounds for ¢ — ¢ in Horndeski theory

The scattering amplitude for p — pp in Horndeski theory is like in equation (7.25). We will assume that A > Aj
such that the positivity bounds (ignoring loop corrections) are of the form:

Css 2> 0,¢55 > 0. (7.50)

Let us comment on the diagrams contribute to the scattering amplitude. First of all diagrams consisting of two
sub-leading three-point vertices can be neglected since they will be sub-leading compared to the other diagrams (i.e.
diagrams consisting of two leading three-point vertices and diagrams consisting of one leading and one sub-leading
three-point vertex). Each diagram consisting of two three-point vertices can be present in the ¢-channel, s-channel
and u-channel. Diagrams involving one sub-leading three-point vertex and one leading-order vertex come with an
additional symmetry factor of 2 from the exchange of vertices . Therefore in computing the scattering amplitude
we add the diagrams in Figure 4.

As an example we illustrate how the scattering amplitude of diagrams in Figure 5 is determined.

Let g := p;1 + p2 in the s-channel. From the Feynman rules we have that the s-channel diagram has the amplitude
(including the symmetry factor 2 from the exchange of vertices):

4
2VI8) (p1.p2. —0)D(@) V5 (q, —ps, —pa) = —;C&¢L0&ﬁw(2m4 +4m*s — 2(p1 - p2)? — 4(p1 - @)*)(2m> + 5)

i
= f—zcg}p)ipcggzo@m‘l +4m?s — 2(—s/2 + m?)? — s%)(2m? + s)
s

4i N 3
= —;c&ﬁwcfp$zo(6mzs — 582)(27712 + )

= —22'050/2900((;;20(247716 + 6m?s — 3s?).

(7.51)

7For the diagrams involving twice the same three-point vertex this is not true since in the Dyson series we get something like
—(1/2!) [ d*ad*y(£™) + £M)2 5o terms with L™ £B) come with an additional factor 2 compared to diagrams with two three-point
vertices of the same order.
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Figure 4: Tree-level diagrams for ¢ — @ scattering in Horndeski theory.
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Figure 5: Feynman diagrams involving a scalar propagator and two three-point scalar vertices of different order.
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In this computation we used that s = —¢? = —(p; + p2)? and that the external scalar fields are on-shell. The
corresponding u-channels and ¢-channels are clearly found by s — u and s — ¢ (by crossing symmetry), so that the
total scattering amplitude for diagrams of the above type is:

(A (m 4 2 242 L 20 _o: (A) (m 4 2. 42, 2
—22050@)@0(%920[72m +6me(s+t+u)—3(s°+t*+u’)] = —QZC&J@C&WMQGm —3(s* +t° +u?)]. (7.52)

In the last equality we used that 4m? = u + t + s. The scattering amplitude of the form (7.25) will be derived in the
high-s limit and forward limit (¢ small) in the center-of-mass frame. In this frame it holds that for elastic scattering:

s = 4(p® + m?)
t = —2p?(1 — cos(9))
u = —2p?*(1 + cos(h)).
(1.53)

In this expression 6 is the scattering angle, defined as the angle between p; and p3 (i.e. p1 - p3s = |p1||p3| cos(h)).
The result then directly follows by assuming that the scattering is elastic and that we work in the center-of-mass
frame, i.e. it holds that |p;| = |p2| = |p3| = |p4| =: p. Note that the high-s limit corresponds to p? > m? and the
forward limit corresponds to small 6. Clearly, in these limits we have that u/s — —1 and |¢| < |u/|, s. Hence the
amplitude (7.52) in this limit is found by:

(G 2G G 3G
12icl) ) 5% = #Gaxe + 37"51)4( 3.x +3C4x0) (7.54)
2

We ignored terms O(m*/A3) since Ay > A3 and Aj is the cut-off of the EFT (so m < A3, hence m < As). In the
future we will not mention this explicitly when evaluating scattering amplitudes in the high-s limit. Notice that this
term indeed appears in the desired total scattering amplitude (7.25). Notice that scattering amplitude we compute is

iA.

The total scattering amplitude is computed in the Appendix, section 9.6. The result is that it takes the form (7.25)
and therefore we find the positivity bounds:

2 ~ 2 - 1 = ~ 1 = =
Sesst = —Gaxx + =Gsx + = (Ga x +3Gax4)* — = (Gax — G5.4)*> >0,
3 3 2 Gy

1. _ _ _ _ _ _ _ _
Cos = §G2,XX - 2G4,X¢¢ + G27¢¢(G31X + 3G4,¢X)2 + (GQ,qu + 2G3,¢¢)(G3,X + 3G47¢X)
1 _ _
+ Gf(G&(ﬁ . G4,X)(2G47¢¢ — 1) > 0.
4
(7.55)

In this expression the normalisation 2G'3 4, + G2 x = 1 has been applied in the last term. The corresponding
positivity bounds are precisely the ones stated in [21]. To see this we note that they have put G4 = 1/2 and their
convention for G3 has opposite sign. And that G 44 in our case is defined differently since we use a different
convention for the mass m. This originates from the fact that we added an explicit mass term —%m2902 to the
Lagrangian whereas this is not done in the literature [21] '®. Hence the results that we found are consistent with
the ones provided in [21] but not with those in [17]. This basically shows that there are some incorrect numerical

$Notice that mi = 2m? with mg the mass which appears in [21], since Ly in their convention with an explicit mass term would

2
yield —miap? Therefore the result of [21] can be written as _%Gldﬂﬁ = 27”74;2 = mQ/Hg where we used that in their convention
G_’27¢¢ = —mi / Hg. And m?/ Hg is precisely GQ’¢¢ in our calculation, which confirms that the results are consistent.
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coefficients in the literature [17], confirming the claims by [21]. For future reference it is useful to stick to the
convention of [21], so without an explicit mass term — %mz ©?, since we would like to study positivity bounds for
the pure Horndeski action. Therefore we will use the above discussed mass convention for which (we will however
not change the convention of the sign of G3):

_ 9 _ 1 _ _ _
—Cost = —Gaxx + §G5,¢X + §(G3,X +3G4,x4)? — 2(Gyx — G5.4)* >0,

Css =

1_ _ 1 _ _ _ _ _ _
§G2,XX — 2G4, x¢¢ — §G2,¢>¢>(G3,X +3G4,6x)? + (G2,x6 + 2G3,46) (G, x + 3Ga6x)

+2(Gs.6 — Ga,x) (2G40 — 1) > 0,
(7.56)

where we now define GZM = —m?/HZ and we do not add an explicit mass term to the Horndeski Lagrangian.

7.4.4 Future improvements of positivity bounds in Horndeski theory

The positivity bounds we derived are the ones corresponding to tree-level diagrams for the process e — pp at
leading and sub-leading order. These do not take into account loop corrections. Loop corrections will yield more
accurate positivity bounds. It is possible to study scattering processes at even lower order in the cut-off scales which
will yield additional positivity bounds [23]. Loop corrections at that order cannot be neglected [21].

Another interesting question to study is whether changing the background metric from Minkowski to FRW metric
will change the positivity bounds [17]. This question is non-trivial since cosmological backgrounds in general
yield scattering amplitudes which are not Lorentz invariant [22], such that the usual positivity formalism for
scalar theories does not apply [23]. For this alternative positivity bounds are needed [22]. This problem will be
considered in section 7.5 for Horndeski gravity (with G5 = G5(¢)) under the assumption that only boosts are broken.

Finally, we could ask ourselves the question whether the statement is true that the amplitudes of the processes
h¢ — he and hh — hh indeed vanish at order O(1/Mp;) we are working [17]. We question this because the
scattering amplitudes for o — pp mentioned in [17] also already contained several mismatches with our compu-
tations and the ones provided in [21].

7.4.5 Examples of Horndeski positivity bounds and mapping to the EFT

Let us consider positivity bounds for some subclasses of Horndeski theory and map the positivity bounds to the EFT
of DE. First let us mention that the positivity bounds we derived assumed that G2 x + 2G5 4 = 1 and G4 = 1/2.
In order words the positivity bounds are not as general as suggested by [17],[21], as they only apply to a subcase
of Horndeski theories satisfying these conditions. The first condition followed from canonically normalizing the
scalar propagator. However, we can lighten these assumptions and generalize the applicability of these positivity
bounds by requiring only G2 x + 2G5 4 > 0 and G4 # 0. The first condition ensures that the scalar field is not a
ghost, i.e. the kinetic term has the right sign. And G4 # 0 ensures that the graviton propagator does not diverge (and
that there are gravitational waves propagating at all). The reason we can do this is that in equation (7.29) we can
define ¢ := @4/ C_lg, x + 2@37(25. Then we can treat ¢ as the perturbation on the field (and hence consider p@ — @
scattering) with mass mfb /(G2.x + 2G5 ) 1. The vertices in real space need to be rewritten in terms of @. As a
result the positivity bounds obtain the following form:

- ~ o - G - _ = = =
Then we have that L, = —%(31,0)2 — %m2<p2 + 2]&,21 A%#%@Q where m?/HE = G2,46/(G2,x + 2G3,4). In the

P
convention without an explicit mass term, we have the same scaling for the mass and the field.
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1 (Gg x + 3@4 X¢)2 1~ _ 9

——= =" — = (Gyx — G >0

2 2G3,¢, + GQ)X Gy ( 4X 5’4)) -

L o —2Cs v — L, (Gax +3Caox)® | (Gaxe +2Cs.40)(Cax +3Gaxo)
2% BXOO T QTR0 (00 5 + Ga x )2 2G5, + Gax

(G’5_]¢ — 64,)()(2@47(1,(1, — 2@34) — Gz,x) > 0.

_ 9
—Gaxx + §G5,¢X +

+ L
G
(7.57)

Let us now consider some famous examples of Horndeski theory (assuming a Minkowski background) [24]:

* General relativity (GR): G2 = G5 = G5 = 0 and G4 = 1/2. Obviously, the scalar propagator is not
well-defined since there is no scalar field in GR. However, we expect that the positivity bounds should be
trivial (0 > 0).

* K-essence: G = Go(X, ¢), G = G5 = 0, G4 = 1/2. It follows easily that 0 > 0 and G, x x > 0.

e f(R)-theory: f(R)-theory has no kinetic term for the scalar field ¢, since A3G5 = V (¢) for some potential
V, Gs = G5 = 0 and G4 like in Brans-Dicke theory (see below). The propagator is again not well-defined in
such a theory.

¢ Brans-Dicke theory: Consider for a field qg with d:> = M, instead of (_;3 = 0 to ensure that quantities do not
diverge (note that the positivity bounds do not depend on the choice of ¢ := (¢) by Poincaré invariance of the

Minkowski background). Define A3Gy = — ];Ig wpp(V,.0)? — A3V (9) (wsp = 0 s the f(R)-theory case

so letwgp # 0), G3 = G5 = 0 and M§1G4 = %Mplq} We see that the bounds both become trivial: 0 > 0.

+ Covariant Galileon: G = 3, X, G3 = — 33X, G4 = 5 + 4X?, G5 = BX? where 32, B3, 4, 8 are some
coefficients. The positivity bounds reduce to —234 + 33/32 > 0.

* Shift-symmetric L, £4: G2 = GggX), Gy = C}4()g) Gz = G5 = 0. The positivity bounds become
-Gy xx — (1/G4)G2,X > 0 and %GZ,XX + (1/G4)G4,x G2, x > 0. This agrees with the studied example
in [17].

* Gravitational wave (GW) speed constraints [25]: The speed of the gravitational waves has been measured
to be approximately equal to the speed of light. The most general Horndeski Lagrangian which takes this
into account is: G2 = Ga(¢, X), G5 = G3(¢, X), G4 = G4(¢), G5 = 0. One of the bounds becomes
trivial: %G§7X/(2@37¢ + G2.x) > 0. The other one becomes: %GQyXX(?G&g{) +Gax)? - %leég,x +
G3.x(G2.px + 2G3,44)(2G3.4 + Ga,x) > 0. Notice that the bound provided in [25] is based on [17] and
therefore contains an error. Also in [25] they adopted the canonical normalization of the scalar field.

The positivity bounds we derived assume a Minkowski background. However, if we want to apply the formalism of
positivity bounds to cosmology, we should consider a cosmological background (i.e. a metric with the FRW metric
as the background). It has been postulated in [17], [26] that the Minkowski positivity bounds are approximately
true on a cosmological background up to corrections O(H?/A3) where A3 is the EFT cut-off. In [26] this has been
shown for a specific subcase of Horndeski gravity (shift-symmetric ¢ = 1) but we may expect that this should be
true for general Horndeski theory [17]. The idea is based on the fact that Horndeski gravity is a covariant theory
and its corresponding EFT on a cosmological background breaks time-translation symmetry and boost symmetry,
therefore the scattering amplitude is not relativistic anymore (i.e. it depends on the choice of coordinates), however
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we can assume that up to corrections it should be possible to transport the positivity bounds from Minkowski to
the FRW background ([17],[26]). The reason that we do not start directly on the FRW background is that there
are major complications when defining positivity bounds on curved backgrounds [22]. There is no full rigorous
formalism of positivity bounds on a cosmological background yet. The main challenges are the time-dependence of
the coefficients in the Lagrangian (making it non-trivial to apply usual QFT) and the presence of gravitons (and the
corresponding ¢-pole issue). Under the assumption of being able to transport the positivity bounds on Minkowski
space to the cosmological background, G; will now mean that G; is evaluated at the FRW background with possibly
time-dependent background field ¢(t). We cannot set it equal to zero in this case, since not all time slices are
equivalent like in Minkowski space, i.e. the vacuum is not Poincaré invariant anymore.

In general it is not so simple to constrain the EFT parameters using the above positivity bounds but for the shift-
symmetric Horndeski action it could be shown by considering the a-parameters in the ADM formalism that the
allowed parameter space (by instability conditions) could be reduced by taking into account the positivity bounds
[17]. In order to incorporate more general subcases of Hordeski models, we consider reconstructed Horndeski
models, which allow us to write the functions GG; in terms of EFT functions [26].

In the EFT formalism of scalar-tensor theories of DE, the action takes the following form [26]:

5= [ d'av=al®R - 200 - T8 + 5 [ dtev=g[MEOGs) - M B6K ™

— 1
—2M2(1) (6[(2 — SKMSK,, — 55}2(3)5900)] + 8011y U] + AS,
(7.58)

where AS indicates higher order terms of the action, ¥,,, describe matter fields. In this action the coefficients (),
['(t), A(t), M3(t), M3(t) and M2(t) are the EFT functions. M, indicates the (time-independent) Planck mass.
This expression already assumes a spatially flat FRW background. The idea of reconstructed Horndeski theories
is to match the G; functions in the covariant formalism to the EFT functions [26]. This matching is done up to
quadratic order and higher order corrections are taken into account via variations AG}, i.e. at the background and
linear level theories with different AG; are equivalent [26]. The convention of X, G; x, G; ¢ in [20] is different
from our convention. In the convention where X = (V¢)?, G; x = 0G;/0X and G, 4 = 0G;/0¢*° we have the
following relations between the functions GG; and EFT parameters in the unitary gauge (d¢ = 0) [26]:

Ga(6,X) = ~MZU() — TMPZ(8)X + aa(6) X + AG
Gs3(¢, X) = b1(¢) X + AG;

Ga(9, X) = 5MPF(8) +e1(6)X + AGs

Gs5(¢p, X) = AG5.

(7.59)

where the functions U (¢), Z (), a2(¢), b1(¢), F(¢), c1(¢) are defined by:

201n this section we will adopt these conventions.
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and the functions AG; are defined by:
Gy =Y €296) (14 57) ",
) — M:}
AGis = 9@ (14 577) "
n=4
(7.61)

The functions fr(f) (¢) are free functions which do not change the linear theory but they can be used to reconstruct
(under possibily some redefinitions of fields) subcases of the covariant Horndeski theory [26]. Primes in the expres-
sions indicate differentation with respect to the field ¢. In the unitary gauge we have that X = (—1 + 6¢°°) M}
and therefore X = — M at the background, such that AG; vanish at background level (since we can take the
background field ¢ = tM? without loss of generality) [26]. This is useful since the positivity bounds are evaluated
at the cosmological background. The positivity bounds can be written in the convention of reference [26] 2!:

(G3,x +3G4sx)? 1
Gs,6 — Gox Gy
(G3,x +3G4 x4)*

4
— 4Gy xx — §G57¢X + (2G4,X + G5,¢)2 >0

1
2G2,xx +4Ga x99 — 5G2.00

(G, — G2,x)?
2(Go.x¢ — G3 G3 x +3G4x 2
+ (Caxo #0)(Cs, X9) + 7 (Gs,0 + 2G4,x)(Gapp — G3,p + G2,x) 2 0.
Gz ¢ — Ga x G4
(7.62)
21Vja Gg = %%GQ, G3 = %Gg, Gy = ﬁG’m Gs = %G& Gi,X = 72A%Gi7X and G'Zv@ = M, 1G5, 4 where a bar indicates our

convention and without bar indicates the convention of [26]. So X will mean (V,¢)? in this section.
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Evaluate the relevant functions and derivatives appearing in the positivity bounds yields (recalling they are evaluated
at the background where X = —M?2):

(b1 + 3¢})? B 4c2 -
IM2Z +2Mpay — b\ M} LMZF —cy M}~ 7

(b1 + 30/1)2
(AM2Z + 2Mbay — b, MH)2

1 1
4(ay +cf) — 5(—MEU” + 5ME‘Z“ ay M?)—

(b1 + 3¢;) (=1 M2Z" — 2a, M* — b/ M)
M2Z 4 2Mbas — by M2
461
1M2F — M}

+2

1 1
( FIM2 — M+ VMY — S MAZ - 2Mj§a2) > 0.

2
(7.63)

Important is to note that unlike in the case of Minkowski background, the left-hand side of the positivity bound
is a function of time and therefore needs to be satisfied at all times in order that the EFT admits a viable UV
completion. The EFT functions can be written in terms of the ADM parameters {ar, an, ap, ax } as well [26].
In order to check whether the positivity bound is satisfied one has to make a choice for the parametrization of
a-parameters or EFT functions. Examples of a;(a) = ¢;Q4(a), a;(a) = c;a where i € {M, B, K} have been
considered for the case of cqw = 1 and it was shown that the allowed parameter space containing points of the
form (cas, ¢, ¢k ) depends on this choice of parametrization [25]. The positivity bounds we provided also take
into account the possibility that cqw # 1, so they are more general. It is useful to relate the EFT functions in the
reference [26] to the ones used in EFTCAMB [27],[28] %2:

EFT functions in [26] | EFT functions in [27]
M* mo
Q 14+ Q
—AM? A
— (M7 2/ 2)l —c
My My
M7 M7
i 117

Table 1: Conversion of EFT conventions between references [26], [27].

The positivity bounds in the convention of EFTCAMB are usually written in code notation in which EFT functions
are derived with respect to a, the Hubble parameter H = i ‘(ifg is converted to the Hubble parameter in conformal
time H = 1 d“ , / indicates d . (which should not be confused with the prime defined earlier which meant - d>) and
H o= ”f;r‘ in thls conventlon Furthermore it is useful to introduce {7;} with i = 1,...,6 via M3 = v mZHZ,
M3} = yom2Hg and M2 = m2v3, 275 = —v4 = 73 and 6 = 0 (in EFTCAMB conventlon) for Horndeski theory
[27]. Let us write the above positivity bounds in EFTCAMB convention and in this code notation (see Appendix,
section 9.8, for details). Using the above table to convert to the EFTCAMB convention and writing the expression in
code notation yields the following positivity bounds (/ will mean da instead of )

_ 4a®(1+ QHZY3 + 4(H? + 2H)93 + 8aH> (1 + Q)34 + a*H2(1 + Q) (14)°
8(1+ Q)mf[— 26“ + 3aH Hoyo + (H2 + 2H)v3 + 2aH24)]

4daH Hov2 (4(1 4 Q)ys + 393 + a(l + Q)v5) + 873(—% +H(2(1+ Q) +av3)) -
8(1 + Q)mg[— 26“ +3aHHoya + (H? + 2H)7s + 20H?] B

(7.64)

22Reference [27] and [28] only differ by using € in [28] compared to 1 4+ € in [27].
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1 (273 { — 2% + 3aHoHy2 + 73 (7‘[2 + 27‘[) + QG’HQ’Y{; + a(?—lQ’ + CL/H2Q//)} 2(7_'{%/)) + GHQ’)’{))/)
5 : 2,6 + ¢

2 a’mg(1+ Q) amy

| da®Hem + aHoH (=372 +a%) + H(4ys — ans) + H2(=1073 + (3} — avy))

2.6
a?mg
2¢a?

2aHyys + H(4dvys + as ;
: 072 (473 . 75) l_ > + 3aHo(voH + H* (=2 + av}y))
ang( - — 3aHoHye — 2v3H — H2 (3 + QG'Y:IJ,)) o

+

3
mo

— 2HH (3 — 3av}) + 293 H — H3(2y3 + alvs — 2a7§’))]

2aHoys + H(4vs + ar}))? 2% o % '
B 2( 072 + H(4vs 73).> . lmz(_m + A) — H(a®HoH(v — 3a)
8a2m8( — 2%% + 3aHoHvy2 + (H? +2H)vs + 2aH2’Y§) 0

+ H (=273 + bars + 4a%yY)) — 2v3(2H2 + Fi) — a(—aHoybH + H2 (574 + 3avY) + 74 H)

+ a*Ho 1>~y — 2HPH (1873 + a® (474 + 3avy')) — H* (2473 — 12a74 + 2a°~5 + a4'yg”)] } > 0.
(7.65)

Furthermore, recall that the positivity bounds are only valid when the condition —G2 x + G334 > 0 is satisfied.
However, it turns out that this condition does not coincide with the ghost/gradient condition on the FRW background.
This has been checked by comparing the usual ghost condition coming from the field 7 on the FRW background in
the EFTCAMB code [27] compared to the ghost condition coming from the field ¢ on the Minkowski background
(and writing this on the FRW background with the reconstruction method). The consideration of a simple pure EFT
model with v; = 0, Q(a) = exp(Qoa®) — 1, wpg = —1, could already reveal this phenomenon by performing sta-
bility checks for points (2o, s) € [—2, 2] x [—2, 2]. We checked that in such a model the two ghost conditions do not
coincide (the Minkowski requirement was more stringent), which indicates that the expression —Ga, x + G5 4 > 0
cannot be covariant and hence does not apply on the FRW background. So although we expect the positivity bounds
to be (at least approximately) valid on the FRW background (which has been proven at least for c = 1 with
shift-symmetry to be correct, see [30]), the usual EFT stability conditions on the field ¢ are not the same as the
ones on the field . In similar fashion the tachyonic stability condition 7m?/HE = —G2 44/(G3,6 — G2.x) > 0
is not valid on the FRW background either. This means that for the application of the positivity bounds a healthy
Minkowski limit has to be required (see also [42]). However, defining such a limit from a given EFT on the FRW
background is not straightforward since EFT functions depend on time whereas on the Minkowski background
all functions are constant. For a certain subcase of Horndeski theory with constant coefficients it has also been
illustrated that the positivity bounds cannot be applied to any of the stable models [42]. However, in our approach
the coefficients will not be constant and therefore we will instead have to assume that the usual ghost, gradient
and tachyonic stability conditions from EFTCAMB are a necessary requirement for the positivity bounds on the
FRW background. This assumption is reasonable under the assumption that the bounds can be transported to good
approximation since then the stability conditions of 7 on the FRW background should be that of ( on the Minkowski
background. However it is fair to say that the assumption of transportation of the positivity bounds from the FRW
background to the Minkowski background is not rigorously proven yet (see [22], [30] and [44]).

The condition G4 # 0 turns out to be valid on the FRW background and was already incorporated in the code by the
fact that {2 = —1 leads to an unstable theory.

In the EFTCAMB code we will multiply the second positivity bound by a?m§ in order to ensure that the expression
is well-defined when a is small (numerically a is never zero, however it can produce NaN for the lowest value of
a). And the first bound will be multiplied by m§. This will not change the bounds since these quantities are all
non-negative. Similarly, the tachyonic stability condition for the existence of a healthy Minkowski limit will be
multiplied by a*m3.
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As an illustration, in Appendix section 9.7, we show that (in the convention of [29]) that for shift-symmetric

Horndeski theory ag < 12—?02 , af¢ is unconstrained and «; is some function of ap [17]. This example has been

used in literature to illustrate that positivity bounds help us to constrain cosmological parameter space [17].

7.4.6 EFTCAMB implementation of positivity bounds

The idea of EFTCAMB is to implement instability conditions such as the ghost, gradient and tachyonic instability
in order to investigate what modified gravity models satisfy such conditions. EFTCAMB has a structure which
consists of flags (i.e. a tree structure, see Figure 1 in [27]), labelled EFTFLAG € {0,1,2,3,4}. EFTFLAG =0
corresponds to GR, for which the code is just CAMB rather than EFTCAMB. EFTFLAG = 1 corresponds to
pure EFT models which has as the most important subflag PureEFTmodel = 1. For this one needs to spec-
ify a certain parametrization of wpg, €, Y1, V2, V3, V4,75, V6 H, A, ¢ are then computed internally in the
code using the background and constraint equations. There is also a possibility to restrict to Horndeski models.
EFTFLAG = 2 corresponds to alternative EFT parametrizations. The subflag of interest for this research will
be the AltParEF Tmodel = 2 which is the so-called (2, A, 7;)-parametrization. In such a model one specifies
the parametrization of 2, A,~; and solve for the background quantities H, wpg, ¢. The study of a-parameters
can be done via the subflag AltParEFTmodel = 1. EFTFLAG = 3 corresponds to designer models, which
are specific EFT models such as f(R) theory for which the background needs to be specified. Finally, the flag
EFTFLAG = 4 corresponds to the full mapping EFT procedure which includes models such as Horava gravity.
More details regarding the implementation of the usual instability conditions and the structure of the EFTCAMB
code can be found in [27].

For the study of LSS phenomenology it is important to focus on the (€2, A, ~y;)-parametrization [38]. For the
purpose of this research, the positivity bounds (7.64), (7.65) have been implemented in EFTCAMB for the
(2, A, v;)-parametrization. We fix the parametrized form of (£2, A, ;) and solve for ¢, H, wpg ([40] for details).
For completeness the positivity bounds have also been implemented for the flag EFTFLAG = 1.

In the previously studied instabilities there were no terms involving 7{ and Ain general, however these appear in the
positivity bounds, therefore we need to define them. However, the precise expressions depends on the EFTFLAG.

In case of EFTFLAG = 1, from the expressions (5), (6) and (10) in the reference [27], it follows easily by
performing an additional derivative that >3

Aa? 2HAa? . . . . )
Aa” _ ZHBCT Q! (] HH — M) — 200 — HE — HIL — 3HPH)
my my

— aH(Q +aQ")GHH + H — H?) — oY (5H? + 5HH + FH — 3H*H)
— ?(2H2Q + aH2Q" + HQ)(2H? + 3H) — >V H(AHH + 3H)
_ 3a3fH4Q/// _ 3G3HH2QW _ a4H4Q////

1 .
- W(?)HQGQPDE(l +wpg) — 2a°H?ppE — ppea’H)(awphy, — 3wpg(1 + wpr))

0
,ODE(l2 / 2 " I /
0
(7.66)
2 And converting % = % dila = aH% for derivatives on some of the functions in equation (10) in [27].
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= (2H2ﬁm S+ Hpm — 3H2 P (1 + wm)) ( w4 Su? )

6 2 m
- ~ - . 1 3 1
+ (QHQPDE — 3H*(1 + wpr)jpE + PDEH> (6 + WpE + §w1231~: - §aw1/3E)
+ a1 ppn (S + Swppwlhy — Sl
PDE QwDE-f- WDEWDE 2wDE
H? 25 3,5 0 H.  H. H5 1z
7~u_ Pv_f Pl/ *Nu *NV_*P 7Pu~
Ty i Y 2

(7.67)

In the last expression a sum over matter species has been performed, to be precise it includes cold dark matter and
baryons for which w,,, = 0 and photons and relativistic neutrinos for which w,, = 1/3. The last terms are coming
from contributions of non-relativistic neutrinos. The notation is such that tilde on top means e.g. p, = pma’/mé,
py = pya®/m (like how it is implemented in the EFTCAMB code).

And in the case of EFTFLAG = 2 (with AltParEFTmodel = 2) we only need to specify the expression for 7
since A is parametrized. From equation (4) of [27] it easily follows by applying an additional derivative that:

. Q Q 1 .
jj= CLH(3 +a )2 [_ §CLH3(SQ/ + 40 + CLQQH/) . 7‘[7‘[(1 L0+ gaQ/ + ;GQQ//)
2(1 +Q4 o
1/P, a2 P, ,a? Aa? Aa?
_ = , 92 , _ FoOH
2( m3 +2H m3 ) Q(mo Hmo)]
n 1 [7 aH?
1+Q+ %aQ’

1
(7‘[2 + 37‘[)(39/ + 4a$)’ + CLZQ///) _ §a2H4(7Q” + 6a9)"’ + a2Q////)

2
aH*H (9 + 130" + 3a2Q")

) . 7 3
_ 2 L0 220
(H +HH)(1+Q+2aQ +2aQ)

2

1/P, ,a? P, a2 . Py, a2 Py, a2
my my mp my

Aa? A A a2

—f( . +4H—“+2H—“+4H2 -]

2 mo 0 0

(7.68)
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7.4.7 Case study of positivity bounds: K-mouflage model

A simple example to investigate is when 2 = v, = 3 = 0, called the K-mouflage model. In this case the
first positivity bound becomes trivial and the second positivity bound reduces to y; > 0. Consider the linear
parametrization y; = 7Ya, A = Aga (in the (£, A, ~;)-parametrization) **. Let 79, Ao € [—4, 4] and consider 10°
points (equidistantly distributed on a square grid) in the (Ag,~?)-plane and check each of the points for stability.
Clearly, from the positivity bounds we expect that 7{ > 0. The following figures illustrate how the positivity bounds
constrain the allowed parameter space compared to the usual stability conditions (ghost, gradient and tachyonic):

Q=y,=Yy3=0,A@)=NAoa,vi(a) =y%a Q=y,=y3=0,A@) =Noa,vi(a) =yla

Figure 6: K-mouflage with linear parametrization on a grid consisting of 10° points. On the left is the stability
check including the usual ghost, gradient and tachyonic conditions (from EFTCAMB) and on the right the positivity
bounds have been superimposed. Red points indicate unstable models and blue points indicate stable models.

Notice from the figure that although positivity bounds only constrain 4 that the combination with other stability
conditions excludes also values of Ay. In order to study the impact of positivity bounds on the K-mouflage model
in a more general way, one can also consider the model specific K-mouflage model which is characterised by
5 parameters {€2,0, v, V4, v, m} [45]. And this model has been implemented in EFTCAMB as a full model
[45]. We want to have an idea how the positivity bound ; > 0 impacts the allowed parameter space. Recall the
fiducial values (ay, Y, m, €2,0,74) = (0.1,1,3,—1078,0.2) for a ACDM-like K-mouflage model [45]. In order
to gain some insight in how positivity bounds impact the allowed parameters, we let each combination of two
parameters deviate from the fiducial value (and fix the remaining three parameters to be the fiducial value). This
will be done in such a way that the parameters can take the following ranges [45]: €2 o € [—1,0], v4 € [0.2,25],
m € [1,10], v € [1,10] and oy € [0,2]. The motivations for these ranges are discussed in [45]. In order
to fully specify the K-mouflage model we have to fix the cosmological parameters as well, which we take to be
(Qph2,Q.h2, Hy,ng, 7, As) = (0.02226,0.1193,67.51,0.9653, 0.063, 2.1306 - 10~?) (in the usual units) [45]. The
arbitrary combination of two parameters that we vary will be considered in a rectangular grid of 100 x 100 = 10*
points and each point will undergo a stability check. We will consider ghost and gradient stability conditions and the
same with the inclusion of positivity bounds. In the main text we will show some interesting figures and the rest will
be put in the Appendix, section 9.9.

24This serves as a simple illustration of the impact of positivity bounds and a consistency check of the implementation in EFTCAMB.
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K-mouflage full model: (ay, yu) K-mouflage full model: (ay, yu)

.75 1.60 1.2 .75 1.60 1.2
Figure 7: K-mouflage full model: oy, 7. Red points indicate unstable models and blue points indicate stable
models. On the left the gradient and ghost stability conditions have been imposed and the right includes the positivity
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condition. In this plot we fixed the other parameters ez o = —1078, m = 3 and 74 = 0.2.
K-mouflage full model: (g3,0, ay) K-mouflage full model: (g3,0, ay)
2.00 4 2.00 4
1.751 1.75 4
1.50 4 1.50 A
1.251 1.25 4
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£2,0 €,0

Figure 8: K-mouflage full model: €3 o, oy. Red points indicate unstable models and blue points indicate stable
models. On the left the gradient and ghost stability conditions have been imposed and the right includes the positivity
condition. In this plot we fixed the other parameters m = 3, vy = 1 and y4 = 0.2.

The plots clearly show that the positivity bounds impact the allowed parameter space of K-mouflage models. Some
of the instabilities present in the case without imposing positivity bounds such as at m = 1 are easily explained
by theoretical considerations, see [45]. It is also possible to vary the cosmological parameters which is most
easily done by performing a MCMC over the K-mouflage model parameters and the cosmological parameters, i.e.
{€2.0,m, v, va, 0} U {Ho, Qh?, Qch?, ng, As, 7} . To explore the parameter space in an efficient way we
include SNIa data [41] to constrain the expansion history H(z) since it turns out that without this the effect of
positivity bounds is neglibible. The results of the simulation are the following contour plots (see the figures below),
which again illustrate that positivity bounds constrain the allowed parameter space, mostly the plots involving
parameters 1 and €3 ¢ are affected by the positivity bounds. We also show how some of the cosmological parameters
are affected by the inclusion of positivity bounds. And we will focus on a section of the contour plot to highlight the
effect of positivity bounds on the allowed parameter space involving €3 ¢ or m, since this for these parameters the
effect of positivity bounds is most evident.

The general conclusion we can draw from these contour plots is that positivity bounds indeed constrain the parameter
space of the K-mouflage model and that this happens mostly in the parameters m and € o. It seems that the way

25T am grateful to Fabrizio Renzi helping me with this numerical part of the research.
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positivity bounds constrain the allowed parameter space depends on the data set under consideration. Therefore we
conclude that positivity bounds are mostly powerful in constraining parameter space with the inclusion of some
existing observational data. In our case we used SNIa data, but other data may be used as well in order to see how
the constraining of positivity bounds get influenced.

B Ghost+Gradient+SNla
BB Ghost+Gradient+PosBounds+SNla
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Figure 9: Contour plot of K-mouflage full model parameters where the cosmological parameters are sampled
as well (we only showed €,,, here). In green are the regions which pass the ghost and gradient stability check
and the blue regions include the positivity bounds. The model parameters in this plot are sampled from [—5, 5]
and H, € [20,100]. The dark contours indicate the 0.95-confidence regions and the lighter contours indicate
0.68-confidence regions.
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Figure 10: Contour plot of some cosmological parameters for the K-mouflage full model. In green are the regions
which pass the ghost and gradient stability check and the blue regions include the positivity bounds. The model
parameters in this plot are sampled from [—5, 5] and Hy € [20, 100]. The dark contours indicate the 0.95-confidence
regions and the lighter contours indicate 0.68-confidence regions.
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Figure 11: Section of the contour plot of K-mouflage full model that is affected a lot by positivity bounds (including
Hp). In green are the regions which pass the ghost and gradient stability check and the blue regions include the
positivity bounds. The model parameters in this plot are sampled from [—5,5] and Hy € [20,100]. The dark
contours indicate the 0.95-confidence regions and the lighter contours indicate 0.68-confidence regions.
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7.4.8 Large-scale structure phenomenology under positivity bounds

In order to gain insight in the more general constraining power of the derived positivity bounds, it is useful to
consider the large-scale structure (LSS) phenomenology of Horndeski theories [38]. In particular, we are interested
in how the allowed phenomenology parameters (3, ;1) changes under the inclusion of the positivity bounds in the
EFTCAMB code. In the Newtonian gauge, the FRW metric for scalar perturbations takes the form [38]:

ds® = —(1+ 20)dt* + a*(1 — 2®)dx, (7.69)

where W, ® are small scalar perturbations and a is the scale factor. Let A := § + 3aHv/k be the comoving density
contrast, where § := dp/p is the overdensity, v is the irrotational component of the peculiar velocity, H is the
Hubble parameter and k the wavenumber. The Einstein equations in the Newtonian gauge can be expressed as
follows [38]:

E*U = —47Gu(a, k)a’pA,
E2(0 + @) = —87G¥(a, k)a?pA,
(7.70)

where (X, 11) are the two functions describing the LSS phenomenology.

The EFTCAMB code allows to reconstruct (3, i) at any (a, k) without relying on a quasi-static approximation. The
analysis will gradually address the subcases like in Table 1 of [38] and additionally the case of Horndeski with 2 = 0:

*« GBD: Q, A, vy =7 =73 =0,

o Ho: QA v1, 72,73 =0,

¢ Horndeski: €2, A, 71, ¥2, V3,

¢ Horndeski with 2 = 0, 752 = 3 = 0 (called K-mouflage).

We can immediately notice that the case GBD is not of interest for us, since the positivity bounds become trivial
(0 > 0), and therefore the LSS phenomenology does not change compared to previous work [38]. Therefore we will
focus on the other three cases.

For the parametrization of the non-zero EFT functions we will adopt the Padé expansion [38]:

— Zr]y:O an(a —ap)"

1+ M Boula—ag)™’
where we will take (M, N) = (4, 5) in order to ensure convergence and we will assume that cv,, 3, are uniformly
distributed in [—1, 1]. ag can be drawn from [0, 1], the results do not depend so much on this choice. The coeffi-
cients in the Padé expansions of non-zero EFT functions in each subcase will be sampled using the implemented
MCMC in Cobaya [39]. The stability check ¢ allows us to select the allowed models and only for those the
phenomenology (3, i) will be computed at the following values a € {0.25,0.575,0.9}, k € {0.001, 0.05,0.1} and
(a, k) = (0.9,0.01) where & has units of 2/Mpc. We have taken into account that the number of allowed models
should be large enough (> 10%) in order to have a sufficient statistical representative ensemble of allowed models
[38]. The convergence of the MCMC runs are determined by Gelman-Rubin statistic R — 1, which by default
requires & — 1 < 0.01 for convergence [39].

f(a) (7.71)

In order to ensure an efficient exploration of the parameter space, it useful to impose some priors 2’ coming from
observations [38]:

26We will take into account the ghost and gradient stability conditions and superimpose positivity bounds to study their impact.
2TThese priors will be made quite loose in order to admit for a reasonably full exploration of the parameter space.
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* GW speed at low redshift is equal to the speed of light, i.e. ar(z = 0) = 0 (or equivalently v3(z = 0) = 0).

L]

The fifth force is not deteceted on Earth: |Q2(z = 0) — 1| < 0.1.
* Consistency with the BBN and CMB: |Q(z = 1100) — 1| < 0.1.

* Impose data of luminosity diameter distance d,(z) of supernovae (SNIa) coming from observational data in
order to constrain H(z) [41].

Furthermore, the we impose the following ranges for some physical quantities: Hy € [20, 100] (in km/s/Mpc),
sum of neutrino masses equal to 0.06 eV and ©2,,, € [0.1,0.9].

The equation-of-state wpy can also be computed using the following expression [40]:

—2H — H? — Ppa®/m3

3H? — pma?/m3 7
where P,,, p,, are the pressure and energy density of all particle species (i.e. sum over CDM, baryons, photons, and
massless and massive neutrinos).

WDE = (772)

In the case of K-mouflage we found that ¥ = y, i.e. the points in the phenomenology clouds all lie on a line,
which is expected given the fact that 2 = 3 = 0 such that ar = ap; = 0 [27], so there is no anistropic stress in
K-mouflage. The impact of positivity bounds in the phenomenology is not so clear in this context, therefore we
opted instead to study the full K-mouflage model (as discussed above) and the reconstruction of the EFT functions
A, ~1 and equation-of-state wpg. However, this reconstruction does not give so much difference with and without
the inclusion of positivity bounds, apart from that y; > 0 with the inclusion of positivity bounds.

The other results of this analysis will soon be published in an upcoming article [42].

7.5 Positivity bounds for Horndeski theory on a cosmological background

The above calculations assumed an expansion around the Poincaré invariant Minkowski background. However,
we would like to investigate how the positivity bounds will change if one considers perturbations around a flat
cosmological background (2.5). It turns out that the above procedure in the covariant formalism is less appropriate
for cosmological backgrounds since the graviton propagator becomes non-trivial. Therefore it is much more natural
to address the problem in the EFT of DE. The positivity bounds for a shift-symmetric beyond-Horndeski model
with ¢y = 1 have already been derived under the assumption that the Universe is slowly expanding compared to the
EFT cut-off of the theory (i.e. (H/A)? < 1, H/A? < 1and |¢/(H®)| < 1) [30]. The positivity bounds under
these assumptions are found to be similar to the ones evaluated at a Minkowski background up to corrections of
leading-order (H/A)? and a slight difference in the Minkowski limit H/A — 0. On the Minkowski background the
css > 0 positivity bound for ¢ = 1 (i.e. ap = 0, see [29] for the conditions on the covariant functions) becomes
Gg, xx > 0, wheres on a cosmological background the positivity bound reads [30]:

72
————Ga xx > 0. (7.73)
2M2 H?

Note that the two results are of course consistent. The derivation of this positivity bound assumed that gravitons are
decoupled from Goldstone bosons so that the coupling between metric perturbations and Goldstone bosons could be
neglected. Such an approximation is well understood in the case ¢ = 1, however the case cp # 1 becomes more
subtle and one has to study constraint equations [31].
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In this part we will derive the scattering amplitude for the process mm — 77 in the case of Horndeski theory with
G5 = G5(¢) under the assumption that only boosts are broken. The reason for this choice is that the corresponding
free theory has already been fully work out in literature since the free theory corresponds to studying the quadratic
part of the action [32].

The corresponding EFT action in the unitary gauge expanded around a flat cosmological background is given by

[ ]28

m3(t)

5= [ dev=a[ 500 R - A - et)g® + "E 5gy2 - "N s

1 2(¢
—m3(0) (5K — 506" O)R) ~ m5T() 591,
(7.74)

where 0K := (6K)? — KUK, 6% =1+ ¢", 6K, := K, — Hhy,, [36]. M, is the Planck mass. The
other coefficients are EFT functions. We will assume the EFT functions to be slowly varying in time such that we
can treat them as constants but taking into account the slight time dependence is straightforward [33]. The reason
why this assumption is needed is that it is complicated to compute scattering amplitudes on a general cosmological
background and that there are still no robust positivity bounds defined on general cosmological background [30].
We will also ignore the presence of an effective matter fluid, however this can simply be incorporated in the relevant
constraint equations for ® and W in the Newtonian gauge [32]. We will assume the high-energy limit (but below the
usual cut-off Ag), i.e. 7 > H, such that we can keep terms which contain at least one derivative. This allows for
finding the scalar propagator in its canonical form and it will help in circumventing the issue with the massless ¢-pole
in the final scattering amplitude [17]. Another additional assumption we will do is that we work on sub-Hubble
scales (k/(aH) > 1). All of these assumptions will be the first step toward computing positivity bounds for a
Horndeski theory for which the decoupling limit is not well-defined (since ¢ # 1). In the future (some of) these
assumptions might be lightened or dropped completely for sake of generality.

In the derivation we will assume the Newtonian gauge defined by the metric [33]:

ds® = —(1+2®)dt* + a*(t)(1 — 20)(e");jdx'dz? . (1.75)

The metric ;; satisfies 9;7;; = vii = 0 %°. We will often write N? := 1+ 2® and h;; := a(t)(1 — 2¥)(e?);; in
order to make contact with the ADM formalism.

The general idea of studying positivity bounds for the above theory is to study the 7w — 77 scattering amplitude,
where 7 is the Goldstone boson coming from performing the Stiickelberg trick in order to restore covariance of the
EFT action. Such an interaction can be given by three type of vertices at tree-level: w7, 7y and wwm. The idea is
to first determine the propagators of the theory (free theory) and then find the vertices by performing a Stiickelberg
trick on the EFT action.

7.5.1 Free Horndeski theory on a cosmological background

The graviton propagator is well-known from the literature, see equation (6.16). The speed of gravitational waves
computed around the cosmological background in terms of the EFT functions is given by [32]:

2m3
M2f+2m3’
The time-dependent Planck mass M is given by [33]:

(7.76)

=1

28Note that we have used that mg = g = m7 = 0 and mz = ﬁzi‘

2With -y;; we mean % y;; and 9;7y;; means §°F 9y, ;.
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M? = M2 f +2m3. (7.77)

Under redefinition of the spatial coordinates % +— 2%a/cr, the graviton propagator action can be written as:

M2 c? M? .
S,y = /d4m?a3[’yi2j — a—g(ﬁkfyij)Q] = /d4x?c§}[%-2j — (ak'yij)Q]. (7.78)
Define the canonically normalized graviton as %—(;) = %M cST/ 2%-j so that the graviton action reads:
a1 (02 ()2
Syy= [ d xi[%:j = (Ok357) J- (1.79)

The corresponding graviton propagator is given by [33],[34]:

i el (Kepg () —i(XipAjg + Xighjp — AijApg)

Diqu(k) =

kik;
where \;j == 6;; — 2.

(7.80)

In order to find the scalar propagator S, one needs to solve constraint equations of ®, ¥ [33]. It turns out that
under in the sub-Hubble and high-energy limit there is a simple relation between ®, ¥ and the Goldstone boson
field 7. The idea is to introduce the field 7 via the Stiickelberg trick ¢ — ¢ + 7 (¢, x) such that geometrical quantities
such as the extrinsic curvature tensor K;; change under such a transformation. Performing such a transformation in

the EFT action and fixing the Newtonian gauge gives two constraint equations in the sub-Hubble limit [32] 3
1 65 2)
0= —— — AYU 4+ A7 =0,
/_g X)) yij=0 w + s
0=+ 08 — P04+ PV +CPr+CPr=0
/7_9 SU i, =0 (3] w T T ’
(7.81)

where the functions appearing in this expression are defined by (treating the EFT functions as constant [33]):

AP = —2fM2 — 4m}

AP =

CP) = —2fM? — 4m}

Cf) =2fM?

C® = —4Hm?

¢ = —2(2m? —2m?) =0.

(7.82)
Therefore the constraint equations are easily found by:
A(Q) m3
U= 2T o 3 , 7.83
AD " T o ME - Am (7.:83)

30Note that matter fluctuations are ignored in this treatment but can be incorporated straightforwardly.
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c? 0(2 2fM? AHm? | 2fMZm + AHmi(2f M? + 4m3)

d=——2 - e 2 =
c@ T o T o M+ Am} T 2fMZ+ dm (2f M2 + 4m3)?

(7.84)
These constraint equations together with relevant Stiickelberg tricks will suffice to express the EFT action in terms
of 7 and 7.

The scalar propagator can also be easily found by exploiting the expression for \/%76 S/om

in [32]. In the
i3 =0
sub-Hubble limit and taking into account terms with leading-order time derivatives of 7 one finds easily that (recall
that in the variation ¥, @, 7 are treated as independent fields):

Sor /d4z\ﬁ[E B — 1E #2 f(E(%a 8% + B2 r0,0,0 — %E( ) (0, )QH, (7.85)

where the functions appearing in this expression are found by:

Eg = 3mj
B = -

EY) = —4Hm?
E® = —(2c — 4m3H + 4H*m3 + Hm3).
(7.86)

In the action S, we can replace v/—g by a® at quadratic order. Recall that ¥ 7, so the first term in the action
satisfies U o 7. Under an integration by parts one would pick up a term H 77, however under the assumption
7w > Hm we can neglect this. Therefore we are allowed to perform integration by parts with time derivatives. Taking
this into account and treating the EFT functions as constant, the action takes the form:

Son = /d4xa3 [ — By Ui — ;Eﬁﬁ - ai( EQ 0,70, — B 0,00, — %E( ) (8, )2)}. (7.87)

Rescaling the spatial coordinates by z* + x?/a allows us to write the action in the form:

1
Son = / AU — 2 (O] =: / a3 (12 - (@Y, (7.88)

where we defined the canonically normalized field 7(¢) := |/2¢3Un and the speed of propagation c¢2 = V/U. The
functions U, V are given by:

m3 1 3(m3)?
U=—3 F.— "F.=_——3 Am2
SFME + dm2 ¥ T 2R T g g amg T T
2,3 2 2 2 3
V = 7E<(I>2) _ E\(IIQ) _ 1E7(T2) — 7m§ 2fM*m3 +4Hm4(2fiw* + 4m4) +4Hm i m3
2 (2f M2 + 4m3)? 2f M2 + 4m?

(2¢ — 4m3H + 4H?m?3 + Hm3).

M\H

(7.89)
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The canonically normalized field 77(¢) thus corresponds to the standard Lagrangian £, = —%(@77(6))2 with the
usual propagator —i/k? in momentum space.

The scattering process will be considered with the canonically normalized fields. So when we write 7w — 77 this
is strictly speaking 7(9)7(¢) — g()z(e),

7.5.2 Interaction vertices in Horndeski theory on a cosmological background

In order to derive interaction vertices up to quartic order in 7 it is needed to compute Stiickelberg trick up to cubic
order. The reason we only need to consider cubic order Stiickelberg tricks and not quartic order is because the
relevant quantities are always multiplied by a perturbation which is at least first order. And note that the Ricci scalar
(“) R and the volume element d*z/—g are diffeomorphism invariant, so they do not change under a Stiickelberg
trick. In the literature the Stiickelberg tricks are only derived up to quadratic order [34], therefore it is needed to
extend these to cubic order transformations. The full derivations of the Stiickelberg tricks up to cubic order can be
found in the Appendix, section 9.10. Let us summarize the main results !

3I'These Stiickelberg tricks assume a metric g,,,, with N; = 0 such as the metric in the Newtonian gauge.
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1 . y
gOO — —m(l + 71—)2 + hzjai’ﬂ'ajﬂ',

6% — 1~ %(1 + )2 + W 0;m0;m,
g" = hijﬁjﬂ',
g — h,
9; = 0; — (1 — 7+ 72)9m0p + O(4)
o — (1 — 7472 =739y + O(4)
goo — —N?(1 — 27t + 372 — 473) + O(4)
goi — N?(1 — 27t 4 37%)0;m + O(4)
gij — hij — N?0im0;m + 270,707 + O(4)

) . o . i . 1 1
K} — K} — (1= 2%)h*0;NOpm + Nh* 0pmd;(1 — 27t) — 00,0, m O + — 0o NOimd;m

- %amajn — Nh*0,0,m(1 — 7 + 72) + Nh*0,m0ir(1 — 27t) (Om)20:0;m

1

2a4

N ik im . N ik imi .
+ Eh h (1 - ﬂ)(amﬂ)(ajhkl + 8k-hjl - alhjk) — ?h h hklamﬂajﬁ(l — 27T)
— %1 — 1) 0k NOj7 + S 27 )RR a1 Oy O + O(4),

: ; . 1. 1.. : N ; _ , 1
§K; — 0K — (H7r + §H7T2 + fH#)(s; — (1 = 27)h™*9; Noym + Nh*9ym0;7(1 — 27) — —10im0; 0w O

6
+ gaoNﬁmﬁjﬂ' — a%@ﬂrﬁjﬂ' — Nthajakﬂ'(l — 7+ 72%) + Nh kajﬁakw(l —27)
- ﬁ(c’?m)%)ﬁﬂr + ghikhlm(l — 7)(Om7)(Ohit + Oxhji — Othji) — gh“@hlmhklamwaﬂu — 27)

. N . .
— h*(1 = 7)0p NOjm + T 27) R P Oy O 4 O(4),

K— K+ %%N(am)z + gmaﬂaﬂ(l — 27) + 2NRT 9,70, (1 — 27) — — (Opm)? — N(1 — 7)9;h* )

#
a?

— Nh* (1 — A %(am)z)@am — 20" (1 — 7) OO N

N N .o
+ Z/Wh’“hij(l — 470) OOy — ?h”h’”(l — 7)Oym0ihyj + O(4),
K — 6K — 3(H7r + %H?TQ + %ﬁw?’) + izaoN(aw)2 + ghijamaﬂa — 27t) + 2N K9 9;70;m(1 — 27)
a
T 2 . ik ik . - 2 3 2
— 55(0um)? = N(1 = )0 e — N (1 — i 4 5 () )aiakw
; N o s N .o
— 2h* (1 — )OO N + Zh”hklhij(l — A7) OOy — 5}#%’”(1 — )OOy + O(4),
i N NN 1 1
Ky — 5 (1= 2@)h IRM b0 — 10,00, + O(3)
5K — N piipky 0 L 0, 70:0;m — N2HRi79 H o +O(3
0—>§ jklﬂ'_gjﬂ'ijﬂ'_ jTr—?ﬂ'ﬂT—F ()
1 . :
K — ﬁu — N? 4 270)(0;N — No;7) + O(3)
SK? — i(1 — N? 4+ 27)(0;N — Noyir) + O(3)

N4
K, 6K — O(3)
27 g 1
G R 5™ R+ 2@ Ry n, + 24 Ry [h“amam - ai,;(am? 4 <4>Rojaﬂr(1 — %% 4 372 & a—Q(amV)
o - 2H e
+ 2N WY Ry 0w (1 — 27t) — K2 + =0y (1 — N? + 27)(0;N — Noiwr) + KL K] + O(4),
a
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where the components of the 4D Ricci tensor are given by

1 1 ... 1 ., . .
DRy = ;agjv — 5 (W7 hij + h7hij) + 3HON — Zhlkhﬂhjkhil +0(2),

1. N 1. 1 . 1 - .
W Ry = ZhijOh* + ZB*0phi; — ~hpdih® — Mgy + == (W% h;.0;N — h7*hi;0,N)
2 2 2 2 2N
1 . . 1. . .
=+ thh’“”hmakhjm - Ehjmhknhjn(aihkm + 8khim - 6mhik) + 0(3)
1 .
(4)Rij = ﬁ(&@khﬂ + 838khzk - 8,§th — 828]hkk) — aa5ij80N — azﬁjN
+ s (P + 2hiy = W hjiha, = W hahgi ) +O(2).
(7.91)
We have to consider 0 K, &, oK 9 only up to quadratic order since these appear in the action only via multiplication

and both do not contain a zeroth order part. Notice that the expressions are only valid up to a certain given order
although there are metric components present.

These Stiickelberg tricks allow us to move out of the unitary gauge and compute the w7 m-vertex, mmwwm-vertex and
YT -vVertex.

Plugging in the Stiickelberg tricks into the action and expanding the action to fourth order in the perturbations (in
the Appendix, section 9.13, we provide details) we find the following interaction Lagrangian under the high-energy
assumption and on sub-Hubble scales 3

Lint = 170,70 + 20,0, 70 m0Yij + B17° + Baiw0iwOim + B3 (03m)* + Ba(03m)0; 70
+ B50;70;m0;0; + Be(0;0;m)% + Brit? + Mit + o720 70y + A7t (Opm) 0y 70y
+ MO0 w0 7O 4+ st (Opm) (Orm)? + X6 (077)% (Or)? + Apt?(037)? + Ng 700y 70;0;m
+ X0, m0; OO m0; 05 + Aot 0;m0;m0; 05 + A1 702 (3i8j7'r)2 + Alg(akﬂ)Q(ﬁiajw)Q.
(7.92)
{a, Bi, A\; } indicate coefficients which depend on the EFT functions which appear in the original action. The exact
expressions can be found in the Appendix, section 9.12. Taking into account the typical scalings m3 ~ Mngg,

m3 ~ M2 Hy and mi ~ mj ~ mZ ~ M2 [33], it follows that in the interaction Lagrangian can further be
approximated as *3

Lint = Bam(02m)? + Ba(0Fm)0;w0im + B50i70;md;0jm
+ Be7(8;0;7)% + N7 (02 m) DOy + Ny 0y w0070
+ A7 (927) (Or)? + N6 (927)% (Op)? + Nrc2 (9272
+ A\ 0ym0;70;0;m + Ag0;m0; Ok O, w0; 05T + Ao 0;m0;m0;0;m
+ )\117'72(8i8j7'r)2 + Alg(akﬁ)2(3iaj7r)2.
(7.93)

32The way the approximation is done by picking the largest amount of time derivatives given a fixed amount of spatial derivatives and vice
versa, following the approach of [33] and like in the example of inflation in [22]. Furthermore, the transformation x; +— x;/a has been applied
already in this Lagrangian. And the Lagrangian does already take into account the factor /—g.

33This approximation relies on the assumption that e.g. | ¥;;0;70; 7/B37(02m)?| ~ (H/E) < 1 where E displays the energy scale
of the particles. This approximation is not very rigorous, however it is needed in order to be able to apply the formalism of positivity bounds
without boosts (gravitons cannot be treated well in that formalism due to ¢-pole divergences). And also in Appendix D.1 of [33] they provide an
argument for their analysis about decay rates involving scalars and gravitons that relies on a similar approximation.
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The field 7 can be canonically normalized, which amounts to a redefinition of the EFT coefficients, which we will
indicate with a tilde on top. The resulting field 7(°) we will (with abuse of notation) call  again. The scattering
amplitude of 7w — 7m can be computed from this interaction Lagrangian. Before we compute the tree-level scatter-
ing amplitude we first address a complication of applying the previously mentioned positivity bound formalism to
cosmology.

7.5.3 Positivity bounds without boosts

The positivity bound formalism of reference [23] was developed for scalar particles in Minkowski spacetime.
The scattering amplitude in that formalism was assumed to be Poincaré invariant. This means that the scattering
amplitude is invariant under Lorentz transformations (rotations and boosts), spatial translations and time translations.
The last two notions imply that the coefficients in the Lagrangian should be constant and the first notion implies
that the amplitude can only be a function of Lorentz invariant quantities. In fact, the amplitude could only be a
function of s, ¢, which are indeed Lorentz invariant quantities. In cosmology however this is not the case. Obviously
in cosmology time translation symmetry and boosts are broken, by the fact that the Universe expands in time. This
means that there is no uniformity and homogeneity in space-time, only on the spatial 3D hypersurfaces. Therefore it
is natural to consider the (1+3)-decomposition ADM formalism in cosmology. In cosmology we expect therefore
that time translations and boosts are broken. Only spatial translations and (spatial) rotations are expected to be
a symmetry of the scattering amplitude. This requires that the scattering amplitude only contains inner products
of 3-vectors and that EFT coefficients are invariant under spatial translations. But in cosmology time-translation
invariance for general EFT functions is broken due to the expansion of the Universe, however under the slowly
expanding Universe approximation we can treat the EFT functions as roughly constant so that we only have to
consider broken boost symmetry and not broken time translation symmetry. The reason that this is desired is that no
positivity bounds with broken time translation symmetry together with broken boost symmetry have been developed
yet as this is rather complicated and may require other formalisms such as wave function coefficients rather than
scattering amplitudes since these may become ill-defined [22]. Let us discuss how positivity bounds for EFT’s with
broken boost symmetry can be developed [22]. We require the following five requirements on the underlying UV
completion [22]:

¢ Respect the unbroken symmetries (rotations and translations),
* Crossing symmetry,

* Unitarity (via the optical theorem),

* Analyticity (causality),

* Polynomial boundedness (locality).

Unbroken symmetries:

Let w be a scalar field with mass m. Assume that the Poincaré invariance is broken by some normal vector n*
(like in the ADM formalism). The system is assumed to have rotational and translational symmetry and that the
low-energy EFT dispersion relation is of the form w? = ¢2 |k|? 4+ m? (under canonical normalization and assuming
w? > m? it simply becomes w? ~ |k|?). The Fourier convention will be d,, — —ik,, where k,, = (w, k). We will
adopt a convention in which w < 0 for outgoing particles and w > 0 for ingoing particles (such that in a Feynman
diagram all external particles move inward) and we define s;; := (w; +w;)? — ¢2|k; + k;|? and w;; := w; +wj. By
energy conservation one has that w2 = —ws4. The scattering amplitude can be expressed in terms of the complete
basis: s = s12,t = S13, U = S14, W = W13, Wy = w14 Where u = sy isfixedby s+t +u = 4m?. Note that this
definition of Mandelstam variables is indeed consistent with w < 0 for outgoing fluctuations.
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Crossing symmetry:

Scattering amplitudes can be studied in six regions (s-, -, u-, 5-, t- and u-channel regions). For instance the s-channel
region corresponds to s > —t > Oand ws > /s + (w, — w;)? and the u-channel region corresponds to u > —t > 0
and w,, > y/u + (ws — w¢)?. Each of these come with an associated scattering amplitude, A;(s, ¢, ws, wy, w,,) and
A, (u,t,w,,ws, ws) respectively. Since we consider identical scalar particles the channels represent the same
physics. They are related by crossing symmetries such as A (s, t,ws,wy, wy) = Ay (U, t, wy, wi,ws) by s <> u
crossing symmetry.

Unitarity:

Requiring the S-matrix to be unitary leads to the optical theorem:

2Disc(As) = > AmimysnAkir, sns (7.94)

where Disc(A;) := 5:(As — A%) where 5 corresponds to the 5-channel (this is the process § : T34 — T172).
In the forward limit the optical theorem yields that Disc(.As) > 0 in the UV completion. The optical theorem is
technically important in constructing the positivity bounds, see the Appendix of [22].

Analyticity:

In Poincaré-invariant theories the scattering amplitude A, (s, ¢) should be analytic in the whole complex s-plane
at fixed ¢ (if Im(s) # 0, i.e. the real line may contain poles and branch cuts allowed by unitarity). This argument
allowed for deriving positivity bounds in Poincaré-invariant theories since it allowed to relate the EFT amplitude
at low energies to the UV amplitude at high energies via the Cauchy residue theorem. In such Poincaré-invariant
theories, you can freely choose a frame such as the center-of-mass frame. However, in the case of cosmology boosts
are broken and this is not possible anymore. In previous literature [30] the center-of-mass amplitude was computed
in a context where boosts were broken. In the formalism of [22] this would amount to ws = /s, w; = w,, = 0.
However, the corresponding scattering amplitude A, (s, t) = A (s, t, /s, 0,0) is not analytic (because the function
/s can only be analytic in the upper or lower half complex plane, not the whole complex plane) and the amplitude
is not s <> wu crossing symmetric. To overcome this issue one has to work in the Breit parametrization [22]. In a
Poincaré-invariant theory this would amount to boosting to a frame in which k; — k3 = 0, i.e. it holds that:

s—u
Ws +wy = VAM2 —t,wy —wy, = ————,w; = 0, 7.95
oaAmz —t (7:99)

assuming that m is small. The scattering amplitude written in this frame is analytic and crossing symmetric. How-
ever, in cosmology boosts are broken so we cannot simply work in this frame. The solution is to parametrize the
kinematical quantities as follows [22]:

S—Uu

TR (7.96)

Ws T wy =2My,ws —wy, =
where ~y, M are called Breit variables. The amplitude in e.g. the s-channel can then be written as A, (s, t, M,we,7)
(which is A, with the energies fixed as in the parametrization). This scattering amplitude is analytic and crossing
symmetric.

Polynomial boundedness:

The last requirement is that the UV scattering amplitude should be bounded at high-energies:

lim | Ag(s, t, M, wy,v)| < 52, (7.97)

S$—00
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where (t, M, wy, ) are all taken fixed. In Poincaré-invariant theories this is guaranteed by the Froissart-Martin
bound, but it turns out that the bound is even satisfied for theories in which boosts are broken.

Given the above five requirements it is possible to construct positivity bounds which can be used to constrain any
low-energy EFT in which boosts are broken [22]. /ls(s, t, M, wy, ) at fixed (¢, M, wy,~y) is analytic in the whole
complex s-plane apart from the real line required by unitarity. This means that are allowed to use the Cauchy residue
theorem (at fixed (¢, M, wy, )):

%a?/is(s) = 7{ W () + / Tdp ImAs(s) (7.98)
: |l =00 —o0

1 m (p—s—ie)ntl

The first integral on the right can be neglected for all n > 2 by the assumption of polynomial boundedness. The
crossing symmetry allows us to rewrite the second integral and the right side. Let s; be some scale at which the EFT
starts to break down. Then the n-th derivative of the EFT amplitude can be written as:

A () = 8”A / Wp (1), (7.99)

m2—t/2 T

where P, (u, s) is defined by:

(A (1)) Im(A, (1))

P, = . 7.100
N L T T
The n-th derivative can be related to the UV completion via:
i = dp
A (s) = —Pali5). (7.101)
J sy

However, since we want to constrain the low-energy EFT of some unknown UV completion the above expression
will never be used. We can only use the first definition of the n-th derivative since for this you only need information
about the low-energy EFT. It turns out that a set of simple positivity bounds can be found by [22]:

lim lim ACN) >0, (7.102)

t—0 w;—0

for all N > 1, any values of s, M > 0,~ > 1 which are allowed in the low-energy EFT.

It is important to note that the limits in the above expression do not commute (to ensure a well-defined EFT
amplitude which has no divergent ¢-pole) and that in the forward limit the different channels coincide [22].

In fact, in this formalism of positivity bounds there exists an infinite family of other positivity bounds, originating
from ¢ and wy w3 derivatives of the EFT amplitude, can be derived and used to constrain the EFT functions of some
theory whose underlying UV completion satisfies the above requirements [22].

7.5.4 Scattering amplitude and positivity bounds of Horndeski theory on a cosmological background

The tree-level scattering amplitude for the interaction Lagrangian (7.93) can be shown to be (see Appendix, section
9.13, for details of the proof):

A= Z 8" xn (W2 4 (=1)"w2) + fos® + fas* + f(t) + constant, (7.103)

n=1
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where Vn € N : lim;_,¢ lim,,, o f () (#) = 0 and x5, f; are expressed in terms of the EFT coefficients {);, 8;}
(see Appendix, section 9.13, for the expressions). For simplicity, we will not take into account loop corrections
here as they are suppressed by s/A? with A the cut-off of the EFT and yield corrections to the positivity bounds
[22]. This expression gives raise to three positivity bounds in the forward limit (but there are more positivity bounds
beyond this):

. 2 _
t,}}trgo oA = 402

+2fy +12f452 >0

[1674M4(x2 + 6x452) + 8YM?(x1 + 65%x3 + 155 x4) + 6x25% + 15x4s?

tvl}iﬁgo A= e [1672 M x4 + 8M?y(x3 + 155%xs) + X2 + 15x48%] 4+ 24f4 > 0
90
. 6 _
i, OsA = ypaxa ¥ T207x5 2 0.

(7.104)

The latter bound is the most constraining bound in general since by x5 ~ 1/M? and the fact that M? > 0 the
bound only depends on v and the EFT coefficients. Intuitively one would expect to recover the bounds in the
center-of-mass frame when v — 1. In this case the last positivity bound becomes trivial and is satisfied for all
EFT functions. Therefore only the two first bounds are constraining, which is consistent with the result on the
Minkowski background spacetime. However, the results are quite different in general since these positivity bounds
are s-dependent rather than s-independent, which makes it hard to compare the Minkowski positivity bounds with
the ones on a cosmological background. The reason probably lies in the fact that we did not apply the decoupling
limit in the case ¢y # 1 is not as trivial as in the case ¢y = 1 [30]. The derivation of Horndeski positivity bounds
on Minkowski background relied on the decoupling limit (which is well-defined since ¢ = 1 is always true in such
a spacetime) by which terms that would lead to higher than ~ s2 in the scattering amplitude are neglected. This
could explain why in the case of shift-symmetric ¢y = 1 (in which the decoupling limit is well-defined) [30] it
was possible to recover the Minkowski limit results. However, it could also be the case due to consideration of a
shift-symmetric model. Also, in this derivation we made several other assumptions in order to apply the formalism
of [22]. Let us summarize some caveats and suggestions of the derivation of positivity bounds on a cosmological
background which have to be considered in future research:

* The derivation assumes a slowly expanding Universe which was needed since the positivity bounds did
not incorporate that time translation symmetry is broken. In order to overcome this obstacle one would
need to construct positivity bounds in which boost and time translation symmetry are both broken. Such a
construction is however quite difficult since scattering amplitudes may become awkward and ill-defined and
other formalisms may be required such as wave function coefficients [22]. The latter however is still under
development and not mature enough for the computation of (positivity) bounds on EFT functions.

* The derivation assumed the high-energy/sub-horizon limit in order to be able to define well-defined scattering
amplitudes and propagators and to make sure that the dispersion relation is of the type w? = c2|k|? + m? as
needed for the formalism of positivity bounds without boosts. It also ensured that the ¢-pole could be dealt
with easily, otherwise one would need to compute other positivity bounds (like in the Appendix of [22]).
A more rigorous derivation would include: loop corrections, all interaction terms and would need to drop
the high-energy and sub-Hubble limit assumption. The latter however is quite difficult as then scattering
amplitudes are not well-defined anymore and again one would need another formalism such as wave function
coefficients [22]. Another complication is that one would need to incorporate the massless spin-2 particle ~y in
the formalism of positivity bounds without boosts, something which has not been done yet.

* These positivity bounds are valid for Horndeski theory with the condition that G5 = G5(¢). This assumption
was done in order to have a simple free theory, however the extension to a X -dependent G is straightforward.
Also other theories such as beyond Horndeski and DHOST could be investigated.
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* The mass m () of the scalar field has been ignored since we worked in the high-energy limit. However,
formally one would need a non-zero mass for the Froissart-Martin bound [22]. The mass can be easily
incorporated via m?2 ,, = —(2¢3U)(Eoce + Eycy + Er) ** where ® =: com and ¥ =: cy7 and the
expressions for the other coefficients can be found in [32].

¢ The relation between ¢ = 1 and ¢ # 1, the role of the decoupling limit and the Minkowski limit should be
investigated further.

 The positivity bounds do not incorporate any matter effective matter fluid, whereas the late Universe contains
approximately 30% matter as its content. Matter can be included in the constraint equations (see [32]) and it
is expected that including it will lead to more constraining positivity bounds.

34By considering the term — %m%wQ in the action Sy .
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8 Conclusion

Positivity bounds provide a way of constraining parameters of EFT models by requiring the existence of some un-
known UV completion with certain properties. What sets this apart from the previous literature (like in EFTCAMB)
is that these positivity bounds are deduced from some arbitrary UV completion given an EFT with certain properties
rather than from the EFT itself (which only gives the usual ghost, gradient and tachyonic stability conditions like in
EFTCAMB). Positivity bounds are requirements on the scattering amplitudes of particle scatterings. The properties
required on the UV completion depend on the symmetries of the EFT under consideration and the particles present
in the EFT. In case of an EFT defined on a Minkowski background the symmetries are [23]: Poincaré symmetry,
crossing symmetry, analyticity, unitarity and locality. Whereas in the case of a cosmological (FRW) background
the Poincaré-symmetry is partially broken since the time-translation symmetry and boost symmetry are broken in
this case [22]. In particular, in this thesis we have studied the positivity bounds for scalar-tensor theories with the
focus on Horndeski gravity. Following the approach of [17] we have derived the positivity bounds for o — @
scattering for Horndeski gravity expanded about a Minkowski background. This calculation allowed us to resolve
the disagreement in the literature (see [17],[21]) of the exact positivity bounds for Horndeski gravity. We confirmed
that the positivity bounds provided in the reference [2 1] are the correct ones.

Another goal was to study the impact of the positivity bounds in a cosmological setting. However, QFT with
gravitons on cosmological backgrounds is non-trivial since it leads to the ¢-pole divergence in the scattering am-
plitude. The presence of gravitons together with the breaking of time-translation symmetry are the reasons why
there is no full rigorous formalism of positivity bounds on a cosmological background yet. Therefore we adopted
the approach to assume that the positivity bounds derived on the Minkowski background can be transported to
good approximation to the cosmological background (see [17],[25], [30]). Under this assumption we have used the
method of reconstructed Horndeski models to write the positivity bounds in EFTCAMB notation [26]. And we have
implemented the positivity bounds in the EFTCAMB code, allowing us to check subclasses of Horndeski theory
for stability together with positivity bounds in order to study the impact of positivity bounds. We have studied the
impact of positivity bounds for a subclass of Horndeski gravity, called K-mouflage, which is defined by the EFT
functions = 0, A, v1,72 = 3 = 0. We have studied this for the example of a linear parametrization, as well
as a model specific study given by the five parameters {2 o, @y, Y7, 74, m} [45]. The outcome of this analysis
showed that positivity bounds indeed constrain the parameter space, in agreement with what was found in [17] for
shift-symmetric Horndeski. A more general study of how positivity bounds impact the allowed parameter space for
Horndeski gravity will be studied by considering the LSS phenomenology functions (%, 1) and the results of this
will soon appear in an upcoming paper [43].

As a final direction for this research we considered how the positivity bounds may be impacted by considering a
cosmological background rather than a Minkowski background. So far there are only positivity bounds developed
for cosmology under certain stringent conditions: Universe should expand slowly enough compared to the cut-off of
the EFT, sub-horizon scales (or high-energy limit), EFT functions vary slowly in time (compared to the Hubble
rate) and gravitons cannot be included in the formalism [22]. As regards the symmetries, the only symmetry which
can be broken compared to the Minkowski background formalism is the boost symmetry [22]. This means that
time-translation symmetry will assumed to be present (which explains the mentioned assumptions), since otherwise
the formalism of scattering amplitudes can become ill-defined and one has to rely on other formalisms such as
wavefunction coefficients [22]. However, in cosmology those constraints are not always satisfied for any EFT of
DE. Under the above assumptions we have performed a calculation of the positivity bounds for Horndeski gravity
(with G5 = G5(¢)) on a cosmological background by working in the EFT of DE and considering the scattering
mm — 7 of Stiickelberg fields. The result of the calculation are in principle an infinite collection of positivity
bounds, but we focused on the positivity bounds in the forward limit (¢, w; — 0). As a result we have found three
positivity bounds expressed in terms of EFT functions. In the limit vy — 1 we find two non-trivial positivity bounds
like in the case of a Minkowski background. On the other hand, we find that the positivity bounds are different since
they are s-dependent on the cosmological background. The conclusion is that positivity bounds on the cosmological
background are not understood yet and that the limit to a Minkowski background is also not clear yet.

Suggestions for future research are the following:

* Develop a formalism of positivity bounds for cosmology without any assumptions. For instance, it should
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include the breaking of time-translation symmetry and the presence of gravitons.

It would be interesting to apply this formalism to Horndeski gravity and compare the result with the one
found by the derivation on the Minkowski background and the reconstruction method. And then investigate
the limit from a cosmological background to a Minkowski background and check whether the assumption of
transporting the positivity bounds is valid (like [44] but applied to the EFT of DE).

The influence of ordinary matter on the positivity bounds should be taken into account.

Positivity bounds for other modified gravity theories such as vector-tensor theory and DHOST could be
constructed on both a Minkowski and cosmological background.

Classify which subclasses of Horndeski theory are influenced by positivity bounds.
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9 Appendix

9.1 Basic formulas

Let g,,,, be some metric which will be taken with (—, +, +, +) signature. Assuming a torsion-free metric compatible
connection, we can express the Christoffel symbols in terms of the metric:

1
FZV = §gap(augup + 8Vgpu - apg;u/)- ©.1)
The Riemann tensor is defined by:
A A
RE,,, =00, — 0,1, + FZ/\FW — Fﬁ/\FM. 9.2)

From the Riemann tensor the Ricci tensor is defined by contracting over the indices p and p:

R(TV = Rgpy- (93)

And the Ricci scalar is defined as the trace of the Ricci tensor:

R=¢""Ry,, =R, 94

The covariant derivative V of a tensor field 7" is defined by:

2. HE j— 1H2..-HE
W, THLR2 bk by = Dy THH2 bk

_ Iv\ THL2 Pk

H1rpAps .. g Kk rppy p2... A
+ 05T Vl—l—...—|—I‘U/\T
- 1-0\ THIR2: - Fk

1V2... 1V2...V] viva... ViV2...V]

ovy Ava...g oy Vil A"
9.5)
For a scalar field ¢, the covariant derivative coincides with the partial derivative: V,,¢ = 9, ¢.
The Lie-derivative of a tensor field 7" with respect to a vector field V' is defined by:
‘CVTILIHQW“’CWVQ...W = VU@UTHIMQMMCMUQ...VZ - (aAVHI)T)\HZMHk viva...vp (aAvuk)T#IMQH.)\ ViVa...1]
+ (81/1 VA)Tl»blltz‘../tk)\wmw R (aylV)\)Tm#zu#kylwmx
(9.6)

9.2 Functional derivatives

Let Z[J] be a generating functional for a scalar field. Instead of giving the formal definition we just mention that the
functional derivative %(z) has the following useful properties:

wix) Jy) = o(z —y), ©.7)
7 [ A9 = 1) 8
] = FloGe )L 09
<5;$@c)6i [ a9 @00) _ i), 0.10)
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4] 4 B
507 [ A 0.T0)60) = ~0,0(z). ©.11)

The results for the graviton generating function Z[J*”] are that one needs to take into account the fact that:

§JP(z)

1
e _
T 2[ 0 (T = Y). (9.12)
9.3 Graviton propagator of Horndeski theory on a Minkowski background

The inverse metric of g, = 7., + ﬁlhw follows from the requirement g,,, g% = 4;,. To first order the result is
p
that gH¥ = nH — Milh*“’ +0(1 /Mgl). Therefore the Christoffel symbols can be found by:
P

1
Iy, = ngp)‘(auhu,\ + Ovhay — Oahyw). 9.13)
P

From the definition of the Ricci scalar it follows that:

1
R = _79(7”(8 hu)\)(auha)\ + 8Jhu/\ - a)\hua)
onz?
+ ngouguk(auayho)\ + a/_taahu)\ - a,ua)\hua)
1%
+ W21g“"(a,,iw*)(a,m[,A + Oohypx — Oy
1%
1
- ngu/\gmj(auauha)\ + auaahu)\ - aua)\hpa)
p
+ ngguﬁgAagmj(auh/\m + a/\h,u,ﬁ - anhu)\)(auhoa + aahua - aahl/a)
1%
1 v
- 4M21 guf@g)\aga (8Vh)\li + 8)\th - al{hl//\>(a/1.h0'a + aahua - aahp,a)~
1%
(9.14)
Only the second and fourth terms do contribute to §; R:
1
1R = M—(aaaﬁhw — M D0y (9.15)

pl
The second order contribution of the Ricci scalar is found by:
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1
M26:R = _f(aMhM)nW(ath + Ophuy — Orhyo)
(R0 + BT ") (0, 0y ho + 0uOshus — 040\ hyo)

(Dm0 (Dpho + Oshyux — ONhuo)

»—AL\D\»—*L\DM—!

+ = (R0 + 0" h7) (8, 0phor + 0pOshyn — 00N I yy)

| = Do

+ 4,’7;“; Ao Uu(@ Bk + Oxhys — O lt)\)(6 hoa + Ochva — Oahus)

1
- anmn)\an(w (3uh)\ﬁ, + O\hyy — a‘ihu)\)(auhaa + aohua - 8ahua)-
(9.16)

Therefore the second order contribution to the Ricci scalar is given by:

1
M02 R = =2 (0"h,)[2(0,h5) — Oxh]

1
- §W (0,0,h% + 8,0,h% — 8,0,h)

— S 0D+ D — 0,0 ]
%(a BN, + s — Oxh]
;W[a Db, + 0Oy hyus — 0,071

L v 10,0, + 0,0, h — 0,051]
(D1 + 07N — D W) (D hY + Dy hY. — Dh)

(D hH + 0%htt — D*hE) (DY, + O B — DuhT).

»MH»M»—‘NM

9.17)

After integrating by parts and neglecting boundary terms and collecting terms of the same type it follows that this
can be simplified to:

1 1 1
M26:R = 5(3“hl/>)(3yhx) = 1 (0"h3)(0uhg) = 5 (9ah) (0 ). (9.18)

The second order graviton Lagrangian Ly, can therefore be written as:

) o : .
Lop = %h(&u&,h“” —0u0°h) + GO R @,K) — (OB @,E) — {(@uh)@°R)). 9.19)

After integration by parts this Lagrangian becomes:

L = % (8ah6ah — (OARE)(D*hE) — 2(0,h) (D7 hE) + z(axhg)(aahg)). 9.20)

By the definition of the generalised Kronecker delta:
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Sl hr = plop 0,7, 9.21)

L2

it follows that the Lagrangian can be written in the form:

Ly = %Wnaﬁhg)(aoh;). (9.22)

pov

We already derived the expression for the gauge-fixed version of this Lagrangian (7.39). Let us show that the
propagator D,,,,.3(k) has the desired form of equation (7.42) starting from equation (7.41). We will propose an
Ansatz like in [15]:

1
Daﬁ'yé(k) = @(alaﬁfyé + bnaﬁnvé)a (923)

for some a, b € C to be determined.

We find from equation (7.41) with our Ansatz:

1 1 o
S — o) (alapys + biapilys) = =il 5. (9.24)

Yo
From the simple findings I***# 1,55 = 1" s and IMeBns nas = n*¥nsy and n°Pn,5 = 4 it follows that:

1 v v a v . v
§(aI“ s o sy — 577“ s = 20" 1) = —iI"™ 5. (9.25)

Therefore the Ansatz yields the solution (a,b) = (—2i, ¢). Therefore it follows that indeed the graviton propagator
is given by equation (7.42).

Define the shifted graviton field:

1 o) = hog() — i / A4y Do (1 — )T (4). 9.26)

With this it follows that using the Lagrangian Ly} (equation (7.39)):

[ b+ TP hag) = G0 [ b (20,07 (1008 — Loty

? x(Lpn + aﬁ)_T zhy,, (2)0507 AN hos(2)
+i/d4xJ°‘5(:E) wp (@)

- / A2y T (2) Do (& — y) T (3)

G 1

2 [ bty 2D ()T )00 (1 — 1) Do — )T (2)
2G v 1 LV RO

- 744 d*ad*yh),, (x)0,0° (I"*F — 3" 1*%)Dagro(x — y)J™ (y).

(9.27)

The factor 2 in the last line comes from integration by parts so that we get two identical terms. Using the definition
of the propagator as in equation (7.40) and the fact that J af — JBe (dueto D, gro = Dagor) it follows directly that:
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i [ ean + o) = G [l @0,07 (197 — Ly 0

1
— 5 /d4xd4yjaﬁ(x)DaBm7(x - y)Jﬁg(y)'

(9.28)
Therefore the free generating function for gravitons only can be written as:
Zo| ] = Zo[0]e™  '2d I @) Daprnla—u) W), (9.29)
Thus it follows that the free generating function including both / and ¢ is given by:
Zo[JH, J] = Zo[0,0]e~2 J d*2d*uI (@) Da=9) I (v) o= 3 [ d*xd*y 1% (@) Dapon(z—)17" () (9.30)
9.4 Vertices of Horndeski theory on a Minkowski background
94.1 ppp-vertex
The Lagrangian for the pp-vertex up to order 1/M,, was found to be:
1 1z L A 1z 1z v
Lopp = 2M s Gaxs0(0"9) (Oup) + 7G3,¢¢(3 D)’ 2A3 G3,x(9"0,)(8,90)(9"¢)
13 G o [0 0,00" 010 — 00,00, ]
A% 1L v feY “ feY 3 ) « 5]
6A9 Gs.x [23 0,p0" 0ap0* 0,0 — 30,,0" 000" Ontp + 0,,0" 00, 0% 000" @
(9.31)
The first term can be simplified by noting that:
1
(20" ) = 200, 0" + ©?0,0" 0 = 0,0ty = —59028“8“@. (9.32)

In the implication arrow we neglected the boundary term. We will adopt the notation in which we will just set the
total derivatives equal to zero (since they will drop out after integration in the action).

Notice first that 9"9,,09" 8, — 040, 0,,0" p = 652(%6%08,,85 . The term ox G5 x can also be casted in this
form. Let us rewrite 09"9,©0,,0" ¢ in order to see this:

0", 0" 9 = —0,pd" (0,0" p)
= —0,p0" 00, 0" ¢ — 000" 0,0"
= 000" ) 0" — 00, 0" 0,0"
= —p0,p0"0,0" ¢ + 0,0,900" " ¢ + 0,¢0,,0" Pd” ¢
= —0,pd"0,0" ¢ 4 0,0" 00, Pd" p — PI"(0,,0,p0" )
= —200,90"0,0" p — 90,0, 0" p + (0,0" ) (D) (0" ¢).
(9.33)
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So therefore it follows that:

1
@O 0,00,0"p = —0,pd"0,,0" ¢ + 5(8#8“@)(81,@)(3”@). (9.34)

Similarly we can rewrite ©0*0,,00" 0, ¢:

000" 0y p = — 00" (00" 0, )
= —0,p0" 0" 0, — p0,,p0" 0" 0, p.
(9.35)
Thus by combining the results from equations (9.34) and (9.35) one can obtain that:
v 2w
0, 0" 0, 00" p = —§5gﬁaua%paya%. (9.36)

Let us now illustrate why the term oc G5 x is equal to zero if we neglect boundary terms. Consider first the term
with the —3 in front:

00" 0" 0300" uip = —0,(0*0pp0” Do 0) 0"
= —20,0%0500° D0t
= 20%(0" 000" )0, 0%
= 200,0%p0" 0,05 + 20° 0 000" 00,050
= —20%(0"00,05)0a0%p + 20° 9,00 0" 0,05
= —20°0"0,05005,0%p — 20" 00,,0° 0500, 0%¢ + 20° Do p0* " 93,050
— —30,,0" 00”0500 Doip = 20"00,,0° D00 0% p — 208 DI 0,, D¢

(9.37)
And notice that 0* gpa,ﬁﬁ 0p0,,0“ ¢ can be rewritten as follows:
0"00,0°0500,0%p = —0,(0"00a0%p)0" D5
= —0,0" 00, 0%’ D — 0" 0D, 0% Daipdd’ v
1
= 0"00,0" 0500,0%p = —§aua#<paaaaaﬂa%.
(9.38)
Therefore indeed it follows that the term o (_}’5, x vanishes since:
— 30,0" 000500 Doip = —0,,0" D0 0*pD3d" p — 2010, 0" Dy 8,up. (9.39)

Such that indeed equation (7.47) is found.
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9.4.2 pppp-vertex

The pppp-vertex coming from expanding equation (7.24) to quartic order in the field  is given by:

A3 © A3 © \2
Loppp = ZG”"Z’M(MM) + *Gz XM)(M 1)
1 _ A
+ *Aéle,XXYQ + A3 —2-Gi3 W’d’(z\j ) (0" 0up)

G3 X¢Y( )(a M) + FEGLL,XXY(E)MW@&V@”@—aﬂay@a,,aw)

+ ﬁézl,xw(Mil) (0,0 p0" B, — 0,0" 0D, 0" )
p

A4
- G xo () [0u0" 0020 005070 + 200 0,00" D00 By — 30,0" 00" D500 Do |
P
A} 1
= r]\;?,lGQ,¢¢¢¢‘p4 e Tz G2 X0 updp
Up

1

_ 1 _
—G 0, 00" 00, 0" —G 3919, — G 0, 0" Yo" O
+ SAINM,, 2,Xx X 0up0” 0,0~ ¢ + 6M2 3,0ppP P — 2Mp1A§ 3,XpP0L 00" 90" 0,

1 -
- mGAL,XX&a(P@a(P(aNaHQO&,aV(p — 0,0" 0, 0" )
1 _
" WG4’X¢¢‘P2(5M3”¢3:/5”@ — 0,0"0,0"p)

-5 A6G5 xw[@ 0" 0000 p030% g + 201, 00 D00,y p — 30,000 D500° Do

(9.40)

The terms of lower order than 1/M, will be neglected. Notice that the last term can be written in a compact
form: 9,0"p0,0%p030P @ + 2010, 0" Do 0Dy — 30,,0M 0D pdP Dpp = 5gg’;3“3u<p856,,g0378pg0 and
0,0"90,0" ¢ — 0", 00" 0, = (55;30‘3#9085 O, . Thus at the relevant order we are working, the Lagrangian
becomes:

1

Loppp = 8A3Mp1 oG X x0up0"pd,pd" ¢

1
2M A3G3 X¢p0uyp0” 0" 0
1 vV Ao 67 L v v
+ 2M AS G4>X¢¢(p265,66 6#908 O — 2A6 G4 xx0a00 (8M8‘ ©0,0" p — 6H8 ©d* 0, )

-5 A6 —5 G5 xopdhsh 0°0,00° 0,007 0.

9.41)

Let us simplify the terms which are proportional to G5 x4 and G4 x x.
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©0,,pd” 0" 0yp = —0" (90, 0" )Oyp
= —0"p0,p0" 0, p — 200" 0" 0, Py
= —0"00,p0" PO — 00" 00, > Dyip
= —0"00, 0" P0up + 90, (0" 0" pDyup)
= —0"p0,p0" p0,p + ©>0,0" 0" PO, + 20" P, 0,
= —0"00, 00" pBup — 0" (¢°0,0)0,0"p + 0" D" 9D, Dy
= =00, 00" pOup — 200" 90,0" pBup — P8, 0" 90,0" ¢ + P* 0D 90,0,
= 300" p0,00,0" p = —0"p8,p0" P — $*0,0" 9B, 0" p + P* D" P80,
= p0"0,0"pd,p = —%8“@(‘%@6”@8”@ - %ﬁagga“augaaﬁawp.
(9.42)

The term proportional to @47 x x can be simplified as follows:

0090 (0,0 90,0" p — 0,,0" 0, 0" ) = 00 0,,0* 0" Oy — 00 pd*0,,0" Pd* 0,
= —04(0%0,0" p0,0" ) + P0a (0% p0,0" 0, 0" @)
= —0,0%00,,0"p0,0" p — 2p0%p0,,0" 000, 0" ¢
+ ©0,0%90,,0" 90, 0" ¢ + 200 00,0,0" 0, 0" ¢
= —0,0%00,,0"* 00, 0" ¢ + 20, (0“0, 0" ) Oap
+ 90,,0%p0,,0" p0" 0, p — 20" (0“0, 0" p)0a 0,
= —0,0%00,,0"v0,0" v + 20,00 0, 0" PO O
+ 2¢0,,0%00,, 0" p0" Oup + 200 0,,0,0" PO* Onp
+ ©0,0%90,,0" 0, 0" ¢ — 20" 00,0 0, 0" p
— 200" 0%00,,0" 0,0, — 200 0" 0,0" 0,0,
= —p0,,0%p0,,0"0,0" p + 20,000, 0" PO" O
+ 2¢0,,0%00, 0" 90" Oup + 00,0 0,0" 0, 0" p
— 20" 0,00 00, 0" — 200" 0% 90, 0" P00,
= — 8l D, 0%pDED° pD,0% p + 20,,00% P, D" PI" Dup
— 20" 9000,p0% 00, 0" .
(9.43)

The expression can be simplified further:

Oap0®9(0,,0" 0, 0" p — 0,0" 0, 0" )
= —0,,0%p0,,0" 0, 0" p — 20" (0,0% 90, 0" )Oap + 2¢0,0% D, 0" PO" Dnp
+ ©0,0%00,,0" 00, 0" p + 20" (0" 000 0,,00% )00 — 200" 0% 0, 0" 00,
= —p090ap0,0"0,0" p — 20"0,00% 00, 0" POnp — 20,,p0" 00, 0" PO — 20,90% 0" 0, 0" POap
+ 20,0090, 0" PO Oap + 00a,0%p0,,0" 0, 0" + 20" 0" P04 0,,p0% Y0, + 20" PO 0,0, PO, @
+ 20" 00,0,,00" 0% 90, — 200" 0“0, 0" P00,
= 30,90 p(0,0"90,0" ¢ — 0,0" o 0,p) = —Da0%0,,0"©0,0" ¢ + 30,,0" P0* 0, 0,0 ¢
+ 200" p0a 0,0 0, — 20,p0" 0% 90, 0" PO p — 200" 0% 0, 0" P00,
= —pdlBP Y, 0% pDRD% PD,0% p 4 201 Y P00, 0 Py — 20,,p0" %P, 0" PDap.

QoK

(9.44)

70



Combining equation (9.43) and (9.44) easily gives:

D00 DD, 00, 0" ¢ — B0 00", 0) = — = 001300, 0% D30 00, . (9.45)
3 3 D) P

Therefore the Lagrangian £, can be written as:

3Gaxx —2G5.6X uwp aa
Loppp = 124 ok 0%0,00° 0,007 0,

3Ga xx + 4G5, X0 5

G3.x6 + 3G x 0 P25
(5” 0%0
24 M AD

6 M A3

0" 00, 0" p + @858,,@.

(9.46)

9.4.3 hpp-vertex

The relevant Lagrangian containing h¢ is found by expanding the action to second order in ¢ and first order in h:

Lhpy = MG xY (14 611/9) + Gz ¢¢(M ) d1v/=

+A3Gs (1 + 51\/?9)(M—p1) Y Avg“‘p + G4,X\/?g( 2V R+ /A\: ((V°Vap)? = (72V30)?) )
+ %qus(]\j ) ok

1G5 001G (Mm) (VHAvéu )
9.47)

In the fourth term we included the full R and /—g (which are present if you would expand the action to infinite
order). The reason for this is that this will simplify our expression for Ly, a lot, since we can neglect some
boundary terms which are not present in the full action.

Notice that the second term goes as A3 /Mg1 and can therefore be neglected at order 1/M,;. Recall that 01/—g =
S 16{ . huwn*”. And we can estimate Y to first order in A:
13

Y = ViV o =

2A4

1 1
N N — nwro Nz ) .
0,00, ~ o1 (n o h )8#30(%90 (9.48)

1
—5xa9
203

And the term proportional to C_?37¢ can also be simplified. Consider the following relevant term for the hpp-vertex:
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BS)

(- 58) () e a0z
(-

) ( v Z}\L;V ) (&L@uw - 2]\14maa¢77a’\(avhﬂ + Ophu — 3Ahw))
( o h“” n*h hh*

pl
o, oM

1 al
) (a al/(p 2Mp1 80190"7 (8l/h[l)\ + ayhy)\ - a)\huu))

v h n""h 1 @
~ @(77“ - M + 2M ) (Qﬁu@ - Wlaa@n )\(auh,u)\ + 8uhu>\ - a)\h;w))
P
1 wh
~ O™ A 1% _ _ v Iz
PO — 2Mp18 ©(20"hyx — Orh) Mplgoh 0.0, + 2Mp16 Ouep.

(9.49)

The first term in the final expression can be omitted since it describes the free part of ¢ and not the hpp-vertex.
Using integration by parts this expression can be simplified further, by noticing that:

~(0*9) (20" hyux — Oxh) — ht 8,0, + ha*taﬂw
= — 000" hyu\ + %wwam — oh" 8,0, + §¢ha~a”@
= 0"(p0@)hyur — %hﬁx(w%) — @h" 9, 0,0 + %wha#a,m
= hpuw (8“@8% - %n“”a‘l@@aw)-
(9.50)

Therefore the Lagrangian for the hpp-vertex can be written as:

Gax +2Gs4 h
2M,,

+ Cuy T (MFY R+ 32 ((9°Vai? = (7930?))

Lhpe = v (8“s06”s0 - 177“”8"‘@804@)

+%G4¢¢( 1 ) 51 R

My

M2Gs. 561G (M%l) (V”/é”@).

(9.51)

Let us first simplify the terms proportional to G4 44 and G5 . From the expression (9.14) we have that:

51 Rm/ =

i _ Ak _ "
IR (0705 o — 0 0uhus = 0,050+ 0"0, by

1
61Gou - 61R¢7u - 77717u61R -

2 2M,,)

[aﬂaghw — 0"0uhue — 0y 0gh + 0" Oyhyy — 1oy 0“0 hap + nwaaaah} .
(9.52)

So therefore it follows that:
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51Goypd’ " = ﬁlw[aﬂawa#agh; — 070,,00,0" Y, — 070, 00” Dy h
P

+ 0,0" 0" 0,1 — 0" D,p0a 0 G + ﬁ”ﬁugoaa@ah]

= SHP2 DY 0,00,0° hP.
2Mp1¢ vof wPYp «
(9.53)
From equation (9.15) we also notice that p?6; R = —g025g280‘8#hf.
Finally, the term proportional to @47 x can be simplified by noting that [19]:
1
— 3 RVupVip + (VOV4p)? — (VOVs0)? = —GLupVHV o + V,u(..), (9.54)

where V,(...) indicates a boundary term. The proof of this is quite simple:

(VOVap)® = (VOV59)? = Va(VEVV 0 — VoV V) = Vip(VaVsV70 — VVIV40)
= Va(V*eV3VP0 — VoV V%)
— V% ([Va, VI VP 0 = VVPV 0 + V5V, VEp)
= Va(VHVVP 0 — V3oV V) — V[V, VgV
= Va(VoeVsVP0 — VoV Vo) — RS V7oV
= Vo (V¥VVPp — V30VPVY) + Ry o V¥V .

(9.55)
In the first equal sign and to go from the second to the third line we used that V,VA¢ = VAV .
By the fact that G, = R, — % g I and the Bianchi identity V#G,,, = 0 the result follows directly.
Therefore it follows that:
~ A « « 2 G A vwiZ
G4,X«/—g( 2V R+ 0 ((v Vay)? — (VOV40) )) -~ X oV =gGW VIV o, (9.56)
Focusing on the part relevant for the hpp-vertex we find the term:
G(4 X G4,X v 1e% K
Tz ¥ PO 061Gy = — 23 ¥ POLLL 0% 0, 00° O, hE.
(9.57)
Thus the Lagrangian of the hpp-vertex becomes:
G G5 & Go. x + 2G3 & 1
Lhpp = ——ag 2206 90,0070, hs + —==——"C N, (0"p0" o — =1 0% p0a
hepp 2A3 @0, 50" Oup b oM, (080" p — S 9% p0atp)
_ Gago o
NG00, ).
2M 1
(9.58)
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9.4.4 Other vertices at tree-level

For completeness we will sketch how the hhh-vertex, hhp-vertex and hhpp-vertex can be derived. These vertices
will however not be used to compute the o — @ example we are considering. The hhh-vertex is simply the one
from GR:

Lpnn = G4M365(v/=gR), (9.59)
which is sub-leading order since d3(y/—¢gR) o 1 /Mgl. The third order variation 3 includes the 1/3! from the
Taylor series.

The hhhh-vertex goes as 1/ Mgl and is therefore not relevant at the order 1/M,; we are working.

The hh-vertex is found by expanding equation (7.24):

VEV 0
A3

Lhhy = A§152\/—9(Mi1)@2,¢ +A5(1 4 81v/=g + 82v/=9)G3
p

+ M1+ 01v/=g + 62/ —9)647¢(i> (01 R + 02 R)

My
2 = VMVVQO
+ Mg (1 +01v/=g + 62¢/=9)G5(01Gpp + 52Guu)T'
3
(9.60)

Here the d> contains an the factor 1/2! from the Taylor series. The term with G5 , has order 1 /Mg1 SO can
be neglected. It can be seen that the term with G5 can be set to zero since [ d*z\/—gG3V,Vip = 0if we
neglect boundary terms. The term with G5 is zero as well since under integration by parts G'5G wVEVY o =
—G5VYG ), VH e = 0 by the Bianchi identity, so we may set G5 = 0. Therefore only the term with G4 4 con-
tributes.

Eventually in computing the Feynman rules for the vertices the external gravitons will be taken on-shell, i.e.

transverse and traceless [ 8]. In Fourier space the Feynman rules for an external graviton amount to a polarization
tensor €*¥ (and complex conjugate if the graviton outgoing) which obeys [20]:

e =€, pue (p) =0, e =0. ©.61)

This means that the terms with h and 0,,h% can be set to zero in the vertex Lagrangian before computing the
Feynman rules from it as these will in Fourier space yield terms which will under contraction with these polarization
tensors will vanish. This has the advantage of reducing the number of terms by a huge amount [20].

Therefore the relevant on-shell Lagrangian for the hhp-vertex can be written as:

Lhny = MGy ppdaR. (9.62)

From the computations of the graviton propagator, we recall that o R on-shell is given by:

v " 1 " 14 1% 14
M2 62R = b 9,0 e, + 5 (01! M) (OuhX + 0" hyux — OxRY,)
1
— l(aﬁhlta + aahﬂu _ althaa)(auhaa + aahua _ 8ahpa)
1
= h7"0,0"hy, + Z&,hw(’)’yh“ﬂ = 50" h7 oy

(9.63)
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Notice that @h*”9,0"h,, can be simplified:

G 00" hyyy = — 0,y (9h”) 0" By,
= —h 000" hgy — POhTY D by,
= 0"(h" 0,0 hay — PO D by,
= W% hy 90,0 + heay0upd" b — 0B, h7 O hy,
= Wy 0,00 — heaypd" 0, b7 — 200, h7 O he,
1

= ph?"0,0"hy, = §h"”hm,8“8u<p — @0"h?" Oyhgy.
(9.64)
And we can simplify p0*h7*0nhq:
POH R Oahye = —0a(@OH R ) hyuy
= h7%h;e0,,0"p,
(9.65)
where we used the transverse property (9,h°* = 0) twice. Hence it follows that gnglégR is of the form:
2 1 1 af 1 oa
eM3502R = ihguﬁua“cp - Zgoayhagﬁvh — §h Ry 000" . (9.66)
Thus the hhp-vertex is given by:
Lo = G0 (26" 0%, 0hPh> — O, hosd hP) 9.67)
hh(p_4Mpl af3 }LSD v'ip QD Y af . ( .
The hhog-vertex up to order 1/My, only contains G4 x and G5 4 (since other terms are of lower order):
~ 2 401512 2 2~ \d VEVYp
Lunge = V=9Gax(MAY R+ M@ — [#7)) + MG o (57 )V =0~g (51C + 5:G ).
P 3
(9.68)

The first term can be simplified since A3Y R+ (VeV,0)? — (VVgp)? = =G, V* V" up to boundary terms.
Writing out every term to the right order will yield the hhpp-vertex.

9.5 Feynman rules of Horndeski theory on a Minkowski background

In this section we provide detailed calculations of the vertex Feynman rules for Horndeski gravity on a Minkowski
background.

9.5.1 @pp-vertex Feynman rules

Feynman rules of vertices can be found by computing correlation functions. For the ppp-vertex the idea is to
compute the three-point correlation function (Q|T{¢(x1)¢(x2)p(x3)}). For the generating function (7.44) we

can ignore the graviton part since this is not present in the ppp-vertex. Focus on the term with cggzp first. Taking
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into account the interaction Lagrangian we have that (7.11):

m ~ 7(m) . 4 m .0 2 .0 -1 d*xd*yJ(z)D(z—y)J (1
Ztm 1] NZW%O[O}(I—H/d xcngo(—zw(x)) 8“8“(—zm))e Jd*ad*yI @)D=y W) (9.69)

And the correlation function <Q\T{<p(a:1)<p(x2)<p(x3)}|Q>5,”;2p is given by:

1 1) 1 )

@I {ple)elee w0, = 7o (= i55e5) (i) (e 2 ey ©70
As mentioned in [12], we can absorb bubble diagrams involving D2_ into Z[0] to give us Z[0]. Also we will ignore
other diagrams which involve D, in the correlation function since we consider tree-level diagrams and we will
ignore the free part in the correlation function (only the first-order in the interaction will be considered). We will
adopt a notation in which J(z;) = J;, D(2 —y) = D, and J(y) = J,. We will leave the integration over
implicit and we will adopt the convenient notation J, D, J, = f d4yd4zJZDzny in order to make expressions
more compact. And the evaluation of the expression at J = 0 will also be implicit. Under these notations the
correlation function can be written as:

. m my 0 0 & & 6 1) 1 :
Z<Q|T{Q0(CL’1)SD(.T2)99(QC3)}‘Q>ED<P20 = C&@Lﬁﬁﬁﬁﬁaﬂau(m)e 2J2D2ny. (971)
Therefore we find that:
| m m J o 0 ) ) _1
H{QUT{ (1) (2)p(as) L, = _C‘("“’Lﬂﬁﬁﬁﬁe 2/:Deu v 9,0, (Dy2 )
6 6 o6 O 1
— (m) - D —§JzDzny 122 D
o 5 Ty 575 873 0.7 (yDeve 0 0u(Ds=.))
_m 6 6 O

T <71 <71 Dmv va K Da:z z
Ctptptp (5J1 6J2 6J3( J. nyaﬂa ( J. ))

___(m) o 0

CW‘P‘PE E [QngnyJyﬁuaﬂ (D:CZJZ) + DngwavJyQt@”ng]

oy 0
= —cfw)wﬁ[2Dz3D$28“8M(DMJZ) +2D,3D490,0" Dy J.,)

42D, D4y, 0,0" Dys)

= *26507;2P[Dz3Dx28p6'uD11 + DzZDmlaua'uDz?) + DzSDmla;LauDrQ]

= —2cm), / d*2[Dy3D4320,0" Dy1 + Dy Dy10,0" Dy

+ Dw3Dw18ua#Dx2] .
9.72)

In the last line we rewrote the integration over x explicitly. In Fourier space this clearly corresponds to the vertex
(incorporating the 7 in front of the correlation function as well):

V) (p1, p2, ps) = —2icl%) [p? + p3 + 3, (9.73)

where p? := p; - p;. It holds that p; + p2 + p3 = 0 by momentum conservation at the vertex where all momenta are
incoming since the integration over x yields a delta function of the form §(p; + pa2 + ps). This definition of the
ppp-vertex also implies that external scalar fields correspond to 1 and internal scalar fields with momentum p are
scalar propagators given by D(p) = —i/p.
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Let us now derive the other vertices with a less explanations since they follow along the same lines. The leading-order

vertex for ¢y involving c&,ﬁ)@ is found by:

§ § & 6 5 5 ,
- (A) _ A) gpv Y % Y Y (e N —5J:DzyJdy
WA () e (@) (23) NV e = Copeas 57 57 570 57 (aﬂa <5Jw)>(a”a (5.}))6
= —c®)[D43(0,0° D12)(8,0° Dy1) + Dy3(0,0" D1)(0,0° Dya)
+ Dy2(8,0% Dy3)(0,0° Dyt ) + D1 (8,0% Dy3)(0,0° Do)

+ Dy2(8,0% D11)(0,0° Dy3) + D1 (8,0% Da2)(0,0° Dy3)].

(9.74)
Therefore the leading-order ppp-vertex takes the form:
Vi) (p1,p2,ps) = ic), 01 [p2ups P1upy + P1upiP2vph + P3up§ propY)
+ D3PS P2 D + DL PsuDh + D2upS P ]
= 2icl),[p1p3 + pip3 + p3ps — (p1-p2)® — (1 - p3)® — (p2 - p3)°]-
(9.75)

The momenta in this expression are all ingoing and satisfy p; + p2 + p3 = 0.

9.5.2 pppp-vertex Feynman rules

The Lagrangian for the pppp-vertex can be written as:

Lopppp = oo 0hist 0% 0,p0° 0,007 0pp + 1) 00" 00,00 0 + &0, L0415 0* 0% 0,00 D0, (9.76)

The leading-order term with ci,@,)w yields:

— QT {p(x1)(z2)p(3)p(xa) UL,
§ 6§ 6 6 6 5 5 5 .
_ ) grep 2 = 7 7 T po Y \aB % Y\ ,=5J:Dzydy
opeaBy 5 T 570 57 5Ja 0T 3“(5J$)8 a”(w)a 3P(5Jz>e

= ) Oh i [D310%0, D2 0”0y, Dys " 8, Dy + perm],

9.77)

where perm denotes the sum of all the (other 23) permutations over the indices {1,2, 3,4} in the expression
D;10%0,D420°0, D 3070, D 4.

The corresponding Feynman rule in momentum space is therefore found to be:

77



VA (o112, p3,pa) = i), 0150 (Do, pS P p3upipap + perm(D, — pic)]

= —ic) ., [6p3p1p§ + 6p3pip3 + 6p3p3P: + 6pTP3D;
— 6pi[(p2 - p3)® + (2 - pa)® + (D3 - pa)?] — 6p3[(p1 - p3)* + (p1 - Pa)® + (ps - pa)
- 6p§[(l’1 'p2)2 + (¢ 'p4)2 + (p2 'p4)2] - GPZ[(M 'p2)2 + (p1 '193)2 + (p2 'p3)2]

+12(p1 - p2) (P2 - p3)(p1 - p3) + 12(p1 - p3)(p3 - p4)(P1 - Pa)
)]

= —24ic) [-m® + m?[(p1 - p2)® + (p1 - p3)* + (p1 - 1)’
+2(p1 - p2)(p1 - p3)(p1 - Pa))-

+12(p2 - p3)(p3 - pa)(P2 - Pa) + 12(p1 - p2)(p2 - P4)(p1 - P4

(9.78)

In the last line we used that the scalar fields are on-shell, i.e. pf = —m? and we used that:

P1-p2 =p3-ps=—s/2+m?
pL-ps =p2-ps=1t/2+m?
p1-pa=p2-p3=u/2+m>
(9.79)

Again all the momenta are ingoing and satisfy p; + ps + p3s + ps = 0.

Next, consider the sub-leading pppp-vertex with cggzw. This gives:

— QT {p(z1)p(22)p(x3) 0 (x4) T,

5§ 5 5 6 5 .
_ (m) o v —5J2DzyJy
= o0 5T 575 805 602" (5,] )‘9 (5.] )a <6J )6 (6J )"’
= 8™ 18,D340" D30, Dy20” Dy + 8, D40" D30, Dy3d” Dy + 0 Dy D18, D30 D).

wppp
(9.80)

Henceforth the vertex Vé%a is obtained:

Vi) (p1,p2,p3,p4) = 8i[(p1 - p2)® + (1 p3) + (p1 - pa)?], (9.81)
where we used equation (9.79). The momenta are all incoming and satisfy p; + ps + p3 + ps = 0.

Finally, let us consider the term with 650”;2W:

— (T {p(x1)p(z2)p(x3)P ($4)}|Q>WW %ZWCSQLZEEEE
« g g -1J.D.,J,
aa(aJ)8‘9<5J)
=280 [Da1Da2((0%0uDas)(0° 0y Daa) + (00, D) (0° 0y Das)) + D1 Das (070, Da2) (070 Dia)
+ (80, D44)(0°0, Dy2)) + D1 Dya (00, Dy3)(9° 8y Dy2) + (%0, Dy2) (079, Dy3))
+ Do D3 ((0%0,D31) (070, D) + (80, D4)(8°0, Di1)) + Do Dys (070, Da3) (078, Doy )
(

+(8%0,D21)(0°0, D43)) + Dz Days((0%0, D1 ) (08, Dya) + (8%0,Da2) (0%, D11))).-

A

(9.82)
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Therefore the Feynman rule corresponding to this vertex is given by:

Vi) (o1, p2, ps, pa) = 4ic7) [pTp3 + pips + p3p3 + pipi + P3p; + P3P
—(p1-p2)® — (p1-p3)” — (p1-pa)® — (P2 - p3)” — (p2 - pa)® — (3 - pa)’]
= 8iclm) [3m* — (p1 - p2)? — (1 p3)? — (p1 - pa)?],
(9.83)

where we used equation (9.79) and p? = —m? since the scalar fields are on-shell. The momenta in this expression
are all incoming and satisfy p; + ps + p3 + ps = 0.

9.5.3 hpp-vertex Feynman rules

The Lagrangian for the hpp-vertex can be written as:

A v KO Qo m v 1 [ Z8aYe1 ~(m v, o [e}
Lhpyp = cé¢)¢<p555pﬁn 9°8,90" 0, hyp + cngohw(ﬁ“gpa ©— 57]" 0%p0ap) + cfwgpgo%gﬁn P00, hoy .
(9.84)
Like in the case of pure scalar field vertices, the correlation function is found as follows (using J?? = J*? and
D'y)\L(S = DL&'y)\):

UQIT{ (1) p(2) e (3) } Q)

_ W) e ke 0 0 00 0o (0 N ap 0 N\ —11.D.yJ, ~3J DY, 00
= ChpeOapt 55T 5T 0T 6“(51,0)3 8”(5J§P)e €

= _CE'L[;)LP(SZEZT]HU (Drlaaaquz + DIQG(X@#D:M)@B@UDIS

opye*
(9.85)
Therefore the Feynman rule for this leading-order vertex is given by:
A)po . (A vp Ko (, a
VA (p1, 2, ps) = ichiy Ok ™ (B P1u + PS P2y )Py Pv, (9.86)

where p3 is the momentum of the graviton and p;, p2 of the scalar fields. Again the momenta are defined to be all
incoming and satisfy the momentum conservation at the vertex p; + ps + p3 = 0.

Next, consider the sub-leading vertex with CE;ZL. We find that:

i<Q|T{go(m1)go(x2)hwe(%)HQ”JZL

=g s [ ()7 () — 5 oe (55 ) (5 Jembo oo b 05k

0Jy 0Jy
= i, Dyt [0 D10 Dy + 0" D 20" Dyt — 0" 00 D1 0" D).
(9.87)
Therefore the Feynman rule for this vertex in momentum space reads:
VIR (p1, pa.ps) = —ich [PADs + pYPS — 0™ (p1 - p2)]. (9.88)
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Here p;, p2 are incoming the momenta of the scalar fields. Again we assume that p; + p2 + p3 = 0 with p3 the

momentum of the graviton.

Finally, the Feynman rule for the part containing EE:;ZO can be found by computing:

i<Q\T{<p(a:1)<p(x2)hwe(563)}|9>§f;)p

— ~(m) v o3 5 5 5 (5 2 o (S 7lJzDzny _;J;ADzyb J;’S
fchw%gﬂ EEW E 0%0, W e 2 e 2 AL

= 26" 511170 D1 Dy 9, D23,

Therefore in momentum space the Feynman rule is given by:

VAT (p1, pa, ps) = —2icy e, 017 D pay

(m) ov, 2

= 2i¢),,,,,(p3p5 — 17" p3)-

(9.89)

(9.90)

In this expression ps is the graviton momentum and the momenta are all ingoing and satisfy p; + p2 + ps = 0.

9.54 Feynman diagrams for Horndeski gravity

External scalar fields correspond to 1 in momentum space. Internal scalar fields or gravitons with momentum ¢

correspond to the propagators D(q) and D+ (q) respectively.

Feynman rules for vertices involving hhp, hhh and hhpp can be derived along the above lines. This is useful when
considering the scattering processes hy — he and hh — hh. As we commented on in section 9.4.4, an external
incoming graviton of momentum p is representated by a polarization tensor e*”(p) which is symmetric and obeys
Nu € (p) = pue"” (p) = 0. Similarly, external outgoing graviton with momentum p is represented by (¢"* (p))*.
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Figure 12: Feynman diagrams relevant for o — @y tree-level scattering in Horndeski gravity assuming a flat
background. Dots indicate sub-leading vertices (O(1/Mp))). These diagrams have been produced with the online
tool https://feynman.aivazis.com/. 81
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9.6 Scattering amplitude of Horndeski theory on a Minkowski background

The scattering amplitude for the diagrams in Figure 5 have been computed already. In this part of the Appendix

we compute the scattering amplitudes for the other type of diagrams and derive the expression for the tree-level
positivity bounds in Horndeski gravity.

The leading-order four-point vertex in Figure 13 has the following scattering amplitude:

Vsa(g?pw(phm’ —P3, —Pa) = Wsw( 24m® + 6m?((2p1 - p2)* + (2p1 - p3)® + (2p1 - pa)?)
+ 48(p1 - p2)(p1 - p3)(p1 - pa))
i (= 24m° + 6m? (s — 2m)? 4 (+ — 2m*)? + (u — 2m?)?)

o)) )

= —zcg:o)w¢ [ —24m° + 6m2(12m* — 4m?(s +t +u) + 5% + u® + 1)

8 4
= —z'cg;,)%% [ —96m° + 6m?(u® + t* + s?) — 6stu

1 2
+12m2§((u+t+s) — 22 7’[1,2)]

— pia(A
= GZc&gwwstu
_RieN) g2
62%%0305 t
_ (3G4 xx — 2G5.4x) o 24
2A6 '

t 4
+48(—ﬂ+ -m (st+su+t8)—m7(s+t+u)+m6>}

Q

(9.91)

We used that in the forward and high-s limit we have that stu ~ —s?t because stu = —16(p? + m?)p*(1 —
cos?(0)) = —16p%0? ~ —s%t for § < 1 and p? > m2.

The scattering amplitude of the sub-leading four-point vertex (Figure 14) is found by:

Vi) (b1, p2, —ps, —pa) + V2L (01,2, —D3, —Pa) = 2icoppe|(2p1 - p2)? + (2p1 - p3)? + (2p1 - pa)?]
+ie0n) [24m* — 2(2py - p2)? — 2(2p1 - p3)? — 2(2p1 - pa)?]

= 2205;;20&0[( —2m?)% 4 (t — 2m?)* + (u — 2m?)?]

+ iCpppp[24m* — 2(s — 2m?)? — 2(t — 2m?)? — 2(u — 2m?)?]

= 22050";2w[52 +t2 Fu? +12m* —dmP(s +t +u)] + icfp“;zw[—Q(sz + 12+ u?) + 8m2(s +t 4 u))
—os(m) (24 42 2 m 242 2 4
*216&472050[5 + 12 + u® — 16m*) + e [—2(s% + 12 + u?) + 32m?]

PP
~ 4562 (m) _ =(m)
dis™(c Coppp wasa)

(G xx — 4Gy x¢¢)
2A4

(9.92)

Next the scattering amplitude for a diagram consisting of two leading-order three-point vertices (Figure 15) can be
computed. Let us focus first on the s-channel diagram. Let ¢ = p;1 +p2. The scattering amplitude for the s-channel is:
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4

2
Vég@gp(plap% ) ( )Vécpgo( —P3;, —P4,9) = 776@@3; |:m + 2m25 - (pl 'p2)2 - 2((] ' p1)2i|

41
Sl &Aﬁi [m‘l +2m?s — (—s/2 +m?)? — 2(—3/2)2]

4Z A)2 2
. anp)sa{gms }

= zl gﬁw[ ]

9i
B CONEN

1 oS (u+ t)2.

(9.93)

We used that (g-p1)? = (—m%+p1-p2)? = (—m?+(—s/2+m?))? = s2/4.1tis also trivial to see that the ¢-channel
and u-channel are found by s <> ¢ and s <> u (since the vertices and propagator take the same form but with s re-
placed by t or u when writing ¢ = p; —ps or ¢ = p1 —p4). Therefore the total scattering amplitude is easily found by:

9
= 22 [ (u+ )2 + t(s + u)? + uls + t)ﬂ

= —916&% [4(;02 +m?)(—4p?) — 2p*(1 — cos(8))(4p> + 4m? — 2p*(1 + cos(6)))?

—2p*(1 4 cos(9))(4p* + 4m? — 2p*(1 — cos(@)))ﬂ

= ZCpr&a [144m4p2 + 144m?p* cos® () + 108p° cos?(0) — 108p6]

22

ie)2 [144m4p2 + 144m2pt — 144m2p*6? — 108p692]

22

ic)? [144m2p4 — 108p662}

0P
27
1 c(pAw)ga [9m252 + Zs%}
_ i(Gg,X + 364,X¢)2 m7232 n 32'(@37)( + 364’X¢)282t
AL 2 1A

(9.94)

Let us now consider the diagrams involving a graviton as the propagator. Focus on the diagram consisting of two

leading-order vertices (Figure 16) involving the graviton propagator. First note that the vertex Vh(;};p “ can be written
as:

A)po
VALP? (p1, D2, q) = ichm 045 (0 p1ys + DS P2,) 0" 0

=ics 077 (0} + p3)a® — (0} + pRa’a” — 177 ((pr - @) + (p2 - 0)°)
+ ((p1 - QP! + (P2 - OP5)a” + ((pr - )T + (P2 - )P3)a” — PPT + Pops )a*].
(9.95)

In the case of the s-channel (in Figure 16) we find the following scattering amplitude (using that p1, p2, ps, p4 are
on-shell, g = p; +p2, ¢> = —sand p; - ¢ = —5/2)
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A)po MNa
Vi (01,2, ~ @) Dpoas (@) Viok™ (—ps, —pa. q)
- _GTs%)cp 2m*n?7s + 2m*q q” — 20" (p1 - 9)* + 2(p1 - 94" 4" + s(DTPT + P5p3)] (Mpanos + MpsToa

— Npolag) (2m* % s + 2m%q%¢° — 20°% (p1 - )% + 2(p1 - 9)q%d® + s(pSPs + PSPY))

&g (2 asS + 2mGads = 2ap(Pr - @) + 2(p1 - 4)ads + (PraP1p + P2aP2s)s)

o fo « « (e} o 162 A)2
(2m*n*Ps + 2mq"q" — 20°% (p1 - )* + 2(p1 - )q”” + (V5 P5 + pip)s) + GTSCEW)V’ (m*s — (p1-9)*)*
16i (a0 1 1
[mts? = 225" 4+ 252 - pa)? + 25%(pr - pa)*) + g [ms? = S+ s

2t (A)2

_@7480@90
)

= 6—40,(11:0)5[53 + 8mts — 4m?s? — 4s(py - p3)* — 4s(py - pa)?]
_ a2
- Gy hop
_
- C_T4 hee
_ 2 e
- Echw

[s% + 8mts — 4m?s? — s(t — 2m?)? — s(u — 2m?)?]
[s3 — 4m?s? — st® 4+ 4m?st — su® + 4m?su)

stu.
(9.96)

In the last line we used that 4m? = u + t + s. In similar fashion we can study the ¢-channel and u-channel. We
will show that the amplitude of the ¢-channel has the same form but with s <+ ¢. The case for the u-channel goes in
similar fashion. In the case of the ¢-channel, define the momentum of the graviton ¢ = p; — ps. In this case we have

that p; - ¢ = —ps3 - ¢ = —t/2. The vertex Vh(:)p”

<p (p1, —p3, —q) takes the form (note that we need to flip the sign of
) 35

ps3 since it is outgoing

A)po . (A o o o o o o
VAL (p1, —ps, —q) = ich, 22177t + 2m2q7q” — 207 (py - 4) + 2(p1 - Q)" q” + L5 + Pop3))-

(9.97)

This illustrates that the total amplitude of the diagrams in Figure 16 is given by:

6i (a2
@4ch@<ﬂ
6i (A2 2
—(7;74 hcptps t
31 ~ _
= —W(G4’X — G57¢)282t.
3

uts

~

(9.98)

Finally, the diagrams with the graviton propagator and two vertices of different order are considered (Figure

??). Focus first on the s-channel of such a diagram with ¢ = p; + ps. The amplitude of such a diagram is

2Vh(£;“y (p1, D2, —q)DW,m(q)(V,fza)m(—pg, —Pp4,q) + V,fgzm(—pg, —p4, q)) where the 2 incorporates the sym-

metry factor coming from exchange of vertices of different order. The product of the first two terms has already
been computed, so we can use that result. The amplitude is therefore found by:

35Notice that the minus sign from p; - ¢ = —p3 - q and the minus sign from p3 being outgoing in the vertex precisely cancel out. Upon
defining ¢ = p1 — p3, we recover the vertex like for the s-channel with s <+ ¢.
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2V, (01, 2, ~@) Dy (@) (VA" (=p3, —pas @) + V20" (—p3, —pa, @)

8i m v o
= —— M A m4ag0 — 500ds + S(D10D10 + ProP2a)) (17 + 47 %)

Gys heowChepp

A
tEs 502&(,0%()/,(2”12%% — 5Gaqo + 5(ProP1a + P20P20)) (P3PS + P5PT — 17 (D3 - Pa))
4

8t (A) (m) (1 di (A (m)
_?48 Ech)wchw?ﬂ (583 N 2m232> T @Céw)wchipwuts

_ 8y m) (Lo 2 4i Ay (m)
— 7(_;—4 hvwchvw(is —2m s) + achwwchswm'

(9.99)
In this computation we used that p; - ¢ = —s/2, p1 - p2 = —8/2+m?, p1 -p3 =t/2—m? and p; - ps = u/2 —m?.

The t-channel has the following amplitude (let ¢ = p; — p3) *°

2V}533;MU (p17 —P3, _Q)Duuaa (q)(vh(;’l(p)o'@ (p27 —Pa, Q) + V}EZZP)UQ (p?v —Pa, q))

8'L A) ~ o o
= —@02;@62’@(27%2%% — tqoqa + t(P1oP1a + P3oP3a)) (07t + ¢7q")

4'L A m o, o o, O ege)
e tcéso)@cﬁg,fo(?m%aqa — tqoqa + H(P1oP1a + P30P3a)) (P3PS + P2PT — 07 (2 - pa))
_ 8y am) (1o 2 (A) (m) 4
= 76_174%“’9”%“’“’ (it —2m t) + C’wwchwwaus'
(9.100)

The u-channel is completely analogous and gives t — w for first term in the final expression and us — st. Therefore
the total scattering amplitude for diagrams of this type (Figure 17) is given by:

8% m) 1 43 ~
_ 2L ) {7(52 +t2 Fu?) —2m2(t +u+ 5)} + _—ch;)wcgzza [ut + us + st]

6_;4 hpp~hee | 9 Gy

81 (m) [1 4i m
B -] A
o B ) ) 2 A ) m) 2

G, Teehee G, hee hee

i _ _ _ _
= Gl (G5, — Ga.x)(2Gapp — G2, x — 2G34)s>

4439

) _ _ _
= Gl (G50 — Ga,x)(2Ga,66 — 1)s.

2

(9.101)

Combining the results indeed yields the coefficients c,;, css+ like in equation (7.55). This completes the proof.

36Notice that p3 and p4 are outgoing so need to include a minus sign in the vertex.
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Figure 14: Sub-leading order four-point scalarvertex.
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Figure 15: Diagram containing two leading-order three-point scalar vertices.
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Figure 16: Diagram containing two leading-order three-point vertices with graviton propagator.
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Figure 17: Diagram containing a leading-order three-point vertex and sub-leading order three-point vertex with
graviton propagator.

9.7 Example of positivity bounds for shift-symmetric Horndeski theory

In this section we discuss the example of shift-symmetric Horndeski of positivity bounds on cosmological back-
grounds in terms of the a-parameters in the ADM formalism for scalar-tensor theories of DE. The a-parameters
in these examples follow the convention of [29]. Note that M, in that reference is dynamical rather than the fixed
M, we introduced, to avoid confusion we call it therefore M. Notice that the convention for X is slightly different:
X =- % (V,.¢)? and the derivatives are again defined differently. We will drop bars on quantities evaluated at the
cosmological background.

This particular example has been stated in [17], we will provide the proof of it. Notice that we find the following
expressions [29]:

— = M? =2(Gy —2XGy x)

2X
M?ay = _F(G4,X +2XGyxx)

M?ap = 8X(Gax +2XGyxx)
MzaT = 4XG47)(.
(9.102)

ax has not been considered, since it turns out it is unconstrained [ 7]. Notice that the expressions can be combined

as [17]:

M?ap =2M?ar +16X%Gy xx
M2

- Xag.
AHX P

2
MO(M:

(9.103)
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Using the positivity bound G4 x x < —GZ7X/G4 we find that:

X2
ap = 2ar + G74(1 + CVT)G4,XX
8X?2
S 20éT - FG‘QLX(l + OZT)
4
M*a2(1+ ar)

— 0 —
ar 2G2

(9.104)

which confirms the bound found in [17].

9.8 EFTCAMB code notation identities

In this subsection, let [¢], A[¢], I'[¢] and 7;[¢] denote EFT functions in the convention of [26]. The conversion to
the EFTCAMB convention [27] can be done using Table 1. The EFT functions in the EFTCAMB convention will
be indicated with €2, A, ¢ and ;. Recall that my = M,. Table 1 implies that the relation between these quantities is:

Qé] =1+ 9,
Alg] = —A/m,
T[¢] = 2¢/m§,
1lé] =7,
Yeld] = 72,

1
%M—Q%

(9.105)

The EFT functions in the convention of [26] were all derived with respect to ¢. In code notation however we need to
have derivatives of , ¢, A with respect to the conformal time 7 and derivatives of {2 and ; with respect to the scale
factor a. It is simple to see using the chain rule that:

d 1 d aH d H d
R - _ - 9.106
dp midt m3da mida ( )

Using this we easily find for an arbitrary EFT function f which depends on ¢:

a _ M odf

6~ mida’

ef_ L(de ﬁ)

a2~ mi\a da d2 ’

Bf _ Hpdf 3, df 1A df

dfw—*g[ i " a w+3(ﬁ‘ﬁ)da}

d4f 1 4d4 f 2 2 2f 1 2 2 ¥ df
df&—m—g{’}{ T d3 a( HCH 4 32+ AHH) T+ — (= = 3T+ ) S

(9.107)
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Derivatives of the Hubble parameter should also be converted as follows (where a dot indicates the derivative with

respect to 7):

dH 1

% = e,

d2H 1 .. .

7 i (H — AHH + 2H7),
0

dBH 1 .. .. . .

7 — g (H —THH + I8HH? — 4H? — 6H™).
0

(9.108)

After converting to the EFTCAMB convention [27] and performing the above derivative conversion equations, it
follows that the positivity bounds contain A’, ¢/, A”, where prime will in this convention indicate derivative with
respect to a. It is needed to convert these functions as follows:

1 .
AN =—A
aH
c’zié
aH
I N U SV,

(9.109)

upon which the equations (7.64) and (7.65) follow.
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9.9 K-mouflage full model figures

K-mouflage full model: (ay, ya) K-mouflage full model: (ay, ya)
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.75 1.60 12 .75 1.2)0 1.2
Figure 18: K-mouflage: o, y4. Red points indicate unstable models and blue points indicate stable models. On the
left the gradient and ghost stability conditions have been imposed and the right includes the positivity condition. In
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this plot we fixed the other parameters €20 = —10~%, m = 3 and vy = 1.
K-mouflage full model: (&30, Yu) K-mouflage full model: (&3,0, Yu)
104 104
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6 64
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—1’.0 —6.8 —('1.6 —6.4 —6.2 UiO —i.O —6.8 —6.6 —6.4 —(;.2 0?0
€20 €,0

Figure 19: K-mouflage: € ¢, . Red points indicate unstable models and blue points indicate stable models. On
the left the gradient and ghost stability conditions have been imposed and the right includes the positivity condition.
In this plot we fixed the other parameters y4 = 0.2, m = 3 and ay = 0.1.
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K-mouflage full model: (m, €;,0) K-mouflage full model: (m, €3,0)
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Figure 20: K-mouflage: m, €3 ¢. Red points indicate unstable models and blue points indicate stable models. On the
left the gradient and ghost stability conditions have been imposed and the right includes the positivity condition. In
this plot we fixed the other parameters y4 = 0.2, vy = 1 and oy = 0.1.

K-mouflage full model: (yy, ya) K-mouflage full model: (yu, ya)
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Figure 21: K-mouflage: 7, v4. Red points indicate unstable models and blue points indicate stable models. On the
left the gradient and ghost stability conditions have been imposed and the right includes the positivity condition. In

this plot we fixed the other parameters ay = 0.1, m = 3 and €29 = —1078.
K-mouflage full model: (m, yy) K-mouflage full model: (m, yy)
104 104
8 8
6 6
= =
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Figure 22: K-mouflage: m, vy. Red points indicate unstable models and blue points indicate stable models. On the
left the gradient and ghost stability conditions have been imposed and the right includes the positivity condition. In
this plot we fixed the other parameters ayy = 0.1, 74 = 0.2 and €29 = —1075.
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K-mouflage full model: (m, ay) K-mouflage full model: (m, ay)
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Figure 23: K-mouflage: m, oy Red points indicate unstable models and blue points indicate stable models. On the
left the gradient and ghost stability conditions have been imposed and the right includes the positivity condition. In
this plot we fixed the other parameters vy = 1,74 = 0.2 and €39 = —1075.
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Figure 24: K-mouflage: m, 4. Red points indicate unstable models and blue points indicate stable models. On the
left the gradient and ghost stability conditions have been imposed and the right includes the positivity condition. In

this plot we fixed the other parameters ¢; o = — 1078, ay = 0.1 and yy = 1.
K-mouflage full model: (€3,0, Ya) K-mouflage full model: (€3,0, Ya)
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Figure 25: K-mouflage: €5 ¢, v4. Red points indicate unstable models and blue points indicate stable models. On the
left the gradient and ghost stability conditions have been imposed and the right includes the positivity condition. In
this plot we fixed the other parameters m = 3, ay = 0.1 and vy = 1.
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9.10 Derivations of Stiickelberg tricks up to cubic order

Recall that a general metric in the ADM formalism is given by:

ds* = —N?dt? + h;;(dz" + N'dt)(dx? + N7dt).

Although N* = 0 in the Newtonian gauge, for the Stiickelberg tricks it is important to incorporate how N* trans-
forms (as it will be non-zero if we are not in the unitary gauge). Of course once we expressed geometrical quantities
out of the unitary gauge we can fix the Newtonian gauge for quantities expressed in the unitary gauge. Transformed
quantities under ¢ — t 4+ m(t,x) will be indicated with tildes on top. To be precise for the coordinates it holds that
t =t + 7(t,x) and X = x. As a starting point the inverse metric transforms under a Stiickelberg transformation as

[35]:

Oz JxP
Recall that under a Stiickelberg trick it holds that # = z* + 6} 7. Therefore we find the transformation for the
inverse metric as:

g = G, (9.110)

O(xH + 6bm) O(z¥ + oym)
Oz B

In particular the following transformation rules are found for the components (using that the metric is diagonal in

the Newtonian gauge):

g =

9P = (01 + 04 0am) (8% + 04 0pm) g™" . (9.111)

N . . 1 . 3
7% = (1+7)%g" + g7 0;m0;m = _F(l + 7)) + K9m0y,
g% = h"o;m,

G = hi.

(9.112)

Where we used that " = —1/N?, ¢*/ = h"/ where N? = 1+2® and h;; = a?(t)(1—2¥)(e?);; in the Newtonian
gauge.

In general the metric and inverse metric components in the ADM formalism are easily found to be [35]:

1 . NU . N'NJ
00 07 __ ij o
N2 9 =yt =90 e
gOO:—NQ—FhijNiNj,gOi:Ni:hiij,hijzgij.

(9.113)

With these relations we can find the transformations of N, N, h; ; and IN; up to cubic order in perturbations. We
do not need to distinguish between order in metric perturbations and order in 7 since ®, ¥ are linear in 7 and for
mixing of v and m we need at most vy which is fully incorporated at cubic order, so no higher order Stiickelberg
tricks are needed. The expressions derived below are only valid up to cubic order although we explicitly leave
quantities like NV present in the transformations. In the derivations we will particularly make use of the binomial
approximation up to cubic order (for x € R with |z] < 1 and o € R):

I+z)*=14az+ %a(a —1)a? + éa(a —1)(a—2)2® + O(2). (9.114)
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Recall that g% = —1/ N2, s0 using the above transformation for the inverse metric we find the transformation for N:

N = N7
(]. + ’/T) — N2hij8i7'r8j7l'

—1/2

N = N[1—|—27r+7r N2hij8i7r8»ﬂ'}

N[l -7 — %71' + 2]\72h”6 w0 + Z(??T—I—ﬂ — N2h%9;m0); 7r)2 - 15—6<7'T2 +27 —N2hij8i778j7r)3]

%

N N(l 7+ 72 +2N2h”87r8ﬂ'—ﬂ' —gNZWh”aﬂ'ﬁ )
N~ N(

1—7+7% -7 —|—2N2h”8ﬂ'87r 2227'1'(8k7r)2).

(9.115)

In similar fashion it holds that % = N? / N?2. Using the transformation rules for §° and N? it is possible to find
Nt

Ni = N25%
N? y
= B9,
(1+7'T)2 — N2pR O oy T
~ N2 [1 — 2 % + N2WM 9y + (27 + 72 — NQhklakwamﬂ hii 9,
N2 |1 = 2 + 372 + N2RHOpmopm| w19y
(9.116)
Next, note that 2% can be easily found using the previous results:
NiNi
j _ =i __ pij
R =G =hY + 72
o B
N2

R =~ i — N2[(1+7)2 = N2h"™0,, w0, 7)(1 — 27 + 372 + N2hF9pmoym)2hiehI* 0, ndym

hil = h' — N2h'hi* 9, w0y + 2N27hi* WP 0, m Oy
9.117)

Since g% = g% = h¥ it follows that:
3% iy = G5 hyy — N?§* g OOy + 2N 7™k g Oy oy
hkl = hy — N? OOy + 2N? OO
iLkl ~ hy — N26k7f6ﬂr + 270, Oy .

(9.118)

Recall that N; = h;; N*. Therefore N; transforms under a Stiickelberg trick as:
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Ny = ¥
~ NQ(hij — N26i7r6j7r +270;m0;m) (1 — 27 + 372 + N2hM o moym) W™ 0,
~ N%(1 — 27 + 37%2)6j77 + N4hkl8k7r8nr3j7r — N4him3ﬂr3j7r8m7r
~ N%(1 — 27 + 372)0;m.
(9.119)
In computing the Stiickelberg tricks for geometrical quantities such as the extrinsic curvature tensor it will be

useful to know how the partial derivatives 0y, 0; transform under a Stiickelberg transformation. This follows
straightforwardly using the chain rule:

9 B9 oo 1 0
ot of Oz 9tot  1+7ot

Similarly the derivative with respect to a spatial coordinate transforms as follows:

~ (1 -7+ 7% —7%)dp.

R R

95 0% 0z 0z oii ot

9 i-m) o
_8xi+ 03t Ot
9 omd
T oxi 07 ot

= 0; — (8;m — Dimdym) Dy
0; — (0 — OymOom + 0; , Oy OoT)
~ 0; — (Oym — O;mOyT + O;mOomDT) Dy
=0; — (1 — 7+ 7%)0;m0y.
(9.120)

In this derivation we substituted the result recursively in order to find the transformation up to cubic order.

We are now ready to compute the Stiickelberg transformations of various geometrical quantities. Let us start with the
transformation of K}. Recall that by definition K, = h)V gn,, = (85 +n"n,)Vgn, = V,n,+nn,Van,. And
using the definition of the covariant derivative it follows that K,,,, = d,n, — Fijna + n%n, 0y — nan“I‘gynﬁe.
Although it seems like one could obtain the Stiickelberg transformation using the usual gauge transformation
rule for tensor fields (like for the inverse metric) this is not possible because 3D hypersurface quantities such
as K¥, K and (3) R depend on the foliation (or time slicing). The proper way of finding Stiickelberg tricks is to
express these quantities in terms of the 4D metric and transform it with the previously derived Stiickelberg tricks [37].

Recall that in the unitary gauge we are allowed to pick the normal vector as n, = —0,t/y/—¢° and n# = ¢"n,

[30]. Note that 9,,f = 89. Therefore we may write 1, = —d7,//—¢% and n* = —g#°/\/—¢% such that the
extrinsic curvature tensor is given by the following expression:
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K = a“( - W) + (\/W) 59 (augua + aug,ua - aag;w)
60ga0 68 ga050 50
o 5900 80‘( ) + 9 nb gﬁa(aagwf + al/goar - 809(11/)

/_goo (—900)3/2

538u900 gOU (augau + al/g,ua - aag;w)

2(—g%0)3/2 2(—g%0)1/2
o 5253900(0&900 6Bgoa900(aagua + augaa - aagau)
2(—g%0)5/2 2(—g%0)3/2 )
9.121)
Therefore the component KJZ is found by:
. - gz’OangO gionga(ajgoa + aaggj _ ao_gja)
K; = ngJ‘a - _2(_900)3/2 2(_900)1/2 ) (©.122)

In order to compute the Stiickelberg transformation of this quantity we note that first the transformations of goo, goi
and g;; should be known. §o; = NV; and §;; = h;; have already been derived above. The transformation of ggo yields:

Goo = —N? + hjjN'NY
~ —N? (1 i — P INPRIO O — — (0 77)2)2
2 A YRR
+ N*(hij — N?0;m0;m + 270;m0;m) (1 — 27 + 372 + N2hH Oy mdym)2h ™ hi" 0,y w0y
~ —N2(1 — 27 + 37?2 — 473 — %ﬁ(@kw)z — N27h" 9;n0;m + N?h" 9;m0;m)
a
+ N0, w0 (1 — 477)

~ —N2(1 — 27 + 372 — 47%).
(9.123)

To be fully prepared for the computations it is useful to determine (—§°°)~3/2 and (—g°°)~5/2. We easily find that:

1

_ a3
(_900)3/2 =N
~ N3 <1 R RN S S 1N2h778»7r8<7r - iﬁ(akﬂ)2)3
2 B 2a2
- 4 1 -
~ N* (1 — 27t 4 372 — 47> + N2h99;md;m — ﬁﬁ(akwf) (1 —F R =7+ §N2h”8i7r8j7r
a
3 .
~ 570m)?)

3 . 15
~ N3 (1 — 3t + 677 — 107 + SN0, - ﬁfr(&ﬂr)Q).
(9.124)
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. ‘ g 1 f
~ N° (1 — 37 + 672 — 1075 + gNthaiW@j?T - 7527*(3%)2) (1 — 2 + 372 — 4it®
a
» 4
+ N2h9 9;m0;m — ﬁw(amr)?)

5 i 35
~ N5(1 — 57 + 15%” — 857" + S N0, m T‘Qﬁ(am)?).

(9.125)

Let us now derive the expression for K:

505 700 Giaz00(5 & 3 & 3 G
=i 9709 9977 (0j9oa + 0adje — 9oJja)
K= 2(—%0)3/2 T 2(—go0)1/2 : (9.126)

Combining the above findings it follows that:

iy ) T ; ) . 1 1
K;=K;— (1 -27)h kajNakw + Nh kakﬂajw(l —27) — gamajawakw + ﬁ(r“)oNamajw

— %aﬂajw — NB*9;0pm(1 — 7 + 72) + Nh* 9,107 (1 — 27) (Oxm)20;0;m
a

1
2a*
N ik lm . N ikyplmi .
+?h h (lfﬁ)(amﬂ')(ajhlirakhjl*8lhjk)7?h h hklamﬂ'ajﬂ'(lfQﬂ')

— %1 — )0 NOjm + <= 27 )RR W . Oy O

9.127)
where we used the fact that K} = ﬁhikhk‘j (since N; = 0 in Newtonian gauge).
As a consistency check, note that the result at second order reduces to:
i i 1 1 . ik . 1 .
K~ Kj— ?ajNam + ﬁaﬂajn — Nh*™(1 —7)0;0km + ﬁaﬂraﬂr
1 H 1 H i
(9.128)

which is in accordance with the previous literature [35].

Next, we compute the Stiickelberg transformation of K = g K ,,,. For this notice that K' = g"* (65 +n%n,,)Van, =
Van® since the last term is zero by n,n” = —1. Namely, we have that —V,n® = V,(n*n"n,) = —V4n® +
2n“n, V on”. Therefore we have that K = Von® = 9,n* +1¢ #n“. Thus using the definition of the normal vector
we find that:

a0 1 70
K:aa(* g )+*<* g )gaa n9oo
—g00 2 —g00
~ ~ ~00 _ ~10 ~,u0~o¢aé e
_ 9 , g 99 " Oubao
K= 0(_ (_§00)1/2) + l(_ (_§00)1/2) o 2(_@@@)1/2 :

(9.129)
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Combining the above results yields:

K=K+ %aON(aW + ghijamaﬂa — 27t) + 2NhY 9;7w0jm(1 — 27t) — a%(akwﬁ
— N(1 — 7)9;h* 0w
ik . -2 3 2 ik . N ijpklg .
— Nh (1 — T+ 7+ ﬁ(amr) )&iamr — 20" (1 — 7)OpmO;: N + Zh Thhi; (1 — 47) OOy
— ghﬂhki(l — 7)OymOihi;.
(9.130)

Note that by 9y m0;h** ~ — a%awaihm the result at second order indeed agrees with the literature [35].

Let us now compute the Stiickelberg trick of the 3D Ricci scalar () R. For this we use the Gauss-Codazzi equation

[30]:

@R =4 R+ 2WR"n,n, — K* + KLK,. (9.131)

The transformation of (¥ R is trivial: Y R (%) R, because (4) R is a 4-scalar and thus diffeomorphism invariant.

Restricting the above results to second order we note that K = K?. This means that K is at least third order.
Since K = 037 we know that KK cannot contribute to (3 R at cubic order. Next, we will compute K? and see
that it vanishes at linear order so it is at least second order. This means by K = K? = 0 that only &; K;K? will
contribute. In the computations below we will omit the subscript V), e.g. W R = R for briefness. Let us first detail

the computation of the second term. From n,, = —NJ,,t we note that:
_ ~ Oz
nu = — @81, (t + 7T)
~ _Nax” (1 R RN Sy S 1NthjOh'-ﬂ'ohMT - ﬁ(amr)Q) (62 + 9, )
ozH 2 B 2a? v Y
ox¥

[—n(1-d+a? -2+ %Z\ﬂhijaﬂrajﬂ' - %(a,ﬂ)z’) + Noym(1 - 7+ 7% + i(a,ﬂr)?)} :

oTH 202

(9.132)

and therefore it follows that

37Recall that I_(]? = Héj. in a flat cosmological background.
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3
2a2

: [— nu(l —F R =7+ %Nthjaﬂrajﬂ — %((’%ﬂ)z) + N@Hﬂ'(l —fr+7+ 2%2(8,@77)2)}

) 1o 1
RMVRi, i, ~ RMY [ - nl,<1 — i =i SN0 — (akw)Q) + Na,,w(l A ﬁ(akw)2)}

. 47

~ RMY [nun,, (1 — 27 4+ 372 — 473 + N2h”8,»7r6j7r — a—g(akn)Q)

1
- 2Nnuauw<1 — 2 4+ 372 + g(amf) N1 27%)@778”]

27 ; 1
— RON? {1 + N2RH Oy rdym — ai;@kﬂ + 2N2RY9;7 [1 — 2 + 372 + aﬁ(akw)ﬂ
+ N?RY(1 — 27)0;m0;m
= R NARC [0, maym — 2 (9m)2] + 2RV N20m (1 — 24 + 37 + — (9p)?
= n,n, + [ T l’/’T*?( kﬂ')}Jr ﬂr( — 2+ 7r+¥( k’/’(’))
+ RIN?9;m0;m(1 — 27),

(9.133)

where we used ng = —N and n; = 0 in the last line.
From this we conclude that we need to compute R%, R to linear order and R” to second order. Note that

RO = googinoj = —%ZROJ‘, R = hikhlekl and R = (900)2R00 = ﬁRoo. Let us compute Roo, Rij to
linear order and R; to second order.

Roo = 0,0 — oI} + FZ,\FE)\O —T6\Io

Note that T}, T'g ~ '}, I'5, at linear order since T}, = Hd? and T'Y; = aad;; are the only non-trivial components

for a flat cosmological background. Similarly, it follows that I'fy /\1"(}“ ~ T} y I‘é ; at linear order. Therefore one obtains:

Ry ~ %(% (9" (20090, — Dvgo0)) — %50 (9" (Ougov + Oogpw — Ouvgon)) + %90"(2805}0“ — Jugoo)
+ igmgm((‘)ogja + 0j90a — 00950)(009ip + 0igos — 0890i)
~ 02N + a%afzv ~ (8N + %h”‘hij + BTy ) + BHON — ihikhﬂhjkh“
_ %a?zv - %(if’jhij + hihy) + 3HAN — ihikhﬂhjkhﬂ.
(9.134)

Next, focus on R;; up to linear order.

by A
R = 81‘”9 — @-Fﬁi + szrij — I‘%I‘m.
Atlinear order we note that I \ T ~ T9, T, + I} I'Y; and T/\T; & T, T6; + T5 T,

We find the following for R;; at linear order:
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70

v 1 v
Ri; ~ §8u(9” (0igjv + 0i9iv = Dugis)) = 50;(9" Digyu) + 2] 9°* (200900 — 9agoo)

+ 491m 9°° (Okgoa + Bogka — Oagro)(Digjs + 0;9is — O59ij)

1. L ko

49k 9°°(9;90a + 0Gja — 00950)(Orgis + Oigrs — Dpgir) — ng 97°(9igoa + 0oGia — Ougio)(Orgjs
+ 0jgxs — 9p9jk)

1 5 h 1 .
= —(aiakhjk + 8»8khik - 8khij) ij 2N2 (ﬁaiajhkk + aiajN) + aaéijaON
1 o .
+ 7 NQ s iy = s (W by + W)
=53 L (@:0hsx + 0;0khix. — O2hi; — 0i;hak) — 000N — DN + —— YioE) (h“hklhij + 2hy;

— Wi — W Rk )
(9.135)
Similarly we can compute Ry; to second order. Notice first that in the expression of R; the two terms with Christof-

fel symbols can be simplified a bit: I\ Tg; — [T = T 00 + 206 = T9 I}y — T2, T'%). The expression for
Ry; (at second order) follows to be:

1. R 1.
Roi ~ §hijc‘9khk] + ih’wakhij - 5h,daih’“ hkla R + —(hf hikO;N — h7%h 0, N)

1 . . 1. . .
+ Zhjmhk”hmakhjm — Zh]mhknhjn(aihkm + Orhim — 8mhzk:)

(9.136)
Next, let us compute K’ 9 at second order. Recall that by definition:
70— 3209, n 3%°3° (9:gu0 + 9oin — Ouiio) n 3% 5 (D + 3G — Ddiss) (9.137)
i 2(—go0)1/2 2(—g"0)1/2 2(—g"0)1/2 : :
Combining the above results in the definition of K 9 we easily find:
-0 1 2 . .
(9.138)

Notice that this result has indeed no linear order part as we claimed earlier. Thus it suffices to determine K at linear
order for the calculation of (*) R up to cubic order. We claim that K} = G—HQGﬂr + O(2). Let us illustrate this. Recall
that by definition:

i _90009% 5057 (200g0, — Fuboo) _ 5°5°* 05"
2(—g00)3/2 2(—g00)1/2 2(—g00)5/2
n 3°7 55" (Oafor + Oofixa — Oxfion)  h70;5°°  h'9G%(3;Goy + Oodsu — Oudjo)
2(—g00)3/2 20— 900)3/2 2(—g00)L/2 :

(9.139)
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Combining the above results indeed yields K, i a%&ﬂ' at linear order as desired.

Therefore we find that (®) R transforms at cubic order as:

- 27 y 1
G R = R+ 2R"n,n, + 2Roo | " dymdym — ai;(akwﬁ] - 4h”Roj(“)i7r(1 — 2 + 372 + aﬁ(akw)Q)
o - 2H s
+ 2N?h R Ry 00w (1 — 27t) — K2 + —50im(1 - N?+27)(0;N — Noy) + KL K7,
(9.140)

where f(;, K, Roo, R;; and Ry; are defined above. We do not write down the terms explicitly and multiply out
parentheses since it turns out that the result does not allow for many simplifications.

Finally, we also have to know the Stiickelberg trick of the perturbations  K*, K and §g"°. Recall that by definition
3g%° =1 + ¢%0. Henceforth it follows that:

0§ =143 =1 1+ 7)% + h99;md;m. (9.141)

1
_ m(
Next, it can be seen by definition of 6 K/ that SK* = K#* — H(t + n)(0* + 7", ). Therefore it follows at cubic
order that 33:

- oy . 1. 1.. .
0K} ~ K — (H + Hr + S Hr® + ZFin* ),

J J 6
OK§ = K
OK? = K?
OKS ~ Kb — H(t + m)i'ng
. X giO
~ K+ (H+ i) 25

§— N2p¥(1 - 27)(H + Hr)d;m

~ Kl — N*H(1 - 27)h" 9,7 — T

(o9
=
[
=

- . 1. 1..
—3H(t+ﬂ’)"~"K—3(H+H7T+§H7T2+6H7T3).

(9.142)
Note that § K 9 has no zeroth and linear order part. Therefore it suffices to expand K, & to second order as these
quantities will always appear in the form SKESK? in the EFT action. Note however that so far we have com-

puted K only at linear order, whereas we need it to second order. Let us derive the expression for this quantity at
second order. Recall the expression (9.139). Combining the above findings in equation (9.139) yields at second order:

N o 1
Ky o (1=2)h IRM h o — —10;0i0;. (9.143)
Note that indeed K ~ 2 0;r at linear order.

The Stiickelberg tricks for the perturbations read:

38Using the fact that the unit vector transforms as: 71, = —9,IN = —éﬁﬁ and it = (1/N, -G N)
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oy , . 1. 1.. , N ; . , 1
SKi=0K! — (Hﬂ + §H7r2 + 6H7r3)5; — (1 = 27)h*9; Nogm + Nh*Opm0;7(1 — 27) — —70im0;0m Oy

+ %6@]\[81'71'8]‘77 — %81‘71'8]'77 — Nhikﬁjamr(l — T+ 7T'2) + Nhikajﬂ'akﬂ'(l — 27‘(’) (Okw)Qaiajw

_ 1
2a4

- %hikhlmu — 7) (O ) (0 hir + Oxhjt — Dihijr) — ghikhlmhkﬁmwajw(l — 27)

— h*(1 — )0 NOjm + %(1 — 270) R R 1, 0, D + O(4),

(9.144)

- . 1 .- 1.. 1 N ... -
0K = 6K — 3<H7T + §H7r2 + 6H7r3> + gaoN(aw)Q + Eh”aﬂajm — 27t) + 2NhY ;70 m(1 — 27)

@ . ik ik . . 3
- g(amf — N(1 —7)0;h* 01 — Nh (1 —r+ 7+ ﬁ(awﬁ)aiaw

. N .. . N ...
—2h*F (1 — )0 md; N + +h A (1 — A7) O moym — 5h”hkf(1 — 7)o Oihi; + O(4),

(9.145)

- N .. 1 y H

OK! = —h¥hMh .o — —0;70;0;m — N*Hh 9.7 — =m0;m + O(3),

0 2 J a4 J J J az

(9.146)
- 1
OK? = ﬁ(l — N? 4+ 27)(0;N — No;7w) + O(3).

(9.147)

9.11 Expansion of the Horndeski EFT action

The idea of this section is to provide some details of how the EFT action (7.74) has been expanded up to fourth
order in the perturbations. We will adopt notation in which (977)(d)7)? means (9;0;7)(9;7d;7) and so on. We
will expand to fourth order in 7 and first order in . Furthermore, we will ignore terms of the type w7y since
we are interested in the process 7m — 7. Recall that d*z+/—g and (Y R (we will omit () in the following) are
invariant under the Stiickelberg trick of the EFT action. The other transformations we derived before. Note that
v—9 = Nv'h where h = det(h;). By definition of h;; we easily see that:

h=a%(t)(1 — 20)3 det(e?)
a®(t)(1 - 20)%e™)
a®(t)(1 - 29)?,

(9.148)
where we used that Tr(y) = ~y;; = 0. Therefore it follows that:
V=g = V1+28a3(t)(1 — 20)3/?
1 3 3
~ a’(t) [1 — 30+ 2‘1'2 + 5V ST+ @ 300 + DU%0
1 1 3 3 1 3 5
SOt - 0 4 2920 - o2l 4 0 — Doy — 7q>4]
v 2 2 + 2 4 + 2 2 8
(9.149)
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The Ricci scalar R = g" R, = ¢°° Roo + g%/ R;; is straightforward but tedious to compute using their definitions.
Up to fourth order in 7 and second order in v we find the following:

1 1 1
Rop ~ —5 (14 4% + 120%)(6:5 — 7ij)0: 90,V + — (R @) (1 + 20 + 4W> 4 8W3) — — (1 + 2W)v,;0,0;P

a2 a2
+3U2(1+ 40 + 1202) — 3% 4 3 (1+ 20 + 402 + 8U3) 4+ 3HB(1 — 20 + 402 — 8D%)
a

1
— (855 — 7i;)0i PO;B(1 4 2W — 28 + 49% 4 4V? — 4OV)
a

—3UP(1 + 20 — 20 4 40 + 4V — 4V)
+ 6HWU(1 + 20 + 40?2 4 803),
g% Rop = —(1 — 2 + 49? — 803 + 160?) Ry

. 1
W Rij ~ —5 (8 — Yij)[2(1 + 6 + 2402) 9,00, ¥ + (1 + 4¥ + 1202 + 3203)9,0, V]
+ (1 — 20 + 4®? — 89° 4 16®*)(3H? + 3ii/a)
— 3(4HT + 20)(1 — 20 + 20 + 492 + 40? — 40T — 803 + 8T° — W2 4 8UD?)

—6HP(1 — 4P + 120% — 3203) 4 6dU(1 — 4P + 20 — 8UD + 1202 + 402?)

2
+ ﬁ(aij — ) [(1 420 — 49 — 8DV + 4V? + 1202)9;99;® + 3(1 + 6V + 240?)9, V9, V]
+ 3HD(1 — 4 + 1202 — 320°) — 3UD(1 + 2T — 48 — 8UD + 1282 + 472)

1
+ g(l — 23 4+ 4V — 8BV + 1202 + 40?)(5;; — 7;;)0:00;® + 9H?(1 — 2B + 402 — 8D° + 160%)
—18HU(1 + 20 — 20 — 40U 4 402 4 49? — 8OU? + 8TP? + 83 — 8?)
+ 902 (1 — 20 + 4T — 8DV + 4D2 4 1202)

3 1
—6H?*(1 — 20 + 402 — 833 + 160%)
+12HU(1 — 2B + 20 — 40U + 402 + 402 — U2P + 8D?W — 89> + 8T3)

1420 — 4® — 80U + 402 + 1207)(5;; — 7i;)0;P0; ®

: 1
— 6U%(1 — 20 + 4T — 8OV + 4P2 + 120?) +

1
— (1420 + 407 + 8U° — 20 + 40* — 80° — 40U + 8WP? — 8U*D)(6;; — 7i;)0;0; P
a
3
+ (1 44V + 1207 + 320%)(6;; — 7i;)0:0; ¥
a
2
R~ —(1—20 + 20 4 40% + 40% — 40U — 80 + 8U% — 8U*® + 8D° W) (6;; — 7i;)0;0;®
a
+6(H? 4+ d/a)(1 — 20 + 40* — 8P% + 16d%)
—9U(1 — 20 + 20 + 43?4 402 — 40T — 8P3 4 8U3 4 8P2W — 8U2D)
—6H®(1 — 4P + 120% — 3203) + 6TD(1 + 20 — 40 — 8DV + 1202 + 40?)
2 .
+ (655 — 7ij)0i0; ®(1 + 20 — 4D — 8DW + 120? + 40?) — 24HU (1 — 20 4 2V — 40V
a :
6
+ 402 + 4V? — 80W? + 8UP? — 89 48U + ﬁ(aij — )00, U (1 + 6 + 24T?)
4
+ g(aij — 71)0;0;9 (1 4 4T + 1202 + 3203).
(9.150)

Next, we have to compute K* and K. Using the definition K* = (g"# + n*n”)Vgn, we easily find that
K{§ = K = K{ = 0 using the expressions for n* and the metric. And it follows that K} = 5-hdghy;. Plugging
in the metric gives that:

103



i 3 5 35 S .
Ki~H(1-®+ 5<1>2 - 5<1>3 + §q>4)(5;. + 8y +48,)

: 3 5 S .
—U(1— P+ 20 + 402 4 §q>2 —2Ud — 5<1>3 + 802 + 30D — AWPD) (5% + 46y + 57 yy)

. 3
+ 05 (1 - @ + 507,
3 2 ) 3 35 4 T 2 3 2
K=K}~ 3H(1 =&+ 507 — S0+ —=0%) —3U(1 - &+ 20 + 40° 4 20
5
—2Ud — 5(1»3 + 803 4+ 3UdD? — 402D).
(9.151)

From this we trivially find the perturbations 6 K} = K} — Hd% and 0K = K — 3H:

; 3 5 35 , .
SK!~ H(1—®+ 5@2 — 5@3 + 0N (6% + A 1ay)

8
3 5 35 .
H(—® + —9% — o3 + — )5t
+H( *3 2 +8 )%;

: 3 5 o ,
— 01— ® 420 + 492 4 §q>2 —2Ud — 5<I>3 + 80P + WD — 4U2D)(8% + 75y + 6" yy)
o 3
+3%(1 — @ + §<I>2),

3 5 35 :
0K ~3H(—® + §<1>2 - 5<1>3 + §¢4) —3U(1 — @+ 20 + 402

3
+ 5@2 —2Ud — gqf”’ + 83 4+ 3Ud? — 412 ).
(9.152)

Next, we can compute some quantities after performing the Stiickelberg trick. Consider §°°, 6% and (5g°°)2.
Using the Stiickelberg tricks we derived earlier and the metric we find that:

G~ —(1 — 20 + 402 — 83 + 160* + 277 — 47 d — 2072 + 72 + 87D + 472 D% — 167P?)
1
+ E(éij - ’)/ij)(l + 2V + 4\112)8i7T8j7T,
6G%0 ~ — (=20 + 492 — 803 + 160" + 27 — 47D — 2077 + 72 + 87 D2 + 472 P2 — 167D?)
1
+ 9(51] — '71])(1 + 20 + 4\112)5'1-%8]-71
(65%°)* ~ 47? — 807 — 207%® — 1607° + 402 + 32077 + 64P% 7% — 168° — 96037
1
+ 48 + 473 + 7t + —48i7r8j7r8i7r8j7r
a
2
- g(aﬁ — i )OimO;m(—2® + 49 4 27t — 47D — 4DW + 47V + 72).
(9.153)

The Stiickelberg trick of K yields:
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. 3 5 35 : 3
0K ~ 3H(—® + §<1>2 — 5<1>3 + §4’4) —3U(1 — & + 2V + 4V + 5@2 — 20
) . 1. 1.. 1.
— 5<I>3 + 803 + 3Ud? — 402d) — 3(Hr + §H7T2 + 6H7r3) + —®(1 — ®)(Or)*
a

H 1 1 1
+ =5 (0 =) OimOym(5 + W + S — dir — 8 + BW — 45 — 1@2 + 20?%)

e.@

1 1 1
+ 72(51‘]‘ — fyij)(’)m(‘)jw(—i — 20U — 6\112 + 47:1' + 167}'\11 — E(I) — 20V + 47:('(1) + 1@2)

=)
—_

2
— ﬁ%j(‘)ﬂajﬂ + 9(5” - %-j)&»fr@jw(l + &+ 20 4+ 20

1
— 5@2 + 402 — 27 — 27D — 470)

T 9 1 . . 5 2
— ﬁ(ﬁkﬂ) + ﬁ(éu — ’Yij)ai\l’ajﬂ'(5 + 50 — 57 — 57d — 5@

+ 120 4 1200 + 3602 — 127V)
1 1
= 5855 = 7)) 0ym(1 4+ 20 + & — 7 — 5<I>2 + 402 — 207 — O + 72
3 1
——(Op7)? + 20V + — P> + 8U3 + 4T%P
+ 2a2( )+ +5®0 +
1 3 3
— P20 + 5@% — 4% — 20D + 2U7? + B7° + S W(Opm)? + 2—2¢>(ak7r)2)
a a

2 3
— (855 = 7)) POm(1 — @ 4+ 20 — 7 + 5@‘2 + 70 — 2Ud — 27 4 40?) (9.154)
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- 3H
650K ~ %(8@2(—@ — 200 + gqﬂ‘) + 3H (207 — 20% — 70?7 — 20272 + 703 4 19937 — 199%)

30 .
— S (Opm)*(1 = @ +40) — 3U(—27 — 47W — 87 W? + 20 + 4OV + 8DY? + 67D + 127DV + 2P7”
a

3 . 1 .. .
— 60% — 1202¥ — 15702 4 1503) — = (Hr + §H7r2 + 2H V) (O )?

a2

— 3HT (20 — 402 + 8®% — 27 + 47D + 207% — 87 P?) — 5H7r2(2<1> — 402 — 27 + 47 D)

— Hn(® —7) + %é(cp — ) (Om)? + %(am)‘*
s Y(®—7)

H
+ a—z(—fr — 270 + 872 4+ & 4 20V — 77D — B?)(9p7) — (Opm)?

2 2
+ gf),»fram(a,ﬂr)2’ + aﬁamam(—% — 47V + 20 4 4DV — 287 — 28? + 477)

2. . 5
- ﬁﬂ-(Q — ) (Opm)? + 931\1181477(51677)2
1
+ —0;VO;m(—107 — 247 + 107> + 109 + 240V — 109?)
a
1
- aj(a,%w)(amf(l + 4V + & — 7)
1

— 5 (0 — 7ij)0:0;m (303 — B — 4D*T — 20?4 2072 + 8DU? + 4P
2
428 — 27% + 472V + 272 — 8702 — 47T — 27 + %(cb — ) (Okm)?) — —0;PO;m(Op)?
a a
2 3
— S 0m0;0(—6D% + 47D + 40V + 2® + 27° — 4U7 — 277) — 3H#*(—D + 5<1>2)
a
+372W(1 — ® + 20) + 37%(Hr + 11£r7r2) - £7'r2(6k7r)2 2 82050 — 20,00
2 2a2 a? e a2’ T
1. . 2,
+ a—zﬂ'Q(@gﬂ)(l +20 4+ 0 —7)+ af27r28¢‘1>5‘iﬂ'
(9.155)
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. 5 29 : 11 _.
(0K)? ~ 9H? (% — 30° + Z<1>4) —18HU(—® — 20T — 400? + gqﬂ + 5020 — ?<I>‘3)

: 3 5 1. 3 1. 6H .
—18H(H(—® + 5<I>2 — 5<1>3) + 5sz(—@ + 5<I>2) 6H ) — —@@(am)
6H? 1 1 3H _ .
+ —(am) (—5® — PV + 4P + chﬂ) + = PU(9ym)?
a
12H _ . 1 ., G6H.
+ -0 Oim(—® + 5<I>2 — 20V + 207) + ?m(am)?
6H . 5., 6H 2, e o
+ —28i\116i7r(—5<1> — 120V + 597 + 5@ ) — 72((5”‘ — 'yij)&»&jw(—fb — 200 — 40V~ + O + 270D
a a
1 1 1., 3 12H 5
) 2 2 2 3 2 . 2

+ 99U (1 + 40 + 1202 — 20 — 8DW) + 18U (Hr(1 — ® + 2 4 402 + %@2 —200)

1. 1..
+ §H7T2(1 —®+270) + 6H7r3)
6 . . 6H . 1 . 3 .

—VO(m)* — ?\p(akw)?@ + 20 — 47) + 9\1'2(8;@7&2

120 7 0
a

6w 3 129 ,
+ aj(éw - %j)ai@jw( + 4V + 1202 — 7 — 47U + 72 + 2—2(8k7r)2) + ?81(136L7T(1 -2 -7+ 4\11)

. 1 ... 1 . 6H . 12 .
+9(H?*n* + HHm® + §HH7T4 + ZH%“) — — b (Om)? - waaiﬁam(l + @&+ 20 — 7)
a

3H\I/ 6HH 1 1 HH
m(Opm)? — 2 (= 4+ U+ §<I> — 47)(Opm)? — 32 5 2

3 L (Op)?

6H ,, .
(8k ) *?ﬂja' i

6H 6
—ﬁwailllam(5+5<b—5fr+12\11)—|—a—2((5 %J)aaw( Hn? + Hr + 2HnU + Hr® — Hrie

. 1.
+H\I/772+§H772<I>
1o o, 1o 1. C o 5 . 3H )
_7H7r T+ —Hm —*H’]T(]} +4HnV* — 2H7aVY7 — Hnd7w + Hrrw +2H7T<I>\I/+2—27T(8k77))
a

6

2
12H 220, U0+ @ﬂza DO + 12H7r6 I;m(l — B+ 20 — 1) — 3@@@ (927) + f4

2H . 5H 2H 9. 2H
+ F(akw) Oy wo;m + ?(8;@77) 0; Vo, — (8kﬂ') 8k7r(2 +20+ P — 57?) - y(akw) 0; PO,

(Ohm)?

v 4 . .
+ E(ﬁkw)z(a,zw) + E(&-ﬂaﬂ)z + —5‘1-7r5‘1-7r5'-\118-7r

4
- a—48i7'r8i7r8,%7r(1 +4¥ + 20 — 37) — a 70;m0;®0;T + (8k7r) 2(92)

25 2 .
+ E(ai\pamﬁ - Eai\l:ama,im + 220 + 6® — 67) — ajaiqzamajcbajw

1
+ ?(&’jékl — vijékl 52]7kl)8 0; WakaﬂT( 3 (ka) + 144V + 1202 — 27 — 87V + 372 + 2
48U — 47D)

4 . 4

(9.156)

We can also compute § K. 55I~( .- Recall that 0K, 8l~( U can be ignored at fourth order. Therefore we compute 0K 9

SK} and 6[?;? using the Stiickelberg tricks we derived earlier. Recall that K0 always appears multiplied by 6 K¢,
hence it suffices to consider the quantities at third order (as their background value is zero). At third order we find that:
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OKY ~ 20,®(7t — ® — 57® + 58?) — 20,7 (7 — & — 37 ® + 30?),
.. H 1 . . L
K| ~ ;é)m(l + 20 + 407 + O + 200 — 5@2)(51-1 — 81Ky ) — WO (1 4 4V + ®) (85 — 67 6% )
1 H ) H
— E@jﬂ'aiajﬂ' — ﬁ(l + 20 + 40~ + 20 + 4@\11)(5” - yij)éjw — Eﬂ'aﬂ(

1
+ ?(1 =+ (b + 2\11)5 J’yﬂ@nr.

(9.157)
From which we find § K;0 K up to quartic order:
_ . o~  2H . 5 . ) 2 .
a a
°2H . 2H , | : o a (s
- a—zﬁ(ﬂ' — D) (Opm)? — ?(—71"1) + @) 0w 0;m + 2V 07 0;m (77 — P)
2 . : 2H . .
+ gaﬂrajﬂaiajw(w — )+ ?(’N — O, wO;m.
(9.158)

The Stiickelberg trick for 5I~(; gives up to cubic order (which again suffices as it is always contracted with a
perturbation 6 K f ):

_ , 1.
SK! ~ 0K! — (H7r+ Lie +6H %)5} acbakw(cwﬂ )1+ 20 — 27 — D)
1
+ ﬁakwajfr(al’f + ") 1 20 — 27 — <1>)
1 1. T
- J(?m(?j@kﬂakﬂ' + a—Q(I)(?im?jﬂ' - a—zamajw
1 ) .
— a—Q(a“f +7")0;0km(1 4+ 20 + 402 — 7t — 270 + 72 4 O + 20V
: 1 1 ik, : 1
— 7P — §<I>2) + a—zajwakw(é Py 420 — 27 + D) — ﬁ((‘)}mf@i@jﬂ'
1 . .
— ﬁamwajq/(alm — 6§y (1 4 4V — 7 4 D)
1 ) ) ) )
- a—gamﬂak.\ll(élké;n + 067§ My 4 AR YIS (14 4T — 7+ D)
1 . ) ) )
+ aﬁamwal\p(zslm&; + 0§ My A 4RSS ) (14 4T — 7+ D)
1
T(l + &+ 20 — ﬂ)(alﬂ'aj’yzl =+ 8171’(91’}/31 — 617@%])
H ) .
—= (6™ — 5§ )0y Dy (1 4 20 — 27 + ) + aﬁwaﬂajw
. 1 " ) )
— ﬁamajw&’fm - Eakq)ajw(a“f + ") (1 4+ 20 — & — 7)

5o (5507 6y ST 4 661 ) O (1 + B+ 20 — 21)

v
- ﬁ(akﬂ') (52 + 7(8197'(‘) (Vk’y]k

(9.159)
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Therefore it follows that 5IE'§ 0K f to quartic order is found by:
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R 2 .
SKIOK] ~ 3H?(®* — 30° + 19@4) —6VH(—® — 270 — 40U? +

3021 4 4T + 1202 — 26 — 80U + 402) — 6H (Hr(—® +

5 11
9% 4+ 5020 — @3
5 +5 5 )
3 5
7@2_7(1)3
2 2 )
1o, 3 o0 Ll o

+2H7r( <I>+2<I>) 6H7T<I>)

2H .o
— 5 0;P0im(—P — 20V + 2P7 + gqﬂ') +6U(Hr(l — @+ 2U 4+ 402 + gqﬂ' —2Ud)
a
1.
+ 5Hw2(1 — 4 20)
T, o0 2. . 2.
4H _ . ) 1 o 4 .. .
+ —5 0Oy (—® — 20V + 27 + §<I> ) — E\I@iﬂ'aﬂr(l + 4T — 27)
a
4 2H
+ *2’77;]‘8@‘71'8]'7:(' + Téaiﬂaiakﬂakﬂ'
a a
270

20 2H . 2 .. 2H .
+ ﬁaiﬂ'aiakﬂ'akﬂ' — ﬁq)q)(akﬂ')Q + ;‘P@(@kﬂ')z + ?(bﬂ'(akﬂ')z + 7(0;.:#)2
2H 1 1 1
= 5 (8 = 7i5)0i0ym(~ @ — 20U — 4002 4 O + 270V — &2 + 5<I>2 + 2 — 5@% — 5<I>3)

20 2 H
+ a—z(aij — i) 0;m(1 + 4¥ + 1202 — 7 — 47V + 72) — a—ﬂjaiajm + 20 — 1) + gfb(amr)z((‘),%w)

1 - 2H 1, 20 L2,
+ E(@mr) (ak’ﬁ) - a—Q&\II&W(—(I) + 5@ — 40V + (I)Tf) + a—Qaﬂr&\Il(l + 6w — 7'(') - ?’Y”alﬂ'aj\:[/

2H 1 20 2
- ajaiwa,-n(—cp — 40V + Prr + 5<1>2) + a—za,»\lfaﬂu — 7+ 6W) — ﬁ%jamaj\p

6H 1 6w 2H? 1
+ a—z(am)Q(—cb + §<1>2’ — 4DV + 7P) — ?(@C?T)Q(l + 60 — 1) — 7(&@77)2(—@ — 20V + 287 + 5@2)
2H 2H 2H . 202

2H 5 20
— 7231"1’3”(—‘1’ — 20T + 5@2 + 7 d) + ﬁa@aﬂru +4T — 7 —29)

2 3H? 1 3H . 3H .
— a—gaicbajmj + a—2(ak7r)2(—q> — 20V + 27d + 5(1’2) - a—Q\D(ékw)Q(l + 4T — 27) + ?\m(am)?

3y2 ) . P N 1o o lew.
+ —5-(Okm)" + 3H7(HT + 5H7r +gHT )+§H7T (H7r+§H7T )+§HH7T
a

2 . 1 . 4 . 1 .
+ a—za@aﬂr(Hw(l 4+ 20 — 27 — @) + 51{772) - ﬁamam(ﬂm 4+ 20 — 27 — @) + §H772)

2 .
+ gHwamaiajwajﬂ
2 | 2
- a—2¢ﬂ(8kﬂ)2 + a—szr(@kw)Q
2 . 1
+ (635 — 7ij)0:0;m(Hr(1 4 20 + 40 — 7t — 270 + 7% + O + 200 — 7 — 5<I>2)
a
1., . l.. .. H N 2 : , 1.,
+ §H7T (1420 -7+ ) + éHﬂ' )+ gﬂ'(&kﬂ') (Opm) + a—28i\113,-7r(Hﬂ'(1 +4V — 7+ D) + §H7T )
9 . . 1., 6 . 9 . 3H 2 2
+ a—Qailllaiﬂ(Hw(l +4V — 7+ D) 4+ §H7r ) — a—QHﬂ(amr) (14+4V -7+ D) — 2" (Op)
2H : 1. 2H .
+ a—z(amﬁ(ﬂm + 20 — 27t 4+ @) + 5Hw?) - ?\Pw(akw)z

2 . 1.
+ 50 P0m(Hr(1+2¥ — & —7r) + 5H7r2)
a
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3HH 3HH 3HY
(k)2 (1 + ® + 20 — 277) — 57 72 (Opm)?

1
W(akﬂ')z + E(&@@ﬂrf — %817781778@8]77

2
+ 7(1 +4¥ — 37r)3Z<I>6'7r6167r — zﬁlq)am(ﬁmr)Q + a%&@@ﬂr@\l/aﬂr + %81@51\P(8k7r)2
2
6 V0;mw0; PO, + 6 OO;m(Opr)? g(a@)%a,ﬂw)? - a—}i@@aﬂ(@kﬂf
. . . 2 . 2 ..
+ g((‘)mam) - gamé)jwaiajﬂ(l + 4V — 37 + 2(1)) + g(amr)Q(@kw)z — gamamaj\llajﬂ
2 . 2 2 . 2H . 2 2 . 2
— E&\P&‘m(akw) + gﬁilllamé)jwﬁjw — a—@ﬂr@ﬂr(é)kw) — —&(I)E)ﬂr(am)
H 2
+ gamam(akwf + Eajﬂ@@kﬂﬁkﬁ&ﬁjﬂ <I>8 w0;m0;0;T —|— 8 w0;m0;0;T
1
+ g(aiajﬂ')Q(l + 4V + 1202 — 27 — 1070 + 372 + 20 + 8PV — 27:(@) — %'yﬂaﬁjw@(‘)ﬂ
2 1 2
— gaﬁajw@@jw(l + 4¥ — 37 + 2‘1’) + E(@w)z(&-@jﬂf + gaﬂfaj\lfaiajﬂ'(l +6W — 27 + 2(1))
2
+ —ai\pawaiaw(l +6F — 27 + 20) — zai\l/am(a,ﬁn)a + 60 — 27 4 20)
8 0;m0m0;vil + 8[7T51'y”3 o;m + 3 w0;m0;0;m(1 + 4V — 37 + 20)
0;m0;70;0 0;90,70;0 H828214\I/ 27 \1’3232
—Fiﬁjﬂijﬁ+gi jﬂijﬂ—aj(kﬂ)(kﬂ)("‘ —7T)+g(k77)(k77)
1 . 5 2 . 5 2 . 2 . 2H 9a .
+ —(Bnr(?ﬂr) — —Bi\Ilam(amr) - —481'\1/8m8~7r8‘77 + — 0 VO;m0; 0T — T([“)mr) OOy
a a
H
a @00y + o (Opm) DO + L @wom? + %(ak\p)?(am? - i(aw)%ixpaﬂ
H
+ ﬁ@-\llanr(amr) + g@-\llai@(akw) — g(a,ﬂ) o; Vo, —|— ((“) U0, 7r) (81-\1182%)2
2H 2 H
+ af(akﬂ')Q@j\Ilﬁjﬂ' + —&@&iwajll'ajﬂ' - g(a,ﬂr) 0;Vo;m —|— (8 Vo;m)? — ilﬁilllﬁm(ﬁkw)z
2
6 Vo,m0;®0;m + 3 VO (Opm)? + 214 (Opm)t + ?a,@am(akwﬁ
H2 3H?

- 7(81&7) 9(61‘138177)2 — gﬁiq)aﬂ(@kwf + M(&;ﬂ)‘*.

(9.160)

Next, we need the expressions for §5°° (§K')? and 5§00(5K'§ 5 K7) for the term ~ m2. Note also that 500 KK o
O(5), so this term can be ignored in the action. We find the following results:
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(5900(5}?)2

9H?
~ —9H?(29% 7 + &?7% — 20° — 107®3 + 100%) + —24>2(ak7r)2
1
+ I8HU(—2®7 — 47DV — &72 4 202 + 40%W + 90?7 — 9P3) + 8—\1@(3kw)

1 HH
8 O (Op)?

+18H (Hr(—207 — &% 4 202 + 70%7 — 703) — Hr’d(7 — @)) +

H? 24H H
+ 6—@(# @) (O + T B~ ) + %@(ﬁ — ®)0 Ui

+ —2(8@)(72#@ — 47DV + B2 + 202 + 47T + 3077 — 503)

4H
(@ — w)aﬁbaﬂr

6H
+ = (9Fm) (O)
. HY

— 90U (27 + 87T + 7% — 20 — 8PY — 8D + 8B?) + %(am) + 6a2

(7 — ®)(Opm)?
18U H

— 18U (H7(27 + 470 + 72 — 28 — 40V — 67D + 6B%) + Hr(7 — @) + — 7(Opm)?

24 600

+7( )0; 7T87T+7(7T— ) (Opm)?

1\ 24
—2(6,3\1/)(27% + 870 — 7% — 20 — 8DY — 2&7 + 4B?) + 2—4(6,370(8@2 - 5 (F — ®)0i 00,
6HH . 9H?

+ e (7t — ®)(Opm)? + 77r2(8k77)2

— OH?7% (=20 + 482 4 27 — AD7 + 72) + 18H  Hr (77 — ®)

6H
(7 — @) WO — — () (—2® + 4% + 27t — 4D7 + 77)
a

240 ,
+ e (7 — ®)0;70;

2oy - @)(%Hﬁ +2Hr + Hr® — Hri) + (’fﬂ(a,ﬁw)(aﬂ)? - 125’ (i — B) (D)2
B - 01000 + 22 (5 )0} (O
4 %( — &) (02m)dyi i — %S(ﬁ &) (ORm)D U,
16 (0Fm)2 (Opm)? — %(8,377)2(27% + 87W — 372 — 20 — 8DV + 4P7) — a%(fr — @) (0Fm)0; @O,
(9.161)
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o H .
677 KI0K! ~ —3H? (297 + ®%#* — 20% — 100%7 + 1097) + %‘P(I)(er)Q

3H?

— 6HU (27D — 470 — &2 + 202 4 40T + 99?7 — 993) + a—?qﬂ(akw)?

— 30227 4 87T + 72 — 20 — 8DV — D7 4 8D?)
32 : 6H .
+ ?(6%%)2 + 6HHm(—2®7 — 72 + 202 + 70%7 — 703) + a—zn\y(am)ﬂ

. . . 6 .
— 6HU (27 + 47V + 7% — 20 — 4DV — 6O7 + 60%) — 6H7* U (7 — D) + ?HHWI)(@;J)Q

CGHHT®( — @) — (i — 8)0,00m — (i — B)0; 00,
a a
SH . 8 . .
+ ?(I)(ﬂ' — ®)O; o + an\II(ﬂ' — ®)9; 7O

2H
+ = (Ofm) (—27® — 47 ®W + B + 287 + 40T — 57 + 30%7)
a

+ i—f@(a,zw)(amf _ %@(a,zﬂ)(zfr + 8D 72— 20 — SBU — 207 4+ 402) + %\i/(a,zw)(amﬁ

4 . 4H _ . 4 . . 4H _ .

4 .. 12H _ . 12, . 4H?

- ?@(w — )9, Wo;m + = (7 — ®)(Opr)? + ﬁxp(w — ®)(Opm)* — 7@@ — ®)(9p7)?
4H . . 4H _ . 4., 6H? .

- ?@(w — ®)(Opm)? — ?@(w — $)9; 90, — anfo(w — )0, ®0;m + a—Q<I>(7r — ®)(9p7)?
6H . 3H?

+ 5 (i - ) (k) + 727#(6”)2 — 3H*7%(—2® 4 4®% + 27 — 407 + 72) — 6HHr (77 — ®)

4H | 8H . : 21 e
- ?ﬂ'(ﬂ‘ — )9, D0, + a—27r(7r — 0)0; 70T — ?w(aﬁw)(% + 470 — 72 — 20 — 40T 4 20?%)

+ i—{fﬁ(ﬁ%ﬁ)(@kﬂf - 2a—H7T2(7'T — ®)(9%r) — i—jjﬂ(ﬁ — )0, 90, + 1§§I7T(7'r — ®)(9pm)?

2

4HH . 4H . 6H . 1.

- 777(71’ — ®)(9pm)? — ?Tr(w — 0)0;90;7 + a—27r(71' — ®)(9pm)? — E(ﬂ' — ®)0,20;70;0;m

+ %(ir — 8)0,70;70;0;m + %(a,.ajw)Q(am)Q - %(aiajw)‘l(zfr + 870 — 372 — 20 — 8DV + 4B7)
4 . 4 4 .

+ E(ﬂ' - <I>)8i776‘j7r8i8j7r - E(ﬂ' - <I>)8,-7r8j\118i8j7r - E(TF - @)81\118]7@18]\1/

+ é(ir — D) (02m)0; WOy — g(ﬁ — ©)0;m0;m0;0;m
a a

4 2H
— g(ﬂ' - @)61“1)(93'#32'8]‘7( + ?(TF — @)(8,%77)(6k7r)2

(9.162)

Finally, we need to spell out the different parts appearing in (*) R§§%. §3°° R is easily found using the derived results:
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§G"°R ~ %(@j —7ij)0i0; (27 + 47V + 87V? + 7 + 272V — 20 — 4P
—80U? — 87® — 167D — 407 + 8D? + 16D°W + 2407 — 249?)
—6(H? + d/a)(27 + 7% — 20 — 870 — 472 + 8D? + 24?7 + 120272 — 2433 — 6497 + 640%)
+ 90 (27 + 470 + 8702 + 72 4 2720 — 20 — 40U — 8DU? — 87 d
— 167DV — 4972 + 8% + 160V + 2407 — 249?)
+6H®(27 + 72 — 20 — 1270 — 67°® + 1202 4 487D% — 4803)
— 60D (27 + 47V 4 72 — 20 — 4DV — 127D + 1282)

2
— S (0p®)? (27 + 47V + 72 — 20 — 4OV — 1207 + 120?)

a
+ 24H W (27 + 470 4 8702 + 72 4 2720 — 20 — 40T — 8P W?
— 87® — 1670V — 4D7? + 8B2 + 1602V — 2403 + 240 77)

6
— 5 (e 0)? (27 + 1270 + 7% — 20 — 1200 — 47® + 497)
a
4
— — (055 — 7ij)0:0; ¥ (27 + 87 + 247V? + 7% 4 47>V — 20
a

— 80U — 24PV? — 47D — 167DV — 2072 + 4B? + 160>V + 87D? — 80°)

2 6
— g(a,iw)(amr)?u — 20 4 40) + E(HQ +d/a)(0ij — 7ij)OimOym(1 4 20 + 402 — 28 — 4OV + 40?)

9 . H . .. 24H .
- ﬁqf(akwf(l + 4T — 20) — 6@—2@(1 + 20 — 40)(9ym)? + %\I@(akwf - U(1+ 4T — 20)(9ym)?

6 4 2
+ g(@kw)z(ak\ﬂf + g(a,zw)((akw)?u +6W) + g(akw)Q(akcp)?.

(9.163)
Notice that 2R*n,n, = w5 Roo = 1+%ROO. Hence we find using the expression for Ro:
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266" R* n,m,, ~ —%a@aﬂ/(zfr + 87V + 7% — 20 — 8OV — 87 d + 80?)
— %(8,3@)(27% + 470 4 87W? + 7% 4 27%V — 28 — 4DV — 8PP

— 87 ® — 167PW — 4d7? + 82 + 160U + 2407 — 24D3)

+ %%-j(fr — )9;0;® — 60 (27 + 87 + 7% — 20 — 8OV — 87 + 8D?)

+ %(27% + 7% — 20 — 807 — 472 + 8D? + 247D? + 127702 — 24D — 647D 4 640%)

— 60 (27 + 47T 4 8702 + 72 4 2720 — 28 — 40T — 8PV — 87 P — 167DV

— 407 4 802 + 160% W + 247d? — 2403)

—6H®(27 + 72 — 20 — 127 — 6072 4 1202 + 48702 — 48P3)

+ 6T D (27 + 470 + 72 — 20 — 4DV — 1270 + 128%)

+ %(8@)2(2# + 47T + 7% — 20 — 40T — 127D + 120?)

—12HU (27 + 470 + 8702 + 72 4 27°T — 20 — 40U — 8D

2
— 87D — 167 PV — 4P7? + 8P + 160>V + 2497 — 24P°) + — (O4m)?0; W0; @
a

2 o o 602 )
+ g(akﬂ') (0,@)(1 + 4T —29) + ?(8kﬂ')
6d
ﬁ((sij — 7i) im0 (1 42U 4 4U? — 20 — 4OV + 4P?)
0 (92 v —20)+ g B 4+ 20) (D) — b (9ym)
+¥ (Opm)“(1 +47 —2 )+a72 (1 =49 + 20)(9xm) -z (Opm)
2 12H .
- g(8,677)2(6,;1))2 + g (144 - 20)(9,)2.
(9.164)
And we find using Ry also the following:
255% Roo WM Omdrm — 20 (9m)?] & = (@ — ) (82®) (By)’
9" Roo[W"OpmOym — —5 ()] = —7(® — ) (0 2)(Okrr)
+ 6—2‘(6@%27% + 470 + 72 — 20 — 4DV — 47 D)
a
6a 24a . 12 .. .
- a—5(0k7r)4 + Fﬂ(@ — ) (Opm)? + E\Ij(@ — 1) (Opm)?
12H . . 24H .
+ —5 (@ - 7)(Op)? + ?\II(CD — 70)(Opm)?.
(9.165)
From equation (7.91) we find A% Ry, to second order:
(6 +~49)Ro; ~ 409, + 2(1 + 20)9; ¥ + 2H(1 — 28)9;® — 200, ®. (9.166)

Therefore it follows easily that:
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g 1 8 . .
—4§%1% Ro;0ym(1 — 27 + 372 + E(a,ﬂ)?) ~ 50, 00im(—20 + 49% 4+ 27t — 47 ® 4 72)

8H
+ —5 0, P0im(—2® + 49” + 27t — 47 ® + %)
a

32H

32 .
16 . .

+

(® + U) (7 — D)0, PO,

. 2
- %(akﬂ>23i7r(aiqf + HOD) — 2—27%(7'7 B0 + HOD).
9.167)

From equation (7.91) we find that R;; at first order (ignoring <y as it will lead to w77y in the term we are considering):

Rij = 0;0;V + 6,080 — aady;® — 9,0, + a?5;;(1 — 20 + 2®)
— 24a6;; ¥ + dad;j (1 — 20 — 20) + 425,;(1 — 2V — 20) — 2aa¥d;; — a* V5.

Hence it follows that:

(9.168)

. 2 4 :
ONZRF R Ry Ok Oy (1 — 27)6G%° =~ — (2H? + i/a)(Opm)* — a—zﬁa,»wajw(aiaj\l: + 0,080 — aadd;;

a?

— 9;0;® +2a25;;(1 — 2V — 20) — 4aad;; ¥
+ aidij (1 — 20 — 20) — a®W5;)
— 167U ()3 (2H? + d/a) + 67%(0pm)?(2H? + i/ a)

4
+ ;@&ﬂ'aﬂr(@i@jqf + 57:]'6,3\11

— aa®8;; — 0;0;® + 2a*(1 — 2V — 20)4;; — 4aaWi,,
+ ai(1 — 20U — 20)8;; — a*>Ts;;)
+ 160U (Om)?(2H? 4 i/a) — 8P (9)*(2H? + i/a).

(9.169)
Observe that:
2H 2 . -\ £~00 0 7 £~00
a—28i7r(1 — N° 4 27)(0;N — No;w)og "~ =2K; K(dg . (9.170)
Therefore we compute K? K} j°:
~ i SH 8H
S KK ~ —a—28i¢>8i7r(7'r2 — 27 ® 4 ®?) + a—26i7'r6i7r(7'72 — 27 ® 4 B?). (9.171)

For the remaining parts, notice that we can write the expressions as follows:
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- . . .. 1. 1.. . 1. 1..
K? = (6K)? + 6HJK + 66K (Hr + §H7r2 + 6H7T3) +9H? + 18H(Hrm + §H7r2 + 6H7r3)

. 1 .. 1. ... o
+ 9(H?*7* + ZH%Q + gHH7r4 + HH7®)
SO S g . 1 . . 1. 1..
KIK] = 6KI§KJ + 2HSK] + 20K (Hr + 5Hﬂ) +3H? +3H(Hr + §H7r2 +5 Hr?)
+ 3(H?n? + HH7).
(9.172)

The ingredients we need for K2 are:

- 1. 1.. 3H : 1. :
6" 6 K (Hr + §H7r2 +3 Hr®) = = (0h)*(—H®7 + §H7r2) + 3H(Hr (207 — 282 — 70?7 + 793)
a

3H

a2

— 3U(Hr(—27 — 470 + 20 + 4V + 6b7 — 60?)
3H? ,

+ Hr*(® — 7)) — T (Orm)? — 3Hm(Hr(2® — 40% — 270 — 407)

+ %HWQ(QQM% — 20?)) U (Opm)?

b HR(® — 7)) — SHEA@ — 7) + %W(ﬁ — ®)(Om)?

4H s
+ ?T(((I) - W)ai’ﬂ'ai’ﬂ'

10H : H
+ ?Tr(q) — )0, Vo;m — ﬁﬂ'(ﬁiﬂ')(akﬂ')z

1 .
— — (Ofm)(Hr(—29% 4 40V + 20 + 27
a

. AH
— 47T — 27) + Hr*(® — 7)) — a—ﬂ(@ — 7)0; PO

. : : 1
— Hi*n(=3H® — 3V — 3Hn — —0;)
a2’k

. 1. 1.. :
H6g" (Hr + §H772 + 6HTr?’) ~ —HH7m(—2® + 432 — 802 + 27t — 407 — 2072 + 72 + 87 D?)
- T (-20 4 407 4 25 — 47D + ) - THW% _®)
HH , HH , )
+a7271'(1+2\1/)(8kﬂ') +Wﬂ. (Bkw) ,
T2, 2 1"22 1""4 T I17.-3) 500 T2, 2 2 - - - 2 H22 2
(H*m +1H7r —|—§HH71' + HH7®)0g " =~ —H*m*(—20 4+ 49° 4 27 — 4D7 + 7 )—I—ﬁﬂ' (Okm)
1"2 2 2 . . - 2 H2 2 2 TIT-3 .
_ZH (20 + 497 + 27 —47® + 7 )+4—27r (Opm)* +2HHT (D — 7),
a
(9.173)

For K! K7 note that 0K (Hr + 3 Hn?)63% ~ 6K (Hn + 3 Hr?)5G%, hence this term has already been computed
above. The terms we therefore still need to spell out are 3( H?72 + HH7%)53% and 2HSK!6§%:
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3(H?*r? + HH7®)03% ~ —3H?*1?(—2® + 482 + 27t — 47 ® + 72) + 3—27r2(am)2 — 6HH7 (7 — ®),
a

2HOK!05% ~ —6H?(—27® — &7 + 28% 4+ 707 + g<1>27'r2 — 703 — 19937 4 190%)

H? :
+ 6—2(7@ + gcp?)(am)? + 6HWY (27 + 47V + 8702 + 72 4 272 W — 20 — 4O¥
a
—8PU? — 6B — 127DV — 3072 + 60% 4 1207V 4 15372 — 1507)
6H .

— U (1 — @ +20)(0y7)? + 6HHr(—20 + 40? — 803 + 27t — 4rd — 207> + 87 0* + %)
a

+ 3HH®?(—2® + 27t + 402 — 4d7 + 72) + 2H fin3 (7 — ®)

6H . 1 .
- y(akﬂ')Q(Hw(l +20) + §H7T2)

2H 2H
+ 50,90, (27 + 47V — 377 — 20 — 4DV — 207 + 60%) — = (0pm)°0; POy

a a

2H 2H
- ?Bﬁraﬂr(%r + 470 — 372 — 20 — 4DV + 287 4 28?) + ﬁamaﬂ(akwf

4H . 4H . 4 . .
+ a—4(7r — $)0;m0;0;w0;m — ?(I)(ﬂ' — ®)(Opm)? — ?ﬂ'(’ﬁ — D) (Opm)?
2H

+ 5 (055 — i) 005 (27 + 47 + 87 W? — 7 4 7% — 20 — 4OV
a

— 80?2 — 2720 — B? 4+ 202 4 42V + P?7r — 303)

20

2H
- y(a,zw)(amﬁu — T+ ®+47) — ?amam(% + 470 — 372 — 20 — 4DV + 207 + 20%)

+ %&#&W(BMF + %(ﬁ — ®)(Jm) ()

2H
- yai\yaﬂ(zfr + 87V — 7% — 28 — 8DV + 23?)

2H ,  2H? 2ion | 4 o . 2
+ ﬁaiwm(am) + 7(6;@ (27 + 47V — 372 — 20 — 4DV + 207 + 28?)

(Om)*

at

4H 2H
— — V(7 — @) (Ohr)? + = 0;P0im (27 + 47V — 7% — 20 — 4DV — D7 + 6D7)
a a

20
— yal(balﬂ'(akﬂ')Q

H2
- %(ka)Q(Zfr + 47V — 377 — 20 — 4OV — 2®7 + 20?)

3H? 6H . ..
+ ?(a,ﬂ)‘* + a—Z\Il(ﬂ' — ®)(Opm)>.

(9.174)

9.12 Expressions of EFT coefficients for Horndeski theory

Combining the results of the previous section for the expansion of the EFT action, multiplying by \/—g (as given in
the previous section) and performing z° — 2% /a yields the interaction Lagrangian given in equation (7.92). Let
U =: cym and & =: cgm. The coefficients appearing in this expression are given by:
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V2m3

3/2
c3UMcy
__mi
\@C‘;’UMC?C’F/2
1 3 . 33 63
2y Ay (2 ~ gmcw — 3Hmiew = Smicy = micuc)
1
7(—3”@ — 16Hmi + 7m§c‘1, + 2mic¢ — 8m§c‘1,)
2\/502/2U3/2
1 2 2
2Vl Py ) =
Vami
02/2U3/2
—Pa
—fs
_ 3micy
42 P Us/
1 m% 3 9 5,
1z Ty Ty
1 15
Tepa (5 ms — 80micy + 16HmI)
1 9
*W(imﬁ + mg) =: -9k — 20
2
. mi
As = 20502 -
7 5, 1 5,0 7 1
_4cgU2(2m4 Fama) =R e
19 5 3 5 9 3
“aeuE Mt g = e e
1
W(l()mi + 4m§) =: 5Kk + 20
CS
2
3 m
Mo= A —
107 90602
A

(9.175)

where we defined some new EFT functions «, 3, o, kK which will be useful in the calculation of the scattering

amplitudes.

9.13 Scattering amplitudes Horndeski theory on FRW background

Let us detail the computation of the scattering amplitude (7.103). Recall that in Fourier space J,, becomes ip,, with
pp = (w, k), and that in our convention outgoing excitations have w < 0 (such that in a Feynman diagram they
move inward). The reason for this convention is that in computing Feynman diagrams one has the condition that
>, pi = 0 at a vertex, which is now immediate for 4-point diagrams (for 3-point diagrams you still need to flip the
momentum of the virtual particle at one of the vertices). In 4-point diagram vertices we get a factor of i(—7)® = —i
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where i comes from what we had previously on Minkowski space and (—4)® from that 4-point diagrams contain six
derivatives. A 3-point diagram vertex comes with a factor (—i)(—4)®> = —1, where —i comes from the previous
derivations and (—i)® from five derivatives. 3-point diagrams come in two types, with two identical vertices or two
different vertices. Diagrams with 2 different vertices come with a symmetry factor of 2, which is easily checked
by that (p1,p2) < (ps3,Ppa),q <> —q leaves such a scattering amplitude invariant. It turns out that the ¢-channel
diagrams all vanish in the forward limit, which we will illustrate below, therefore it suffices to only consider the
s-channel amplitude (the u-channel amplitude can be found and added by u <+ s crossing symmetry).

The vertices and scattering amplitudes will be labelled by the EFT coefficients, so e.g. .Ag, 3, means the amplitude

with one vertex with 33 and one with 84. Before we compute the amplitudes of each diagram, we note that the
following identities come in handy:

1

wy = i(ws + Wy + wy)
1

wy = i(ws — Wy — W)
1

w3 = §(wt — Wy — Ws)
1

Wy = §(wu — Wy — Wy)

1

kl 'kg = k3 'k4 = 75(8 — 20010.)2)
1

k1 'kg = k2 'k4 = _i(t_ 20.)1(4)3)

1
k1 'k4 = k2 k3 = —§(U—2w1w4)

s—u
GZM
w v+ i
u—s
u:M
w v+ SM
w?—wiz%(s—u)

(9.176)

Let us first detail the derivations of the 4-point vertices. The results will be modulo a function which (and its
derivatives) vanish in the forward limit. We find the following by using the methods like in the section of scattering
amplitudes on Minkowski space:

Va, = —ids[wiwiws(ks - ky) 4 perm]
—i5\3[—(wlo./2 + wawy ) (w1 + wa)?(ky - ko) — (wiws + waws) (w1 + ws)?(k; - k3)
— (wiwy + waws) (w1 + wa)? (K1 - ky)]

= 5wl W] — wl) Fwg(wy —wl) - 28] — 2uwy + 2(s + wwyer]
iAs 2( 22,2 52

S i)
1 (0 =2)s AR TSV

9.177)
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V)\4 = —i5\4[w1w3(k1 . kg)(kg . k4) + perm]
= 2idg[w?(ky - ko)? + w2 (kg - ky)? + w?(k; - k3)?]

i\ 1 1
= SR W2 + ) + s(wil — o) + Jud (] - w)) - Jul? - wd)]
iAg 2( L o 2,2 s?
B o) (1)
p T \Ptyr A URETIVE
(9.178)
V)\5 = 747:X5 [wfw% (kg . k4) =+ wfwg (kg . k4) + wfwi (kg . kg)
+ w%w%(kl . k4) + w%wi(kl . k3) + w%wi(kl . kg)]
i
= %[wg + w8 + 2w,w3 + 2w, WS + Twwl + Twiw? + 12w3w3]
i5\5 6 6 ~2st
= —1[32M
8 [ T e
(9.179)
V)\6 = —4i5\6 [wfw%(kg . k4) + w%wg(kg . k4) + OJ%OJZ(kQ . k3)
+wiws (ki - ka) + wiwd (ki - k) + wiw] (ks - ka)]
. 2.4
7~ v%s
=X [32M6 6
80 REYE
(9.180)
Va, = —4id7wiwowiw? + wiwswiw? + wiwswiw? + wowsw?w? + wowsw?w? + wawswiw?]
= —%65\7[—2w§ —2w8 + 2wkwt + 2wiW?)
(S 52
— 152 2(M2 2 )
PR S T Ve
(9.181)
VS\S = _'L'S\S[w1w3(k2 . k4)(k3 . k4) + perm]
= 2iAs[w? (k1 - ko) (k1 - ka) + w2 (k1 - k) (ks - ka) + w2 (ks - ko) (ky - Ks)]
~ 1
= —idg(w? — w?)(ws + wu)Q(s — i(wf — wi))
= —2iAsM?73(2 — 7)s?
(9.182)
Vae = —iAo[(ky - ky)(ky - ky) (Ko - k3) + perm]
iAo 11
= 179 Z(wg +w8) 4+ 52 (W? 4 w?) 4 25%wawy + (Wi — wh) + 2swswy (W2 — w?)
1 1
+ gwaws(wh + ) — 0kl (@ +wl) - whil]
Z.;\9 2,42 2,32 2.2 .2
ZT[M’ys — AM*y°s% + AM*~*s7]
(9.183)
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Vo = —inlo[w%(kg -ky)(ks - kyq) + perm]

A 1
= P00 28 + )+ s(oof — ) + 522 + ) — qld(e? + )
_idio(y = 2)*(16M %92 + 5%)s?
B 64M2
(9.184)
Vi = —4i5\11[w1w2(k3 ky)? 4 wiws (ko - kg)? + wiws (ks - k3)?
+ OJQW3(k1 . 1{4)2 + W2W4(k1 . k3)2 + W3W4(k1 . k2)2]
A 1
= 7% - §(wg + w8) — 2wws (W + wh) — 4wdwd — ngwQ(wi +w§)}
= ZH[16M%0 4+ M3y4s?)
(9.185)
Vi, = —8idia[(ky - ko) 4 (kg - k3)? + (ki - ka)?]
~ 71 3 15 5 5 5 3 4
=i\ 8(w + w8 + 4wswu(w + wh) + g WaWu 2 (w2 4+ w?) + Qwau}
= 8iyS M.
(9.186)
Recall that the amplitude is related to the above vertices by Ay; = —iV);. Let us now focus on the 3-point vertices.

We first illustrate that t-channel contributions vanish in the forward limit. Let q = k; + k3. Then we have that
the vertex 7%(5‘,%%)2 yields w1w§q2 + w3w?q?® + wtw%wg o wy since w; = wq + ws. The vertex aiwﬁﬂ'r@ﬂr gives
wiws(ks - q) +wiw (ks - q) +wiws (ki - q) +wiw3 (ki - q) + q?ws (k1 -k3) +qwi (kg - k3), which is again oc w;.
The reason is that it easily follows that w?ws (ks - q) + wiwi (k1 - q) oc wy using that q = ky + k3. Similarly, the
vertex 8i7'r8j7r8i6j7r will yleld w1 (kl . kg)(kg . q) —+ w1 (k1 . q) (k3 . q) —|—wt(k1 . q) (kl . kg) + wy (k3 . q) (kl . k3) +
ws (ki -ks3)(q-ki)+ws(q-ks)(q-ki) which is again o< w; since wy (k3 - q) + ws(q- k1) = wiwsw: +we(ky - k3).
And the vertex 7(9;0;7)? gives wy (ks - q)? + wq (ki - k3)? + w3 (ki - q) which contains (beyond other terms which
vanish in the forward limit) a non-trivial term 0.):1))0.)3 + wg’wl which also vanishes in the forward limit. Hence indeed
the scattering amplitudes in the t-channel will vanish in the forward limit.

Let us thus focus on the 3-point vertices for the s-channel and the u-channel amplitudes are found by crossing
symmetry. We find the following vertices (let all momenta point inward, i.e. let ¢ = —p; — p2):

Vﬁs (p17p27 Q) = 7233 [wlw%q2 + w2w%q2 + wq”%”%]

= —25’3[—wqw1w2(wf + w3 + 2k - ko) + wawiws]
(9.187)
Vi, (p1,p2,q) = —Balwiwa (ks - q) + wiwg(q - ko) + wiw: (ki - q)
+ wiwg (k1 - q) + wiwi (kg - ko) + wiwa (kg - ko)
= —Bal—wiwdwg + we(—wi — w3 + wiws — w?) (k1 - ka)]
(9.188)
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Vs (p1,12.q) = —Bs[wi (k1 - ko)(q - ko) +wi (ki - @) (ko - q) + wy(ks - ko)(q - ka) + wy (ki - ) (ki - ko)
+wa(ks - ko)(q - ki) +wa(ks - q)(ki - q)]
= —35[—2wq(k1 . k2)2 — 2wq(wf + w%)(kl . kz) + U.)1Cd2wq(k1 . k2) — wqw%wg]
(9.189)

Vs = —20Bswi(ka - Q)% + wy (ki - ko)? + wa(ks - q)?]
= _256 [wlwg(wf + OJ;’) — 2w1w2wq(k1 . kg)]
(9.190)

These vertices are then used to compute scattering amplitudes corresponding to all combinations of vertices in
Feynman diagrams. Note that the diagrams with vertices of two different types come with a symmetry factor of 2.
We find the following amplitudes modulo a function which (and whose derivatives) vanishes in the forward limit:

iAgz = Vi, (1,02, —q)(—i/5) Vs, (P3, 1, q) + (u < 5)

_ ZB:’%“’? 2 4 2 2 2 2 4 6 4,2
= 67[165 wy — 328 wiw;, + 165w, — 24sw, + 405w w;;
s

— 8swiwd — 8sw8 4 9w — 12w0w?2 — 2wk + 4w2W8 + W8] + (u > 5)

F2 2 92
= 26% [wf( — 32792 M3%s% — 8935t — #85 + 16725 + 1675 M52

3 2
523 4.4 75 v 6
+ 87" M=s® + 3y"s —|—2 58 +16 15 )}+(u<—>s)

(9.191)

Z.A/BSBAL = Vﬁd (plap27 —q)(—22/s)V54 (p37p47Q) + (U s S)

= lg‘z&l [2w§ + 5w2wl — 7wl — 9wbw? 4 9wd — 258
s
+ 20sw2wl 4 6swiw? — 24sw8 — 2452w + 85%w2w? + 1652w3} + (u < s)
= i34 [w2 (2076M452 + Ty M?s3 4+ 3yt + v3s5 4 > 7258 — 40~° M s?
64s L°° 16M2 GAM~
— 267 M2s% — 6735t — 13 V25 — 57ys° 4403 M2s® — 425t + 785)} +(u o s)
8M? 32M4 2M?

(9.192)

iAgsps = Vs (D1, D2, —q)(—21/5)Vs, (p3,pa,q) + (u <> 5)

= zgz& w?(—325%w? + 325%w? + 80s%w? — 645 wiw? — 165%w? — 665w°
s

+ 625wiw? + 10swiw? — 65w8 + 18w8 — 24wlw? — dwtw? + 82wl + 2w8) + (u & s)

i535~52 4_6.2 51723 4.4 ”/35 ’72 6 452 47,023
= 61 ws(32M'ys + 167" M~=s®> + 67y"s™ + —=s° + s° —64M y°s* — 72y *M*=s
s

M? 8MH4
9~2 6
— 22735t — 2]\742 §5 — 4}\744 $5 + 96 M35 4+ 32925 + #55 — 32754) + (u <+ s)

(9.193)
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iAgy 8, = Vs (P15 D2, —q)(—21/5) Vs (D3, P4, @) + (u > 5)

= ZgZBG w2(2w® + 8w2wh — dwiw? — 24w8w?2 + 18w8 — 165w — 165wiw?
s
+ 80swiw? — 485wl + 325%w! — 64s%w2w? + 325%w?) + (u + 5)
iB3Ps o 6774 2 51723 a4, s 7 s
= 6is ws(32’y M*s* +16v°M*s” +67"s +W5 +8M4S
4 2
— 64y M?s3 — 167351 — #85 + 327254) + (u <> s)
(9.194)
ZABg = Vﬂ4 (p17p27 —q)(—Z/S)Vﬂ4 (p37p4>Q) + (’LL A S)
: 32
_ ;fg W2 (4 4 42 — 11wburd — 6wBu? 4 90 4 24500
s
+ 28sw2wi — 28swiw? — 24sw8 + 3652w + 485%wW2w? + 165%w?) + (u <> 5)
132, .2 2
:Z4ws(256M42 55 11263 27 44 3.5 25y 6 _ 100~ M4s2
S e A R T VR0 VT T
23 3.4 25 6 434 2 3pr23 21 24 57 5 25 6
—5S ~eanas + 100y*M*s* — 200" M*s —|—?'y s~ et +64M45)—|—(u<—>5)
(9.195)
iApps = Veu(p1, 2, =4)(=20/5)Vss (P3, P4, ¢) + (u < 5)
339
= Z‘/?26785:)5(7665wg’ - 125w§w3 + 625w§w3 + 163w2 + 18w§’ - 18w§’w3
+ 10w2wS + 4w — 14wtw? — 3253w — 4853w?2 + 80s%w? + 845%w2w? — 45%wk) + (u <> 5)
i5~465“’2( 6774 2 51723 sa, 1 s 2.6 5774 2
= ——=(40""M 14v° M 6 — — 160v° M
1ogs \ ) ST ARSI OIS e o T
— 5074 M?s3 — 2135 — FSYE 72s5
5y 1
~ S s + 1607 M*s? + 8473 M2s® + 18425 + ISVE vs®
5 . 5
+ ms(s — 8072 M?%s3 + 8yst — WSE)) + (u ¢ s)
(9.196)
Z'Aﬁ4ﬁ6 = VB4 (p17p27 —q)(—2Z/S)V56 (p37p47 q) + (’LL A S)
339
- Zﬂf;%@wﬁ + 10w2w8 — 1dwie? — 18wlw? + 18w’ — 4sw®
s
+ 40sw?wi 4 12swiw? — 485w8 — 4852w + 165%w2w?2 + 325%w + s1) + (u < 5)
_iﬁ4362 67,74 .2 571723 14, ™ 5 5% 6 5774 (2
— 1283‘”5(407 M 4+ 17 Ms° 4 675 4+ s o+ oty s® — 8077 M s
1342 5 5
— 529 M2 5% — 127351 — 4M72 s° — 16]\’24 s5 + 8073 M35 — 8925t + ﬁ’ésg’) + (u > s)
9.197)
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iAgz = Vs, (1,02, —q)(—1/8) Vs, (p3, P4, @) + (u > 8)

: 32
= 215565 w? (4w§ + 16w2wS — 8whw? — 48wSw?2 4 36w8 + 85wl + T2swiw? + 88swiw?
5
— 1685w’ — 285%w? — 8s%w2w?2 + 2925%w? — 325%w? — 22453W2 + 6454) + (u 4> s)
iB2 , 243
= oe2u? (6476M4s2 +329°M%" 4+ 1295 + 587
2
T 4}44 6 — 25677 M*s2 — 1607 M2s3 — 56735
1042 20y o
- M’VQ 5~ %56 + 25674 M 482 + 32073 M2sP + 1009%s* + #50
2 G4 — 25692025 — 06yst — 10 50
+W+ s — 256y s° = 967s" — 58 + (u <+ s)
(9.198)
iApsps = Vs (1,02, =) (—2i/5) Ve (p3, pas q) + (u <> 5)
= 21825866 w? <4w2 + 16w2wS — 8wiw? — 48wlw? 4 36w8 — 125w8 + 20sw2w? + 124ww?
s
— 1325w5 — 325%w? — 1285%w2w?2 + 160s%w? + 6453w? — 64s3w§) + (u < s)
iBsf 2 5
= 102 (6476M452 + 3277 M2 412980+ T580 4 s — 198y M
92 v 12y
47723 3.4 5 6 317203 2.4 5 4
— 144" M*s®> — 44~°s —a2S T apt + 1929 M*s” + 64~v%s +Ws — 64~s )
+ (u+s)

(9.199)

iAgz = Vi (1,02, —q)(—i/5) Ve (P3, 1, @) + (u < 5)

;32
=— 11586 w2(—64s%w? +1285%w%w? — 64s°wl + 645w — 192swiw? + 192sw3w?
5
— 64sw8 — 12w8 + 80wlw? — 104wiw? + 16w2w’ + 20wd) + (u < s)
Zﬁgz 6774 2 57723 sa_ 20 5 7 s 3.4 2 4
:_Tgs%[&” M=s* —32v°M*s®> — 4~"s _WS +4M4S + 64~°s™ — 64~“s } + (u ¢ s).

(9.200)

Adding the above computed amplitudes gives the total scattering amplitude A = >, Ay, + ZZ j Ag, s, The
amplitude takes the form (7.103) with coefficients given by:
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M4

X1 = %[76(—25%2 +9a?) — 367°a? + 36710

X2 = %Z [v° (3287 + 9a?) + v*(2565% + 1000?) + 1327%a® — 967°a?]

X3 = 2;(5 {74( — 457 + %7042) + 73( — 96832 — %az) + 72 (?oﬁ + 6452) — 1127a* + 64042}
Xa= 2561M2 (20 %O‘2) +9%(88% + %02} * 33770‘2 - 6o

X5 = 2561M4 [72(%0‘2 N %62) - %10‘2 * 9a2]

£ =M2[ﬁ(—¥+¥+272+107—20) +a(—7;+73+47—8)]

fo= gl =300 = 277~ )l

(9.201)

And the constant and the function f(¢) which appear in the scattering amplitude will not be spelled out explicitly
since they are not important for the positivity bounds we computed.
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