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1 Introduction

Automata provide models for many different kinds of state-based compu-
tations. One kind of automata are the weighted automata, which can be
used to express a weight, cost, or probability that a certain computation
step will happen.

Due to the large variety of existing automata, category theory can be used
as a strong tool in their general analysis. This is done using the theory of
coalgebras, developed since only 1988 [Acz88].

In this thesis we will develop all the required theory for an audience of
mathematicians and computer scientists alike. This will culminate in an
algorithm that decides whether two weighted automata have the same
behaviour by using coalgebras and we will give a proof of its correctness.

2 Theory

In Section 3 we will need some ideas that may be unfamiliar to a mathe-
matician or computer scientist. We therefore summarise the necessary bits
in the following two sections, either of which can be safely skipped by a
reader who is already familiar with its contents.

In Section [2.1) we discuss the idea of automata and give several examples,
concluding with weighted automata. For a complete introduction to au-
tomata theory we refer to [Maro3]]. For weighted automata, [DK12] gives
a short introduction.

Section [2.2|introduces the category theoretical concepts of algebras and
coalgebras. We show how algebras can model algebraic structure and
induction, and how, dually, coalgebras can model automata. The first
few chapters of [Rot15] and [Wini4] provide a more complete treatment
of coalgebra. For a coalgebraic treatment of weighted automata, we use
[BBB™12].



2.1 Automata

One of the earliest mathematical models concretely describing the most
general idea of computation was Alan Turing’s “universal computing
machine”, also called a Turing machine. We will not reproduce a precise
definition here, but there is overwhelming empirical evidence that a Turing
machine can compute exactly what a person can compute (the Church—
Turing thesis). Perhaps ironically, an important application of the Turing
machine was proving that certain problems could not be algorithmically
solved, most notably the problem of deciding whether a given Turing
machine would eventually stop or not (the halting problem). This meant
that in order to analyse the behaviour of computing machines themselves,
more restricted models had to be constructed. This has led to a very wide
range of automata varying in computational strength, the kinds of analyses
that can be applied to them, and context in which they are used.

A common notion among many automata is the presence of a set of
states, akin to the vertices in a flowchart diagram. Here each state holds
information on how to act when input is received, for example to halt the
automaton, to give output, or to move to a new state.

A very well-known type of automaton is the deterministic finite automaton.
Let X be a finite set called the input alphabet. A deterministic finite
automaton (or DFA) over X is a tuple (Q, qo, A, §) where

Q is a finite set of states,

go € Q is the initial state,

A C Q is the set of accepting states,
6:Q x X — Q is the transition function.

For any state g € Q and letter o € X, we interpret J(g,0) as the state to
which the DFA moves if it is in state g and receives the input . When
an accepting state g € A is reached is this manner and there is no more
remaining input, the automaton will halt and output that the given input
sequence was accepted.

Figure |1 shows an example of a finite automaton over the input alphabet
Y. = {a,b}. Its initial state is denoted with a “start” arrow and its accepting
states with a double circle. An example input string accepted by this
automaton is abaa.



Figure 1: A finite automaton

We write £* for the free monoid generated by X with ¢ as its identity, i.e.
the set of finite sequences (strings) of elements of X where the operation is
given by string concatenation and where ¢ is the unique string of length
zero.

The extended transition function 0* : Q x 2* — Q is defined by induction
as

(9.€) —q
(q,0y) = 6%(0(q,0),y)

where 0 € ¥ and y € X*. A string x € £* is accepted by a pra M if
0%(q0,x) € A.
Otherwise, the string is rejected. The language accepted by M is the set
I(M) = {x € ¥ | x is accepted by M} € P(X*)
where P denotes the power set.

Two automata M, N are called language equivalent, written as M ~; N,
when [(M) = I(N).

As promised, DFA are computationally much weaker than Turing machines.
For example there is no automaton M such that

(M) = {a"b" | n > 0},
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where 4,b € X are different. Assume that such an M exists and let n = |Q)|
be the number of states. Then the sequence of states qq, . . ., g2, Visited as
the string a"b" is read must contain some duplicate g; = g; with i <j <n.

T I P N L DU S Iy o

N S

But this means that the subsequence g;,...,q; can be skipped, so that
the word a'a"/b" is also accepted by the automaton. Buti+n —j # n
and so a'a"/b" ¢ L(M) which is a contradiction. This shows that the
main limitation of DFA are their lack of a potentially infinite amount of
“memory”.

It turns out that the only languages that can be accepted by finite automata
are precisely the regular languages R C P(X*), defined inductively as
follows. For all regular languages [,11,l; € R and every letter o € X we
have

the empty language @ € R,

the singletons {¢} € R and {¢} € R,
the union [y U, € R,

the concatenation

h-h={xy|xelh,yeh} eR,

and the Kleene star

I* = U "eR
n>0

where

10 = {e},

=10k

2.1.1 Nondeterministic finite automata

The regular language accepted by the automaton in Figure 1]is {a,b}* -
{aa,b}. It is however not so obvious how a DFA is obtained from a regular
language, for example to construct the automaton from Figure [1] given the



regular language. It is often much easier and more efficient (in terms of
memory) to first construct a less restricted kind of automaton and to then
show these to be language equivalent to DFA.

Let ¥ again be a finite alphabet. A nondeterministic finite automaton (or
NFA) over X is a tuple (Q, go, A, ) of a finite set of states Q, an initial state
go € Q, a set of accepting states A C Q, and a transition function ¢. This
time however the transition function is a function § : Q x £ — P(Q).

For any state ¢ € Q and letter o € X, we interpret 6(g, ) as the set of
states to which the NFA can move if it is in state g and receives the input
0. Again we define the extended transition function 6* : Q x £* — P(Q)
by recursion as

(9.€) — {q}
(q,0y) = \U{0"(d"y) 1 4 €(q,0)}

where ¢ € ¥ and y € X*. This time a string x € X* is accepted if

0*(go, x) NA # @.

We can construct a language equivalent DFA from a given NFA using the
powerset construction. During the execution of a DFA we need to keep
track of a single state in order to determine where to go next. In a DFA
however we need to keep track of a set of states. We can thus simulate and
NFA M = (Q,qo, A,J) using a DFA by letting every subset of Q be a single
state in the DFA. So we define the pra M’ as

(P(Q), {q0}, A", 9")

where
A={f ePQ)|qnA#a},
§'(q,0)=J o(g,0).
qeq’

Since the execution of M’ is completely the same as M, we have L(M') =
L(M).



start

Figure 2: A nondeterministic finite automaton for the regular
language {a,b}* - {aa,b}.

2.1.2 Weighted automata

Instead of using a transition function ¢ : Q X £ — P(Q) to define the
structure of an NFA, we can also write this function as a subset of Q x X X
Q, or rather as a function wt : Q X £ x Q — 2, where 2 = {true, false},
given by

true ifq €4(q,0),

false otherwise.

wt(q,0,q") = {

We also write the initial state gy and the accepting states A as weight
functions in : Q — 2 and out : Q — 2 given by

. true g = q, true g€ A,
in(q) = . out(q) := .
false otherwise, false otherwise.

We can now use these weight functions to compute whether a word is
accepted by the automaton using a function >* — 2 given by

ooy on = \/ (in(qo) AN wt(giza, 05, g:) A out(qn)).

q0,91,---4n €Q 1<i<n

Doing this allows us to generalise NFA’s by exchanging the structure
(2,V,A) for a more general algebraic structure.

Let £ be a finite alphabet and R a set, a weighted automaton (or wa)
over X and R is a tuple (Q,in, wt, out) where Q is a finite set of states,
wt: QX X x Q — Ris a function called the transition weight function,
and in,out : Q — R are weight functions.
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The least amount of structure we need on R will be that of a rig: a “ring
without negatives” (often also called a semiring). A rig (R,+,-,0,1) is
a set R equipped with binary operations of addition and multiplication,
such that

e (R,+,0) is a commutative monoid with identity 0,

e (R,-,1) is a monoid with identity 1,

e multiplication distributes over addition from the left and the right,
and

e the annihilation law holds: x-0=0=10- x.

Now let M be a weighted automaton over a rig R, then the weighted
language of M is the function /j; : ¥* — R given by

Im(or - ow) =) (in(qo) T T wt(giz1, 05, 9:) -out(qn))

90,91,---gn €Q 1<i<n

Important examples of rigs are the natural numbers (N, +,-,0,1), of course
the Boolean domain (2, V, A, false, true) used in NFA’s, and the tropical rig
(also called the max-plus rig) (Z U {—o0}, max, +, —c0,0).

A weighted automaton over the rig (IN, +,-,0,1) allows us to “count” the
number of paths of a certain length from the initial state to an accepted
state. For example, the weighted automaton in Figure 3| with alphabet
Y. = {x} computes the Fibonacci sequence, i.e. [j;(*") = F,.

Note however, that the results from Section 3 will require R to be a field
K. In fact, the problem of language equivalence for weighted automata
over the tropical rig with alphabet of at least two symbols is undecidable
[Kroo2].

2.2 Coalgebra

In order to study the wide range of automata in a general way, we need to
define them using category theory. This leads to the concept of a coalgebra.
But before this we first need to look at the historically earlier, dual concept
of an algebra, which provides a general framework for algebraic structures.
Examples of algebras are the eponymous algebras over a field or ring, but
also groups and rings and fields themselves. More significant however is

8



Figure 3: A weighted automaton which computes the Fibonacci sequence.
The in and out functions are shown as arrows coming from and going to
/ . g, r /

nowhere and wt(g, 0, 4’) = r is denoted as g — ¢’.

the use of algebras in studying the ideas of case analysis, pattern matching,
recursion, and induction on objects like the natural numbers.

2.2.1 F-algebras

Given a functor F : C — C from a category C to itself, an F-algebra is an
object X of C together with an arrow f : F(X) — X. An F-homomorphism
of F-algebras (X, f) to (Y, g) is an arrow 1 : X — Y such that the following
diagram commutes.

X " .y
[ [e

F(x) 2% F(y)

This gives us the category of F-algebras, where the objects are the F-
algebras and the arrows are the F-homomorphisms.

Let us see how we can now define a monoid as an algebra. A monoid
is a set X together with a unit ¢ € X and an operation m : X x X — X
such that m is associative and e is a unit for it. We first need to rewrite
the unit to be a function e : 1 — X where 1 is some singleton set {*} so
that e(x) = e € X. We should also rewrite the associative and unit laws in



terms of commutative diagrams as follows.

Ny ; .
X x X x X"y « x 13 x 9 x o x 19 % o q

1@Gd,m) Im k) im%
X

XxX " X

Lastly, we combine m and e into a single function f : 14+ X x X — X
where + is the disjoint union of sets. We can now define a monoid to be
an F-algebra for the functor

F : Set — Set

X—=14+XxX

such that the required laws are satisfied.

Given such a categorical definition of a monoid, we can use the power of
category theory to simultaneously define topological monoids, or smooth
monoids, or rings (being monoids in the category Ab of abelian groups).
To do this we only need to generalise the singleton 1, the cartesian product
%, and the disjoint union + to more general categories as the terminal
object, the categorical product, and coproduct respectively.

To show that we can also use F-algebras to define the natural numbers,
we will define the functor
N : Set — Set

X—1+X.

An algebra for this functor is again a pair (X, f : 1+ X — X). Let’s unpack
this function f as a pair of functions (z,s) where z : 1 — X (hence z defines
an element z € X) and s : X — X. An N-homomorphism / : X — Y must
now satisfy the following commutative diagram.

X —' 5y

(ZX/SX)T T(ZYrSY)
1+X 2 14y
We can also unpack this diagram to give us two laws that & must satisfy:
e h(zx) = zy and

e h(sx(x)) =sy(h(x)) forall x € X.
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We can think of many such algebras, however one is special: namely the
algebra (IN, (0,S)) where S is the successor function n — n + 1, diagram-
matically:

@——eo——o—r0— - - -

0 1 2 3

This N-algebra is special since it is the initial object in the category of
N-algebras. For an N-algebra (X, (zx,sx)), the initial N-homomorphism
i :IN — X is recursively defined as

1(0) = ZXx
i(S(n)) =i(n+1) :=sx(i(n)).

We could in fact use the universal property of initiality to define recur-
sion and even induction on the natural numbers (cf. Peano’s axiom of
induction).

2.2.2 F-coalgebras

A coalgebra now is the categorical dual of an algebra, meaning that the
definition of a coalgebra is just the same as that for an algebra but with all
the arrows “turned around”.

Given a functor F : C — C on a category C, an F-coalgebra is an object
X of C together with an arrow f : X — F(X). An F-homomorphism of
F-coalgebras (X, f) to (Y, g) is an arrow /1 : X — Y such that the following
diagram commutes.

X —t vy

b s
F(x) 2%, F(y)

This again gives us the category of F-coalgebras, where the objects are
the F-coalgebras and the arrows are the F-homomorphisms.

Let us investigate some coalgebras and see how they can model automata.
Here we let F be a functor F : Set — Set and X an input alphabet. For an
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F-coalgebra (X, f), we informally interpret the set X as the set of states
and f : X — F(X) as prescribing to each state its behaviour.

Example 2.1. Define F(X) := 2 x X*. An F-coalgebra (X, (o,t)) is a
deterministic automaton. Here o : X — 2 models the set of accepting
states A = {x | o(x) = 1}, and t : X — X% the transition function

5(x,0) = Hx)(0).

First note that, contrary to normal finite automata, we don’t fix any initial
state. Secondly, we allow the set of states X to be infinite so that the
category of F-coalgebras has a terminal object.

Example 2.2. Define F(X) := 2 x (P, (X))*, where P,, is the set of all
finite subsets (which is a functor). An F-coalgebra (X, (o,t)) is a nondeter-
ministic automaton. Again o : X — 2 models the accepting states but this
time the transition function t : X — (P (X))* defines the (finite) set of
subsequent states.

We again allow X to be infinite contrary to an NFA. However, the transition
function must be finite branching, meaning that a single step may not put
us in an infinite amount of states and hence that after a finite amount of
steps, only a finite amount of states are reachable.

Using these constructions we can express the powerset construction in a
very succinct way ([SBBR10]) as transforming an NFa X — (P (X)) into
a DFA P, (X) = (Pw(X))* using the fact that the functor P, : Set — Set
is a monad with multiplication map

wp, : Pu(Pw(X)) = Pu(X)
x> {Jx' [« ex}

and using the function

H:Pu(X*) = Pu(X)>
x — (0 Pu(evaly)(x)).

Indeed the following function yields the same construction as in Section

12



Po(X) 2 P (P (X)F)
L Po(Puw(X))*

W5, 5
—5 Pu(X)=.

We will now define the coalgebra corresponding to weighted automata.
For this we will need to define the free vector space over a set X

KX := {f: X - K | f has finite support}.

Every element of K(X) can be written as a K-linear combination of el-

ements of X. For sets X and Y, a function f : X — Y defines a linear
function

K K& & kY
kixy + -+ knxn = ki f(x1) + - Ak f (x0).

Definition 2.1. The functor corresponding to weighted automata with input
alphabet X over the field K is

W(X) =K x (KX)E

A W-coalgebra is a pair (X, (0,t)) where o : X — Kand t : X — (KX))Z,

Notice that, similarly to the coalgebra for NFa, the free vector space
construction makes the transition function finite branching, even though
the set X can be infinite.

Just like the initial object for algebras, we will see that the terminal object
plays a very important role. An F-coalgebra (), w) is called terminal if it
is terminal in the category of F-coalgebras, hence if for every F-coalgebra
(X, f) there exists a unique F-homomorphism [—]§ : X — Q.

A terminal object (X, f) may not always exist, since if it does, f must be an
isomorphism (a result known as Lambek’s theorem). Hence the covariant
powerset functor P : Set — Set has no terminal coalgebra because by
Cantor’s theorem there is no bijection between X and P(X). This is the
reason we used the finite powerset functor in example 2.2.

13



To see how terminal coalgebras work, let us consider again the functor
N(X) =1+ X from the last section. Its terminal coalgebra is formed by
the set N U {oo} together with the function

f:INU{co} - 1+INU{oo}
0 — x
S(n)—n

o0 +— Q.

We can see this coalgebra as a very simple automaton with 0 as the only
accepting state and transitions as follows.

(

@< o o< —@——— oo (3

o 1 2 3 oo

The terminal N-homomorphism from an N-coalgebra (X, f) can infor-
mally be seen as assigning to each state x € X its behaviour [x]§ €
IN U {oo}: either accepting after n € IN steps, or being non-terminating
(00). Any two states with the same behaviour are considered equivalent.

Example 2.3. Consider the following N-coalgebra. Every state x is labelled
with its image under the terminal N-homomorphism [x]¥.

o2
/ TN
@<—eo . °

Two states x1,xp € X in a coalgebra (X, f) are called F-behaviourally
equivalent, written as x; &~ x, if [x1]% = [x2]%.

In Section|2.1]we already saw another type of equivalence, namely weighted
language equivalence ~; between two automata with initial states. This
equivalence can also be adapted to W-coalgabra. It turns out however
that weighted language equivalence is not the same as W-behavioural
equivalence, but a2, C~; (by Theorem 1 and Proposition 2 in [BBB™ 12]).

14



3 Deciding weighted automaton equivalence

In this Section we will reproduce the results from [BBB™12].

As noted in Section we cannot use the coalgebraic notion of be-
havioural equivalence to decide weighted language equivalence ~ in
general. To solve this problem we will provide a similar construction to
the powerset construction, which we used to translate NFA into DFA.

The powerset construction worked by substituting the state space with
the space of all possible combinations of states. Since for a weighted
automaton a combination of states consists of a linear combination of states,
the new state space will be the free vector space IK(X) generated by the
original state space X.

Definition 3.1. A linear weighted automaton (or Lwa) with input alpha-
bet ¥ over the field K is a coalgebra for the functor £ : Vect — Vect with
L(V) =K x VE,

As with wa, we can also assign a weighted language to each state of the
LWA.

Definition 3.2. Let (V, (o0,t)) be an L-coalgebra. Given a state v € V,
define the weighted language [0]5 : % — K by

0(v) ifw=ce,
[0]§ (w) = Lo ,

[t(v)(o)]y (@) if w=ocw'
We would normally use the notation [ 5 for this, but we will see in Theorem
3.1 that [[—]]‘ﬁ, is in fact the unique terminal £-homomorphism. This also
justifies the notation for the next definition.

Definition 3.3. For an L-coalgebra V, two states v;,v, € V are called
L-behaviourally equivalent, written as v] ~, vy, if [v1]% = [v2]4.

From a wa we can construct a linear weighted automaton using the
linearization of a function f : X — V where V is a vector space. Since
X gives a basis in K(X), the linearization ff : K&) — V is defined by
x — f(x). Given a weighted automaton (X, (o,t)) where 0 : X — K and
t: X — (KX)Z, define the linear weighted automaton (KX), (of, tf))
where of : K(X) - K and #f : K&) — (K(X))Z,

15



Additionally, if f : X — Y is a YW-homomorphism of weighted automata,
then K) : K(X) — K() is an £L-homomorphism.

The following lemma shows that for a wa X the weighted language Ix
corresponds to the weighted language [[—]]If((x) induced by the twa KX).
The proof is easy by an induction on the word length and will not be
included.

Lemma 3.1. Let (X, (0,t)) be a wa and (KX, (0%, t%)) the Lwa constructed
from it. Then for all v = kyix1 + - - - 4+ knxy

[[v]]lli(x) = ki - lX(xl) + k- lX(xn).

We will now show that a terminal £-coalgebra exists and that the be-
havioural equivalence ~ induced by it coincides precisely with weighted
language equivalence ~;.

Theorem 3.2. The category of L-coalgabra has a terminal coalgebra (K*, (e, d))
where .
e: K*¥ - K
(1: 2% 5 K) — I(e)
is the empty function and
d: K> — (K*)*
(1: 2" 5 K) = (00— (w— I(ow)))

is the derivative function. Its terminal homomorphism is [[—]]6

Proof. Let us first prove that ¢ and d are indeed linear functions. Let
I1,1; € K¥ be two weighted languages. For all letters ¢ € ¥ and words
w € X* we have

d(h + ) (0)(w) = (h + L) (cw)
=li(ocw) + L(cw)
— (1) () () + (1) (0) (w).

Secondly, let k € K be a scalar and [ € KX a weighted language. Now for
all letters ¢ € ¥ and words w € ~* we have

d(k-1)(0)(w) = (k-1)(o)(w) = k- (I(e)(w)) =k -d(I)(c) (w).

16



The proof for ¢ is similar.

Now we will show that (K*', (¢,d)) is terminal. Let (V, (0, t)) be any L-
coalgebra. As noted, the weighted language function [—]4 : V — K*,
will be the terminal £-homomorphism. Indeed, the required diagram

Y
Voo [ A s K&

on)| (L) I

]KXVZ ...................... >]K><(]KZ*)

commutes since, for every v € V, 0 € ¥ and w € £* we have

e([16) = [e1f(e) = o(v), and
z de
(It@)]y) (@) @) = [H) (@] (@) = o) (ew) = d([]F) () (w).

To prove the uniqueness of the terminal morphism [—]4, let i : V — K*
be an £-homomorphism. Then the following diagram must commute.

1% h s KE

on)| e

K x v A g (K5

Hence forallv € V, 0 € ¥ and w € ¥* we have

o(v) =e(h(v)) = h(v)(e), and
h(v)(ow) = d(h(v))(0)(w) = h(t(v)(0))(w).

And so h must be equal to [—]% by induction on X*. O

Another kind of equivalence often employed for automata is that of bisim-
ulation. A bisimulation is a binary relation on the set of states such that
related states both “simulate” each other. The largest bisimulation is called
a bisimilarity, denoted as ~. For some automata it provides a stronger
(i.e. more distinguishing) relation than language equivalence. However
we will see that for linear weighted automata, it coincides with language
equivalence.

17



Definition 3.4. Let (V, (0,t)) be an LwA. A subspace U C V is a linear
weighted bisimulation if

1. U C ker(o0),
2. forall ¢ € X, we have t(U)(c) C U.

Two states v, w € V are bisimilar if v — w € U.

We will now show that the relation induced by the largest linear weighted
bisimulation is the same as weighted language equivalence. The following
lemma and theorem are proven in [BBB™12].

Lemma 3.3. If f : V — W is an L-homomorphism, then ker(f) is a linear
weighted bisimulation on V. Conversely, if U C V is a linear weighted bisimula-
tion, then there exists an Lwa W = V /U and an L-homomorphism f : V. — W
such that ker(f) = U.

Theorem 3.4. The largest linear weighted bisimulation on an LwA V is precisely
ker ([—]5).

Proof. Since [—]5 : V — K% is an £-homomorphism, by the first part of
lemma ker([[—]]ﬁ) is a linear weighted bisimulation.

Now assume U C V is a linear weighted bisimulation. By the second part
of lemma 3.3| there is and Lwa W and an £-homomorphism f : V — W
such that ker(f) = U. By the uniqueness of the terminal homomorphism,
the following diagram commutes:

K=
A O
v — L w
Hence U = ker(f) C ker([-]4 o f) = ker([-]5). O
We can now construct an algorithm for finding the largest bisimulation,

and hence for deciding whether two states are language equivalent.

Theorem 3.5. Let (V, (o, t)) be an Lwa such that dim(V) < oo. Define the

18



sequence (U)o of subspaces of V by

Uy = ker(o),
Ui :=U;N [ {veV|to)(r) € U}
oex

Then thereis a j < dim(V') such that U; = Uj. The largest linear bisimulation
is = U]

Proof. For every i we have U; 1 C U; and hence the required j must exist.
We now check that U; is a linear weighted bisimulation.

1. Indeed U; C Up = ker(o).
2. Since U; = Uj;1 we must have

U; = U;n ﬂz{v €V |t(v)(o) € Uj}

and hence t(U;)(c) C U; for all o € X.

To show that U; is the largest bisimulation, we show that every linear
weighted bisimulation U is also included in Uj. In fact U C U; for all i. We
prove this by induction on i. Obviously U C Uy = ker(o). Now assume
that U C Uj;. By definition t(U)(c) C U for every ¢ € ¥, hence

UC{vel;|VoeXtw)(o) e U} =Uy,.
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