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1 Introduction

For this thesis I studied groups that, in one of several senses yet to be defined,
split all short exact sequences. However, I will not do this for abelian groups,
but for arbitrary groups. Abelian groups that, in the same sense, split short
exact sequences of abelian groups are already classified [1]. In this thesis I
will prove which groups split all short exact sequences for the arbitrary case.
If I define a short exact sequence, I will always mean a short exact sequence
of groups.

Because I don’t restrict the groups to be abelian, a short exact sequence can
be split in two ways. The following definition shows this.

Definition 1.1. Let 0 → A
f−→ B

g−→ C → 0 be a short exact sequence.
The sequence is called split iff there exists an isomorphism φ : B → A × C
such that the following diagram, with εA : A → A × C, x 7→ (x, e) and
πC : A× C → C, (x, y) 7→ y, commutes:

0 −−−−→ A
f−−−−→ B

g−−−−→ C −−−−→ 0∥∥∥ φ

y ∥∥∥
0 −−−−→ A

εA−−−−→ A× C πC−−−−→ C −−−−→ 0.

The short exact sequence is called half-split iff there exists an isomorphism
φ : B → A oψ C with a homomorphism ψ : C → Aut (A) such that the
following diagram, with ε′A : A → A oψ C, x 7→ (x, e) and π′C : A oψ C →
C, (x, y) 7→ y, commutes:

0 −−−−→ A
f−−−−→ B

g−−−−→ C −−−−→ 0∥∥∥ φ

y ∥∥∥
0 −−−−→ A

ε′A−−−−→ Aoψ C
π′
C−−−−→ C −−−−→ 0.

My definition of half-split is known as split for other mathematicians. My
definition for a sequence to be split did not have a name yet. I changed
the names so that it is more logical, as split is a stronger requirement than
half-split. The extra definition for a sequence to be split will also introduce
some extra definitions for groups.

Definition 1.2. A group G is called (half-)projective iff every short exact
sequence 0→ A→ B → G→ 0 is (half-)split.

The definition of projective is very similar to the abelian case. Half-projective
is also a name invented for this thesis. In the following theorem the defini-
tion of a free group is needed. The definition can be found at the start of
section 3.
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Theorem 1.3. Let G be a group. Then is G half-projective iff G is free.

This theorem is a similar result as for the abelian case, for which projective
groups are free abelian groups. However, the definition of projective for
arbitrary groups is useless.

Theorem 1.4. Let G be a group. Then is G projective iff G is the trivial
group.

Those are all the results for groups that are the last in the short exact
sequence. Now the results for the groups that are in the middle of the
sequence.

Definition 1.5. A group G is called (half-)semisimple iff every short exact
sequence 0→ A→ G→ C → 0 is (half-)split.

I am not sure how many readers will know the definition of a complement.
Therefore I will give this definition, which is needed in the theorem that
follows.

Definition 1.6. Let G be a group and H ⊂ G a subgroup. Then a com-
plement of H in G is a subgroup K ⊂ G such that holds G = HK and
H ∩K = {e}.

Theorem 1.7. Let G be a group. Then holds: G is half-semisimple iff every
normal subgroup of G has a complement.

This theorem is merely a restatement of the definition, because G = AoψC
is equivalent to G = AC, A ∩ C = {e} and ACG. I have not been able to
prove anything that gives more information than this theorem. To make it
up for the readers, I will give an example of a half-semisimple group.

Theorem 1.8. Let n ∈ Z≥1. Then Sn is half-semisimple.

For injective groups, I can say far more. But I will need some extra defini-
tions.

Definition 1.9. Let G be a group and H,H ′ ⊂ G two subgroups. Then H
and H ′ centralize each other iff ∀a ∈ H, b ∈ H ′ : ab = ba.

Note that if two subgroups centralize each other, it does not mean that the
subgroups H or H ′ themselves are abelian. However, a subgroup is abelian
if and only if it centralizes itself.

Definition 1.10. Let G be a group. Then G is called simple if
#{N ⊂ G : N CG} = 2.

Note that the group {e} is not simple, because it has only one normal
subgroup.

Theorem 1.11. Let G be a group. The following statements are equivalent:
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(i) G is generated by a collection of simple subgroups that centralize each
other.

(ii) G is generated by a collection of simple normal subgroups that central-
ize each other.

(iii) G ∼=
⊕

i∈I Si with every Si simple and I some set.
(iv) G is semisimple.

The previous result is very similair to the result for abelian groups. If you
restrict the groups and subgroups to be abelian, you get the theorem for
abelian groups. This has a simple reason: if the middle group (mostly
named B) in a short exact sequence is abelian, both groups on the side have
to be as well.

Definition 1.12. A group G is called (half-)injective iff every short exact
sequence 0→ G→ B → C → 0 is (half-)split.

The group Out (G) is not well-known, so I will give this definition. Then I
can give a theorem.

Definition 1.13. The quotient group Aut (G)/Inn (G) is denoted by Out (G).

Theorem 1.14. Let G be a group. Then holds: G is half-injective iff

0→ G
i−→ Aut (G)

j−→ Out (G)→ 0 with i : G→ Aut (G), α 7→ (x 7→ αxα−1)
and j the canonical homomorphism is a half-split short exact sequence.

Projective and semisimple groups had similar results for arbitrary groups
as for abelian groups, but injective groups are completely different. We can
see that i : G → Aut (G) must be injective. But ker(i) = Z (G), so a half-
injective group has a trivial center. Also if a group G is half-injective, this
gives us information about Aut (G). For an injective group, it gives us even
more information.

Definition 1.15. Let G be a group. Then G is complete iff every automor-
phism of G is an inner automorphism and Z (G) = {e}.

Note that this definition is equivalent to saying: i : G→ Aut (G), g 7→ (x 7→
gxg−1) is an isomorphism.

Theorem 1.16. Let G be a group. Then holds: G is injective iff G is
complete.

Knowledge of group theory is indispensable for reading this thesis. Knowl-
edge about short exact sequences is pleasant, but the important lemmas will
be provided in chapter 2. These lemmas will be familiar to mathematicians
that worked with short exact sequences, but they are different because the
groups are not restricted to be abelian.

I will start in chapter 2 with essential lemmas that I will use several times.
In chapter 3 I will prove the theorem that classifies half-projective groups.
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I will do the same for projective groups in chapter 4. The same structure
repeats for (half-)semisimple and (half-)injective groups in that order.

2 Conventions, definitions and essential lemmas

Before I start with some lemmas, I will note a convention. Let 0 → A
f−→

B
g−→ C → 0 be a short exact sequence. We see that f(A) is a subgroup of

B. But f is injective, thus f(A) ∼= A. Therefore I will speak of A as if it is
contained in B with f the inclusion.

It is very useful to know some statements that are equivalent to saying that
a short exact sequence is split or half-split. In the abelian case there are
such statements. For the arbitrary case the statements are fairly similar.
The following two lemmas are very useful and will be used multiple times
in this thesis.

Lemma 2.1. Let 0 → A
f−→ B

g−→ C → 0 be a short exact sequence. It
half-splits iff there exists a homomorphism s : C → B such that holds:
g ◦ s = id C .

The homomorphism s is called a section of g.

Proof. (⇒). Let φ : B → AoψC be an isomorphism with a homomorphism
ψ : C → Aut (A) such that the diagram, as in the definition of half-split,
commutes.

Let h : C → A oψ C, x 7→ (e, x). Denote s = φ−1 ◦ h. The function s is a
homomorphism because it is a composition of homomorphisms. The diagram
commutes, therefore g = πC ◦φ. Then holds: g◦s = πC ◦φ◦φ−1◦h = πC ◦h.
By definition of h and πC it is clear that holds πC◦h = id C . Thus g◦s = id C ,
so there exists a section.

(⇐). Let s be a section of g. Note that s is injective because g ◦ s is. Thus
we can see C as a subgroup of B. I will treat C as such.

To prove that B is a semidirect product of A and C it is enough to prove
the following: ACB, B = AC and A ∩ C = {e}.

We know ACB because ker(f) = A. The inclusion AC ⊂ B is clear. I will
prove the other inclusion. Let b ∈ B. Take c ∈ C such that f(b) = c. But
we also know g(b) = g(s(c)). Thus bs(c)−1 ∈ ker(g) = im (f). Let a ∈ A
such that bs(c)−1 = f(a). This gives b = f(a)s(c) ∈ f(A)s(C). I consider A
and C subgroups of B with f and s the inclusions, thus b ∈ AC.

Let x ∈ A∩C. We know g(x) = {e} because x ∈ ker(g) = A. Also x ∈ im (s)
thus g(x) = x. So x = e. Thus A ∩ C = {e}.
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Note: I’ve also proven that A is a complement of C. Thus every element
b ∈ B can be uniquely expressed as a product b = ac with a ∈ A and c ∈ C.
Now I can make the following homomorphism. Let φ : B → A oψ C, ac 7→
(a, g(c)) with a homomorphism ψ : C → Aut (A), c 7→ (x 7→ cxc−1). So the
short exact sequence is half-split. �

Lemma 2.2. Let 0→ A
f−→ B

g−→ C → 0 be a short exact sequence. It splits
iff there exists a homomorphism r : B → A such that holds: r ◦ f = idA.

The homomorphism r is called a retract of f .

Proof. (⇒). Let φ : B → A×C be an isomorphism as in definition 1.1. Let
h : A × C → A be the homomorphism that forgets the second coordinate.
Denote r = h ◦ φ. The function r is a homomorphism because it is a
composition of homomorphisms.

The following holds: r ◦ f = h ◦ φ ◦ f = h ◦ εA = idA. Thus there exists a
retract.

(⇐). Let r be a retract of f . Let φ : B → A × C, b 7→ (r(b), g(b)). I will
prove that φ is an isomorphism.

First note that φ is a homomorphism because r and g are. Let x ∈ ker(φ).
Then holds r(x) = e and g(x) = e. From this follows x ∈ ker(r) ∩ ker(g).
Let a ∈ A such that f(a) = x. This a exists because x ∈ ker(g) = im (f).
We also know a = r(f(a)) = r(x) = e. Thus we get x = f(e) = e. So
ker(φ) = {e}. Therefore φ is injective.

Let (a, c) ∈ A × C. Let b2 ∈ g−1(c). This b2 exists because g is surjective.
We have: φ(b2) = (r(b2), c) ∈ im (φ). We also have:

φ(f(a · r(b2)−1)) = ((r ◦ f)(a · r(b2)−1), (g ◦ f)(a · r(b2)−1))
= (a · r(b2)−1, e) ∈ im (φ)

The product of φ(f(a · r(b2)−1)) and φ(b2) is exactly (a, c). Thus (a, c) ∈
im (φ) and φ is surjective.

It is easy to verify that the first diagram in definition 1.1 commutes. I will
leave this to the reader. �

The following lemma is about normal subgroups, which I will use often.

Lemma 2.3. Let G be a group and N,N ′ CG. If N ∩N ′ = {e} then holds
[N,N ′] = {e}.

Proof. Note: [N,N ′] ⊂ N and [N,N ′] ⊂ N ′ because both subgroups are
normal. Thus [N,N ′] ⊂ N ∩ N ′. We already know N ∩ N ′ = {e} so
[N,N ′] = {e}. �
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I will use sections more often than retracts in the proofs. Therefore I would
also like to know when a sequence is split in terms of a section. The following
lemma gives me this information.

Lemma 2.4. Let 0 → A → B → C → 0 be a short exact sequence. Then
holds: the sequence is split iff there exists a section s : C → B with s(C)CB.

Proof. (⇒). The sequence is split so let ψ : B → A×C be an isomorphism
such that the diagram in 1.1 commutes. Let s : C → B, x 7→ φ−1(e, x).
Then holds: φ(s(C)) = {e} × C CA× C. Thus s(C)CB.

(⇐). Let s : C → B be a section with s(C) C B. Note that holds: B ∼=
A oψ s(C) with a homomorphism ψ : s(C) → Aut (A). Because s(C) C B
follows s(C)CAoψ s(C).

We already know ACAoψ s(C). Also A∩s(C) = {(e, e)} (see proof 2.1), so
from lemma 2.3 we get that A and s(C) centralize each other. If we consider
A and C subgroups of B, which we can because f and s are injective, we
get B = AC ∼= A× C. Thus the short exact sequence is split. �

The following lemma is very trivial, but I still use it a few times. Also it
shows the usefulness of lemma 2.2.

Lemma 2.5. Let 0 → A
f−→ B

g−→ C → 0 be a short exact sequence. If
any of the three groups A, B or C is the trivial group, then the short exact
sequence splits.

Proof. Suppose A = {e}. Take r : B → A, x 7→ e. It is clear that r is a
homomorphism and r ◦ f = idA. Thus, using lemma 2.2, the sequence is
split.

Suppose B = {e}. We know im (f) = {e}. But f is injective, so A = {e}.
This is exactly the first scenario, thus the sequence is split.

Suppose C = {e}. We know ker(g) = B so im (f) = B. So f is surjective,
thus an isomorphism. So f−1 is a retract of f . Thus, using lemma 2.2, the
sequence is split. �

3 Half-projective groups

Definition 3.1. A group G is called half-projective iff every short exact
sequence 0→ A→ B → G→ 0 is half-split.

Definition 3.2. Let G be a group, X a set and f : X → G a function. Then
f is called universal iff for every group H and every function g : X → H
holds: ∃! homomorphism h : G→ H : h ◦ f = g.
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The property in the definition above is often called the universal property.
I will define when a group is free based on this universal property.

Definition 3.3. Let G be a group. Then G is called free iff there exist a set
X and a function f : X → G such that f is universal.

Before we prove that half-projective groups are free groups, we need some
fundamental theorems for free groups.

Theorem 3.4. Let X be a set. Then there exist a group G and a function
f : X → G such that f is universal.

Proof. The proof can be found in the reference [2]. �

If we take an arbitrary set X, we denote F (X) a group with f : X → F (X)
universal. The theorem above states that F (X) and f exist. It is true that
F (X) is unique, up to isomorphism, but this is not needed for this thesis
and therefore will be left out.

Theorem 3.5. Let G be a group. Then is G half-projective iff G is free
with a basis X ⊂ G.

Proof. (⇒). Denote G as the set of elements of G. Take F (G) the free group
and take u : G→ F (G) universal.

Now consider the function id : G→ G, x 7→ x. Because u is universal, there
exists a unique homomorphism h : F (G) → G such that h ◦ u = id . Take
this h. We know that id is surjective, so h is as well. Now consider the
following sequence:

0→ ker(h)
f−→ F (G)

h−→ G→ 0.

Let f be the inclusion. Now holds: im (f) = ker(h). Also f is injective and
h is surjective. Thus the sequence is a short exact sequence.

We know that G is half-projective, thus this sequence is half-split. Let
s : G→ F (G) be a section. We know h ◦ s = id , thus s is injective. So G is
a subgroup of F (G).

According to the Nielsen-Schreier Theorem [3], every subgroup of a free
group is free. So G is free.

(⇐). Let 0 → A
f−→ B

g−→ G → 0 be a short exact sequence. Take X a set
and u : X → G universal. This is possible because G is free.
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Define i : X → B such that holds g ◦ i = u. This i exists because g is
surjective. The following diagram commutes:

B
g−−−−→ G

i

x u

x
X X

Because u is universal, there exists a unique homomorphism h : G→ B such
that holds h ◦ u = i. We know that holds:

g ◦ h ◦ u = g ◦ i = u.

Thus must hold g ◦ h = idG. Therefore h is a section and the sequence is
half-split. �

4 Projective groups

Definition 4.1. A group G is called projective iff every short exact sequence
0→ A→ B → G→ 0 is split.

Theorem 4.2. Let G be a group. Then is G projective iff G is the trivial
group.

Proof. (⇐) This is proven by lemma 2.5.

(⇒). In this proof I will create a specific short exact sequence that is half-
split. Then I will show that no section of that sequence has a normal image.
This gives, with lemma 2.4, a contradiction.

Suppose G 6= {e}. Let A be an abelian group with Aut (A) 6= {e}. This
group exists, because Z/3Z is an example. I will leave it to the reader to
verify this.

First note that G is free because G is also half-projective. Let ψ : G →
Aut (A) be a non-trivial homomorphism. This ψ exists because Aut (A) 6=
{e}, G 6= {e} and G is free. Take the following short exact sequence:

0→ A
f−→ Aoψ G

g−→ G→ 0.

We take f(a) = (a, e) and g the homomorphism the projection. It is clear
that holds im (f) = ker(g), thus the sequence is indeed exact.

Let s be a section and suppose s(G) C A oψ G. I will now show that this
gives a contradiction.
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We know A ∩ s(G) = {e}. From lemma 2.3 follows [A, s(G)] = {e}. Thus
s(G) ⊂ CAoψG(A). Because A is abelian we know A ⊂ CAoψG(A). There-
fore must hold Aoψ G = CAoψG(A).

But now holds G ⊂ CAoψG(A). If we write out the product of two elements,
we see that every element of G and every element of A only commute if ψ is
the trivial homomorphism. This is a contradiction because ψ is a non-trivial
homomorphism.

So no section can have a normal image. From lemma 2.4 follows that the
sequence cannot be split. But G is projective so it has to be split. This is a
contradiction, so G is the trivial group. �

5 Half-semisimple groups

Definition 5.1. A group G is called half-semisimple iff every short exact
sequence 0→ A→ G→ C → 0 is half-split.

Theorem 5.2. Let G be a group. Then holds: G is half-semisimple iff every
normal subgroup of G has a complement.

Proof. (⇒). Let NCG en denote H = G/N . Take the following short exact
sequence, with f the inclusion and g the canonical projection:

0→ N
f−→ G

g−→ H → 0.

Now follows, because G is half-semisimple: G ∼= N oψ H with a homomor-
phism ψ : H → Aut (N). This is equivalent to: G = NH and N ∩H = {e}.
Therefore H is a complement of N .

(⇐). Let 0→ A
f−→ G

g−→ C → 0 be a short exact sequence. We know ACG
so A has a complement in G. Take a complement of A and call this H. We
know G = AH and A ∩H = {e}, from which follows G ∼= A oψ H with a
homomorphism ψ : H → Aut (A).

With the second isomorphism theorem easily follows: G/A ∼= H. We already
know G/A ∼= C from the first isomorphism theorem. Therefore C ∼= H.

Now follows G ∼= A oθ C with a homorphism θ : C → Aut (A). Thus G is
half-semisimple. �

Theorem 5.3. Let n ∈ Z≥1. Then Sn is half-semisimple.

Proof. In the whole proof I will not note the possibility that the first group
in the short exact sequence (most of the time denoted by A) is the trivial
group. In this scenario the sequence always splits, see lemma 2.5.
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Also the possibility where the first group is equal to the second group (A =
B), will not be noted. In this case the third group is the trivial group, so
the sequence also always splits, see lemma 2.5.

Let n ≥ 5 and 0 → A
f−→ Sn

g−→ C → 0 a short exact sequence. We know
ACSn. The only non-trivial normal subgroup of Sn for n ≥ 5 is An, see [4].
So A = An. We know: C ∼= Sn/An ∼= C2. Write C = {e, a} with a2 = e.

Define s : C → Sn with s(e) = e and s(a) = (1, 2). From s(a2) = s(a)2 = e
follows that s is a homomorphism. Note (1, 2) 6∈ An so g(s(a)) = g((1, 2)) =
a. Also g(s(e)) = e. Thus g ◦ s = id C . Thus the sequence is half-split and
Sn is half-semisimple for n ≥ 5.

Let n = 4 and 0 → A
f−→ S4

g−→ C → 0 a short exact sequence. The only
non-trivial normal subgroups of S4 are V4 and A4. If A = A4 the above
proof still works. So we only have to check that the sequence is half-split
for A = V4.

Consider the short exact sequence 0 → V4
f−→ S4

g−→ C → 0, where we
consider f the inclusion. Let h : S3 → S4 be the inclusion. Denote i = g|S3 .
I will prove that i is an isomorphism. Consider the following diagram:

0 −−−−→ V4
f−−−−→ S4

g−−−−→ C −−−−→ 0

h

x i

x
S3 S3

Note: S3 ∩ V4 = {e}. It is clear that holds ker(i) ⊂ S3. Also ker(i) ⊂
ker(g) = im (f) = V4. So ker(i) ⊂ S3 ∩ V4 = {e}. Thus i is injective.

We know that S4/V4 ∼= C, by the first isomorphism theorem. Also, S4 has
24 elements and V4 has 4 elements. Therefore C must have 6 elements. But
S3 also has 6 elements. Therefore, because i is injective, i is surjective. This
makes i an isomorphism.

Then i−1 ◦ g = id C , thus i is a section. The sequence is split, so S4 is
half-semisimple.

Let n = 3 and 0 → A
f−→ Sn

g−→ C → 0 a short exact sequence. The only
non-trivial normal subgroup of S3 is A3. The above proof still works.

We know: S1 = {e} and S2 ∼= C2. So I only have to prove that C2 is
half-semisimple.

It is clear that C2 is even semisimple, because all proper normal subgroups
are trivial. Therefore, using lemma 2.5, we get that C2 is semisimple and
thus also half-semisimple.
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I’ve gone through all possibilities of n, therefore I can now conclude that Sn
is half-semisimple for given n. �

6 Semisimple groups

Definition 6.1. A group G is called semisimple iff every short exact se-
quence 0→ A→ G→ C → 0 is split.

I’ve given all definitions needed to understand the main theorem of this
section. But to understand the proof, one more definition is needed.

Definition 6.2. Let G be a group and N ⊂ G a subgroup. We call N a
minimal normal subgroup iff N CG and #{M ⊂ N : M CG} = 2.

Theorem 6.3. Let G be a group. The following statements are equivalent:

(i) G is generated by a collection of simple subgroups that centralize each
other.

(ii) G is generated by a collection of simple normal subgroups that central-
ize each other.

(iii) G ∼=
⊕

i∈I Si with every Si simple and I some set.
(iv) G is semisimple.

In this theorem, some parts of the proof are used several times. Therefore I
will create two lemmas for that purpose.

Lemma 6.4. Let G be a group such that G = 〈
⋃
i∈I Gi〉 with Gi simple

subgroups such that all Gi centralize each other. Then ∀i ∈ I : Gi CG.

Proof. If I is empty or |I| = 1, then the statement is clear. Suppose |I| > 1.
Let i, j ∈ I with i 6= j. The following are always true: Gi ⊂ NG(Gi) and
CG(Gi) ⊂ NG(Gi). We know Gj ⊂ CG(Gi) because Gi and Gj centralize
each other. Therefore Gj ⊂ NG(Gi) for each j ∈ I. So NG(Gi) = G, which
implies Gi CG. �

Lemma 6.5. Let G be a group such that G = 〈
⋃
i∈I Gi〉 with Gi simple

subgroups such that all Gi centralize each other. Then there exists a subset
J ⊂ I such that G =

⊕
j∈J Gj.

Proof. Let φ :
⊕

i∈I Gi → G, (gi)i∈I 7→
∏
i∈I gi. Note that φ is well-defined

because all Gi centralize each other. Because of the same reason, φ is a
homomorphism.

Let J = {J ⊂ I : φ|⊕
j∈J Gj

is injective }. Note that J is not empty because
∅ ∈ J . For elements in J holds the following: J ∈ J iff for all finite subsets
D ⊂ J holds D ∈ J .
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Let K ⊂ J be a chain. Then holds:
⋃
K∈KK ∈ J iff every finite subset

D ⊂
⋃
K∈KK is contained in J .

A finite subset D itself is contained in a finite union of elements of K. Thus
there exists a K ∈ K such that D ⊂ K, because K is a chain. From which
follows D ∈ J . So now we know that holds

⋃
K∈KK ∈ J . Therefore the

chain K has an upper bound in J . From Zorn’s Lemma follows that J has
a maximal element.

Let J ∈ J be a maximal element and N = 〈
⋃
j∈J Gj〉. It is enough to show

that Gi ⊂ N for each i ∈ I.

From lemma 6.4, we know that every Gi is normal in G. But even stronger
holds: for every J ′ ⊂ I holds 〈

⋃
j∈J ′ Gj〉 is normal in G. So N is also normal

in G.

From this fact follows N ∩ Gi C Gi. But every Gi is simple, so N ∩ Gi is
either Gi or {e}. Suppose it is N ∩ Gi = Gi. Then we are done, because
Gi ⊂ N . Suppose N ∩ Gi = {e}, thus Gi 6⊂ N . We can now take a new
set: J ′ = J ∪ {i}. I claim that J ′ ∈ J . It is clear that N and Gi centralize
each other, because i 6∈ J . It is also clear that holds: 〈N,Gi〉 = NGi. These
two facts combined with N ∩ Gi = {e}, show that 〈N,Gi〉 = N × Gi =
N ⊕ Gi. Therefore holds J ′ ∈ J . But J was a maximal element and we
found a strictly larger element. This is a contradiction with our assumption
N ∩Gi = {e}. So N ∩Gi = Gi. Thus Gi ⊂ N for each i ∈ I. �

Now with this lemma done, we can prove the theorem.

Proof. (Theorem 6.3) (i)⇒ (ii). This is clear from lemma 6.4.

(ii)⇒ (iii). This is clear from lemma 6.5.

(iii)⇒ (iv). Let 0→ A
f−→ G

g−→ C → 0 be a short exact sequence. Consider
the following exact sequence, with i ∈ I and h = g|Si :

Si
h−→ g(Si)→ 0

We already know that ker(h) C Si. But Si is simple, so ker(h) is either Si
or {e}. Suppose ker(h) = {e}, then Si ∼= g(Si). I am only interested in
these Si. Therefore I make the following set: I ′ = {i ∈ I : g(Si) 6= {e}}.
Because the function g is surjective on C, we can say: 〈g[G]〉 = C. But
we can even be more specific: C = 〈g(Si) : i ∈ I ′〉 because g(Si) = {e} for
i 6∈ I. Note: all g(Si) centralize each other because the Si centralise each
other in G. Therefore we can now use lemma 6.5. Let J ′ ⊂ I ′ such that
holds C =

⊕
j∈J ′ g(Sj). Because we chose g(Sj) such that it is isomorphic
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to Sj , we can write:
⊕

j∈J ′ Sj ∼= C with the following isomorphism:

φ :
⊕
j∈J ′

Sj → C, (xj)j∈J ′ 7→
∏
j∈J ′

g(xj)

This is extremely helpful to define our section. Let α : C →
⊕

j∈J ′ Sj be
the isomorphism and β :

⊕
j∈J ′ Sj → G the embedding. Define the function

s : C → G, x 7→ (β ◦ α)(x). Note that α and β are homomorphism, so the
composition, s, is a homomorphism as well. It is clear that g ◦ s = id C .

From lemma 6.4 follows s[C]CG. From lemma 2.4 follows that the sequence
is split.

(iv)⇒ (i). First I treat a lemma that I will use in the proof.

Lemma 6.6. Let G 6= {e} be a group that is semisimple. Then the group
G has a minimal normal subgroup.

Proof. Let a ∈ G with a 6= e. Let N = 〈gag−1 : g ∈ G〉. Note: N CG.

Let J = {M CG : M ⊂ N, a 6∈M}. I claim that J has a maximal element.
Let K ⊂ J be a chain. Then holds

⋃
K∈KK is normal in G. Also the union

is contained in N because all K are. Also a is not contained in any K, so a
is also not contained in the union. Therefore holds

⋃
K∈KK ∈ J . Thus the

chain has an upper bound in J . From Zorn’s Lemma follows that J has a
maximal element.

Choose M C G with M ⊂ N and a 6∈ M maximal. Consider the following
short exact sequence:

0→M → G→ G/M → 0.

This sequence is split because G is semisimple. Therefore G = M ×K for
some K C G. Also: N = M × (K ∩ N). We know K ∩ N 6= {e} because
a 6∈M .

I claim that K∩N is a minimal normal subgroup of G. First note: K∩NCG.
Let L C G, L 6= {e} and L ⊂ K ∩ N . Note: M ( M × L ⊂ N . But M
is maximal so a ∈ M × L. Note that M × L C G, so all conjugates of a
(which generate N) are contained in M × L. Thus N ⊂M × L. The other
inclusion was already given. Therefore holds: N = M × L and L = K ∩N .
This proves that K ∩N is a minimal normal subgroup of G. �

Let N be the set of all minimal normal subgroups of G. Take the following
subgroup generated by the elements of N : H = 〈N : N ∈ N〉. It is clear
that one has H CG. Therefore: G ∼= H ⊕ (G/H). Denote R = G/H.
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I claim that R = {e}. Suppose R 6= {e}. I will show that R is semisim-
ple and therefore has a minimal normal subgroup (lemma 6.6), which is a
contradiction.

Consider the following two short exact sequences, with A and C groups such
that the first sequence is short and exact:

0→ A
f−→R g−→ C → 0

0→ H ⊕A f ′−→ H ⊕R g′−→ C → 0

Take f ′(h, a) = (h, f(a)) and g′(b, c) = g(c). It is clear that holds im (f ′) =
ker(g′). Thus the second sequence is also a short exact sequence.

Note: G = H ⊕ R and G is semisimple, thus the second sequence splits.
Take r : G → H ⊕ A a retract. Then holds r ◦ f ′ = idH⊕A. Now I want a
retract that gives the identity on A. Define πA : H ⊕ A → A, (x, y) 7→ y.
Act πA on the equation to get: πA ◦ r ◦ f ′ = πA ◦ idH⊕A. If I write out the
function πA ◦ r ◦ f ′ we get:

(h, a) 7→ f ′(h, a) 7→ (h, a) 7→ a

If I restrict the domain of f ′ to A and r to R, it is clear that the resulting
function is the identity. Thus we get πA ◦ r|R ◦ f ′|A = idA. Also f ′|A = f .
Denote r′ = πA◦r|R. It is now clear that r′ is a retract of the first short exact
sequence. Thus, using lemma 2.2, the sequence is split. So R is semisimple.

Because R 6= {e} follows, with lemma 6.6, that R has a minimal normal
subgroup. But H contained all minimal normal subgroups of G so R cannot
contain any. This is a contradiction. Thus R = {e}.

Thus we know G = H. To finish the proof of theorem 6.3, I only have to
show that every minimal normal subgroup is simple.

Let M ∈ N and K CM . Let L ∈ N with L 6= M , then the following 4
statements hold:

1. M ⊂ NG(K) because K is normal in M .
2. L ⊂ CG(M) because M and L centralize each other (follows from

lemma 2.3).
3. CG(M) ⊂ CG(K) because K ⊂M .
4. CG(K) ⊂ NG(K), this is always true.

Combining these 4 we get the following:

∀L ∈ N : L ⊂ NG(K).

We know that G is generated by all minimal normal subgroups, so NG(K) =
G. Therefore K CG. We know that M is a minimal normal subgroup, thus
K = M or K = {e}. Thus M is simple. �
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7 Half-injective groups

Definition 7.1. A group G is called half-injective iff every short exact se-
quence 0→ G→ B → C → 0 half-splits.

Definition 7.2. Let R be a ring and I a set. Denote the following additive
groups: R(I) =

⊕
i∈I R and RI =

∏
i∈I R.

The difference between R(I) and RI lies in the case that I is infinite. The
group RI has every element possible in infinite sequences with elements of
R, but in R(I) only sequences are allowed with only finitely many elements
unequal to zero.

Before proving the main theorem I need the following lemma.

Lemma 7.3. Let H be a non-trivial cyclic group and I a set. Then there
exists a group A with the following properties:

(i) #A > #I.
(ii) Z (A) ∼= H.

(iii) [A,A] ⊂ Z (A).

Proof. I will prove this lemma by showing an example of such a group and
prove that all requirements are met.

Let m ∈ Z≥0 such that H ∼= Z/mZ. Let R = Z/mZ the ring with addition
and multiplication. Before defining the group A, I need the following inner
product:

〈·, ·〉 : R(I) ×RI → R, 〈(ai)i∈I , (bi)i∈I〉 =
∑
i∈I

aibi.

Note that this inner product does not give us an infinite sum because there
are only finitely many ai unequal to zero. Define A = R × R(I) × RI with
operation ∗ as follows:

(r, a, b) ∗ (s, c, d) = (r + s+ 〈c, b〉, a+ c, b+ d).

I will prove that (A, ∗) is a group by showing it is the same as a semi-direct
product.

Let A′ = (R×R(I)) oφ R
I with the following function:

φ : RI → Aut ((R×R(I),+)), b 7→ ((r, a) 7→ (r + 〈a, b〉, a))

Note that I take the automorphism group of the group R×R(I) with compo-
nentwise addition. I will leave it to the reader to verify that φ is a homomor-
phism. Because A′ is a semidirect product, it has the following operation:

((r, a), b)((s, c), d) = ((r, a) + φ(b)(s, c), b+ d).
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I claim that A and A′ are the same groups, up to notation. The elements
of the groups are the same, so I only have to show that the operations are
identical:

((r, a), b)((s, c), d) = ((r, a) + φ(b)(s, c), b+ d) = ((r, a) + (s+ 〈c, b〉, c)
= ((r + s+ 〈c, b〉, a+ c), b+ d),

(r, a, b) ∗ (s, c, d) = (r + s+ 〈c, b〉, a+ c, b+ d).

The above shows that the operations are indeed identical. Thus (A, ∗) is a
group.

Requirement 1. Note that holds: #R ≥ 2 thus #A ≥ 2#I . Cantor has
proven that holds: 2#I > #I. A proof can be found in the reference [5].
Thus holds #A > #I.

Requirement 2. To show that Z (A) is isomorphic to H, I will first deter-
mine Z (A).

Denote R = R× {0} × {0}. Let (s, 0, 0) ∈ R and (r, a, b) ∈ A. Then holds:

(s, 0, 0) ∗ (r, a, b) = (s+ r + 〈a, 0〉, 0 + a, 0 + b) = (s+ r, a, b)

(r, a, b) ∗ (s, 0, 0) = (r + s+ 〈0, b〉, a+ 0, b+ 0) = (s+ r, a, b)

From this follows that every element in R commutes with every other ele-
ment of A. Thus R ⊂ Z (A).

With writing out the operation of left and right multiplication, the following
statement holds:

(r, a, b) ∈ Z (A)⇔ ∀c ∈ R(I), d ∈ RI : 〈c, b〉 = 〈a, d〉

Let (r, a, b) ∈ Z (A) and k ∈ I. Take c ∈ R(I) with ci = 0 for i ∈ I\{k},
ck = 1 and d ∈ RI with d = 0. Then follows: bk = 〈c, b〉 = 〈a, d〉 = 0. So
bk = 0. This holds for every k ∈ I, thus b = 0.

In an analogous manner to this proof (by switching c and d) follows a = 0.
Thus Z (A) ⊂ R.

I have proven both inclusions, therefore we now know Z (A) equals R. I’ve
chosen R such that holds R ∼= H as a group. Also it is clear that holds
R ∼= R. Thus Z (A) ∼= H.

Requirement 3. Let f : A → (R(I) × RI ,+), (r, a, b) 7→ (a, b). Note
that f is a homomorphism because the operation ∗ on the second and third
coordinates is equal to componentwise addition. Note: R = Z (A)CA.

Also note: A/R ∼= R(I) × RI . From Algebra 1 we know that holds: A/R
is abelian iff [A,A] ⊂ R. It is clear that R(I) × RI is abelian thus holds
[A,A] ⊂ R. We know R = Z (A) thus [A,A] ⊂ Z (A).
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The lemma is proven, but a stronger version of requirement 3 is true: Z (A) =
[A,A]. It will not be needed in this thesis, therefore I will not prove it. If
interested, the reader can verify this. �

Theorem 7.4. Let G be a group. Then holds: G is half-injective iff

0→ G
i−→ Aut (G)

j−→ Out (G)→ 0 with i : G→ Aut (G), α 7→ (x 7→ αxα−1)
and j the canonical homomorphism is a half-split short exact sequence.

Proof. (⇒). Suppose Z (G) = {e}. The short exact sequence as given in
the theorem is indeed a short exact sequence because ker(i) = Z (G) = {e}.
Also the sequence is half-split because G is half-injective.

Suppose Z (G) 6= {e}. To obtain a contradiction takes some huge effort.
This part of the proof will be very long, hence I will give some guidelines
for the proof to make it more understandable. But first some notations and
notes.

Take x ∈ Z (G) with H = 〈x〉 such that holds H 6= {e}. Let A be a
group as in lemma 7.3 with I = G and H = H. Let ψ : H → Z (A) be an
isomorphism, which exists according to lemma 7.3. Define N = {(ψ(h), h) ∈
A × G : h ∈ H}. Note: N C A × G because N ⊂ Z (A × G). Denote
B = (A×G)/N .

I will find a contradiction in three steps:

1. Find a complement of G in A×G that contains N .
2. Make a homomorphism φ : A→ G for which holds:
∀h ∈ H : φ(ψ(h)) = h.

3. Show that φ is injective.

Step 1. Define the sequence 0 → G
f−→ B

g−→ A/Z (A) → 0 as follows:
f(α) = (e, α)N and g((a, b)N) = aZ (A). I claim that this sequence is a
short exact sequence.

First I need to prove that g is well-defined. Let (x1, y1)N, (x2, y2)N ∈ B such
that (x1, y1)N = (x2, y2)N . I need to show that holds x1Z (A) = x2Z (A).

Let π : A × G → A, (a, b) 7→ a. Note: π(N) = ψ(H) = Z (A). Then holds:
π((x1, y1)N) = π(x1, y1)ψ(N) = x1Z (A). From π(x1, y1)N = π(x2, y2)N
follows x1Z (A) = x2Z (A). Therefore g is well-defined.

It is clear that f and g are homomorphisms. I will now show that f is
injective. Let x ∈ ker(f). We know f(x) = (e, x)N = N . Thus follows
(e, x) ∈ N . There exists precisely one element with e on the first coordinate
in N because ψ is an isomorphism. This element is (e, e), thus (e, e) = (e, x)
so x = e. We now know ker(f) = {e} so f is injective.

Every element aZ (A) ∈ A/Z (A) can be reached by the element (a, e)N ∈ B
so g is surjective. Also holds ∀x ∈ G : (g◦f)(x) = Z (A) thus im (f) ⊂ ker(g).
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Let (a, b)N ∈ ker(g). From this follows aZ (A) = Z (A), from which follows
a ∈ Z (A). Thus (a, ψ−1(a)) ∈ N . We can now rewrite:

(a, b)N = (e, b · ψ−1(a−1))N = f(b · ψ−1(a−1))N ∈ im (f)

Thus ker(g) ⊂ im (f).

Both inclusions have been proven so im (f) = ker(g). All requirements for
the sequences to be short exact are met.

Let s : A/Z (A)→ B be a section of the short exact sequence. This section
exists because G is half-injective. Denote I = im (s). It holds that I is a
complement of f(G) in B. I will find a complement of G in A×G using I.

Define c : A×G→ B the quotient homomorphism. Note that holds: c|G = f
so c|G is injective.

Denote J = c−1(I). I claim that J is a complement of G in A×G.

Let z ∈ A × G. To prove that J is a complement of G it suffices to prove
that there exist unique α ∈ J and β ∈ G such that holds z = αβ. This is
equivalent to saying there exists a unique γ ∈ G such that holds zγ−1 ∈ J .

We know that I is a complement of f(G) = c(G) so there exists a unique
(e, g)N ∈ c(G) such that holds: c(z)(e, g)−1N ∈ I. Now I want to act c−1

on this equation, but c is not an isomorphism. However, we do know that
c|G is an injection. Let x ∈ G such that c(x) = (e, g)−1N . This x exists
because (e, g)−1N ∈ im (c|G). Also the element x is the only element for
which holds c(x) = (e, g)−1N . So we get zx ∈ J . The element x is unique
so J is a complement of G in A×G.

From this follows: z · c|−1G ((e, g)−1N) ∈ J . Because c|−1G = f−1 is injective
and (e, g)−1N ∈ im (f) follows that the element c|−1G ((e, g)−1N) exists and
is unique. Thus J is a complement of G in A×G.

We also know N ⊂ J because (e, e) ∈ I and c−1(e, e) = N .

Step 2. Define φ : A → G such that holds J = {(x, φ(x)) : x ∈ A}. I
will prove that φ is well-defined, a homomorphism and that holds ∀h ∈ H :
φ(ψ(h)) = h.

Let x ∈ A. The element (x, e) ∈ A×G is a product of an element in G and
an element in J . Every element in G is of the form (e, γ). Let (α, β) ∈ J
such that holds (x, e) = (e, γ)(α, β). Then must follow α = x and β = γ−1.
Thus J contains an element with an x on the first coordinate.

We know that x is sent to at least one element with φ. To be well-defined,
φ has to send x to at most one element.

Let (x, y), (x, z) ∈ J . Suppose y 6= z. We know (e, y−1), (e, z−1) ∈ G so
(x, e) = (x, y)(e, y−1) = (x, z)(e, z−1). But if J is a complement of G the
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product should be unique. This is a contradiction so y = z. Thus φ is
well-defined.

Let x, y ∈ A. Then holds: (x, φ(x))(y, φ(y)) = (xy, φ(x)φ(y). But we know
(xy, φ(x)φ(y)) ∈ J . Using the definition of φ we know φ(xy) = φ(x)φ(y).
Thus φ is a homomorphism.

We know (ψ(h), h) ∈ J for each h ∈ H because N ⊂ J . Thus holds
φ(ψ(h)) = h.

Step 3. To show that φ is injective, I will show that holds ker(φ) = {e}. I
will do this with the following lemma:

Lemma 7.5. Let G be a group and NCG for which holds: N ∩Z (G) = {e}
and [G,G] ⊂ Z (G). Then holds N = {e}.

Proof. Let g ∈ G and n ∈ N . Then holds gng−1 ∈ N because N is normal.
So we also know gng−1n−1 ∈ N . This holds for every g and n so [G,N ] ⊂
N . It is also clear that holds [G,N ] ⊂ [G,G] ⊂ Z (G). From this follows
[G,N ] ⊂ N ∩ Z (G) = {e}.

Therefore holds gn = ng. Thus n ∈ Z (G), from which follows n ∈ N∩Z (G).
Therefore n = e and N = {e}. �

We know [A,A] ⊂ Z (A), so we only need to prove ker(φ) ∩ Z (A) = {e} to
use lemma 7.5.

Let x ∈ ker(φ)∩Z (A). Take h ∈ H such that holds ψ(h) = x. This h exists
because x ∈ Z (A). Then holds, φ(ψ(h)) = h. But x is in the kernel of φ,
we also know φ(ψ(h)) = φ(x) = e. Thus h = e, from which follows x = e.
Thus ker(φ) ∩ Z (A) = {e}.

Using lemma 7.5 follows ker(φ) = {e}. Thus φ is injective. But we know,
from lemma 7.3, that holds #A > #G. There cannot exist any injective
function from A toG, so this is a contradiction. Therefore holds Z (G) = {e},
which finishes the proof.

(⇐). Let 0 → G
f−→ B

g−→ C → 0 be an arbitrary short exact sequence.
Define φ : B → Aut (G), b 7→ (bxb−1) and s : Out (G) → Aut (G) a section.
Let H = φ−1(s(Out (G))) ⊂ B. I claim that g|H is an isomorphism.

Let x ∈ ker(g|H). We know ker(g) = G so ker(g|H) ⊂ G. Thus x ∈ G. Note:
φ(x) ∈ i(G) because φ|G = i. Also note: φ(x) ∈ s(Out (G)) because this is
how we defined H. Thus holds: φ(x) ∈ i(G) ∩ s(Out (G)). But we already
know that holds i(G) ∩ s(Out (G)) = {idG} because s is a section.

From φ(x) = idG follows: ∀y ∈ G : xyx−1 = y, which is equivalent to
xy = yx. Thus x ∈ Z (G). Thus x = e, from which follows ker(g|H) = {e}
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and so g|H is injective.

Let c ∈ C. Choose b ∈ B such that holds g(b) = c. Consider the elements
φ(b) and (s ◦ j)(φ(b)). Both elements are sent to j(φ(b)) with j, but the
elements don’t have to be the same element. There exists a γ ∈ ker(j) such
that holds γ · φ(b) = (s ◦ j)(φ(b)). Thus holds γ · φ(b) ∈ s(Out (G)).

Let γ′ ∈ G such that holds i(γ′) = γ. From φ|G = i, and using that
φ is a homomorphism, follows i(γ′)φ(b) = φ(γ′b). This is an element in
s(Out (G)) so, using the definition of H, we get γ′b ∈ H. Note γ′ ∈ ker(g)
so g|H(γ′b) = c. Thus every element from C can be reached by an element
in H, so g|H is surjective.

We now know that g|H is an isomorphism. It is clear that g|−1H is a section,
thus G is half-injective. �

8 Injective groups

Definition 8.1. A group G is called injective iff every short exact sequence
0→ G→ B → C → 0 splits.

Theorem 8.2. Let G be a group. Then holds: G is injective iff G is com-
plete.

Proof. (⇒). We know that G is half-injective so Z (G) = {e} (7.4). Also

the sequence sequence 0 → G
i−→ Aut (G)

j−→ Out (G) → 0, as in theorem
7.4, is a short exact sequence. For G to be complete, I only have to show
Out (G) = {e}.

I will prove that holds C Aut (G)(Inn (G)) = {idG}. First I will show that
holds ∀α ∈ G, σ ∈ Aut (G) : σ ◦ i(α) ◦ σ−1 = i(σ(α)). Let x ∈ G. Then:

(σ ◦ i(α) ◦ σ−1)(x) = (σ ◦ i(α))(σ−1(x))

= σ(ασ−1(x)α−1)

= σ(α)xσ(α)−1

= i(σ(α))(x)

Let φ ∈ C Aut (G)(Inn (G)) = {idG} and α ∈ G. Then holds φ ◦ i(α) ◦ φ−1 =
i(α), because that is how I chose φ. But we also know, as proven above,
φ ◦ i(α) ◦ φ−1 = i(φ(α)). We know that i is injective, so φ(α) = α. This is
true for all α ∈ G, thus φ = idG. So C Aut (G)(Inn (G)) = {idG}.

The sequence 0 → G
i−→ Aut (G)

j−→ Out (G) → 0 is split, because G is
injective. Let s : Out (G) → Aut (G) be a section such that s(Out (G)) C
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Aut (G). This section exists because of lemma 2.4. Also holds Inn (G) C
Aut (G). This is always true, see [7].

We know s(Out (G)) ∩ Inn (G) = {e}, thus [s(Out (G)), Inn (G)] = {e}
(lemma 2.3). Therefore s(Out (G)) ⊂ C Aut (G)(Inn (G)) = {idG}. So
s(Out (G)) = {idG}. Because s is injective follows Out (G) = {idG}.

(⇐). Let 0 → G
f−→ B

g−→ C → 0 be a short exact sequence. Let φ : B →
Aut (G), b 7→ (x 7→ bxb−1). Note that this function is well-defined because
G C B. Because f is injective, I consider G ⊂ B with f the inclusion.
Note: φ|G is an isomorphism because G is complete. Consider the following
diagram:

G
f−−−−→ B

i

y φ

y
Aut (G) Aut (G)

I will define a retract from B to G through Aut (G). Let r = φ|−1G ◦ φ.

It is clear that holds r ◦ f = idG. Also r is an homomorphism because φ is.
Thus r is a retract and, using lemma 2.2, the sequence is split. �
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