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1 Introduction

This thesis is about a subject in the field of cryptology called algebraic manip-
ulation detection codes, or AMD-codes for short. We will discuss different ways
of constructing these codes, and prove some theorems about them. Parts of this
thesis will consist of theorems and definitions which are already known. These
are mostly taken from the paper by R. Cramer, S. Fehr and C. Padró [1]. We
will also introduce several concepts from other fields of cryptology and mathe-
matics. For example, we will discuss authentication codes and some theorems
known from combinatorics. However, the aim is to give a more elaborate expla-
nation of the known constructions, and show some new results. But before we
will talk about exactly what these codes are and what they do, we will discuss
cryptology in general.

There are a couple of things to keep in mind when talking about this field. First,
one must always take into account that cryptology has two goals. One goal is
to make certain things secure against a so-called adversary. Of course, there are
many different kinds of security, but we will not talk about those now. Think
for example about secure storage, secure message transmission, etc. The other
goal is to break this security, usually called cryptanalysis. Therefore, someone
working on cryptology will have to switch all the time between two ways of
thinking. He will try to create something that has a certain functionality (with
security), and then switch to the point of view of the adversary and try to
break the security he has just created. Only when the last step fails will he have
something useful. This is something to keep in mind, especially when looking at
error probabilities. When we try to determine what chance our adversary has
of breaking our security, we will look at it from his point of view, which might
sometimes be confusing.

For example, look at one-time pad encryption. This is a very simple idea: Alice
wants to send a secret message to Bob. However, there is a chance that this
message will be intercepted. In order to make sure that Eve, who is listening on
the channel between Alice and Bob, cannot find out what the message is, Alice
encrypts it. We assume here that Alice and Bob have a secret key which only
they two know about. Then, from the point of view of Alice and Bob, it does
not matter if the message is encrypted or not, since they can read it anyway (by
decoding if necessary). However, from the point of view of Eve, the encoded
message is just that (since she does not have the key used to encode it), and
she will have to find another way to break the encryption.

In this case, the difference between the points of view of both is very clear. In
more involved situations however, it sometimes becomes difficult to keep track
of what our adversary does or does not know. In this thesis, you will encounter
some of these situations. Hopefully, the explanation given will be enough to get
a good feeling of what is happening.
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2 What are AMD codes?

Before giving an exact definition, we will first look at the general idea behind
an AMD-code. First, we must consider the notion of an abstract storage device,
called Σ(G). This storage device holds an element g from an finite abelian group
G, in such a way that our adversary does not have any clue about the stored
information. More formally, we could say that the a priori information our ad-
versary has about the stored information does not increase when he is allowed
access to Σ(G). However, he is allowed to add another element δ ∈ G to the
one already stored, so that g+δ is now the element in our device. Note that the
choice of δ our adversary must make can only be based on what he already knew
about g before it was stored in the device. This idea might seem a little strange
at first, but later it will become clear why we use this Σ(G) and how it models
certain scenarios we encounter in practice. Now suppose our adversary has in-
deed added a δ 6= 0 to our g ∈ Σ(G). Then, if we open the device, g + δ comes
out and we have no way of finding out what δ or g is. So, although our adversary
has no information about the data stored in the device, he can make sure that
when we open it, we retrieve a value different from the one we stored. It is clear
this is an unwanted situation. Therefore, we need to find a way to store data
in Σ(G) in such a way that when our adversary alters the data, we can detect it.

This is where AMD codes come into play. What an AMD-code does is proba-
bilistically encode a source s from a predetermined set S as an element g ∈ G.
Given such an encoding g, there is a unique s which encodes to it, i.e. g is
uniquely decodable. Instead of just putting the information s we want to store
in our device, we now store the encoding of our information, g. If g is altered by
our adversary, we will (by the properties of the AMD-code) detect this except
with a small error probability ε. Note that there is no need for a secret key, i.e.,
the information stored in Σ(G) alone is enough to recover the original data if
no alteration by an adversary is detected.

There are two types of AMD codes, called weakly and strongly secure. In the
weakly secure case, the source s is uniformly distributed from the point of view
of the adversary. In the strongly secure case, sometimes just called secure for
simplicity, security still holds if our adversary knows s. In fact, he can even
choose it himself to optimise his chances of fooling us. Note that in both cases,
the information stored in Σ(G) is hidden from the adversary, the only difference
lies in the fact whether or not they know the source state. In order to get this
kind of security, the size of the encoding space G must be bigger then that of
the source space S. In 2.2, a lower bound will be shown on this increase in
size. As we will see, the increase of size is not always equal to the lower bound.
Therefore, we introduce the notion of overhead and effective overhead. These
determine the increase of the storage space needed to store the encoding instead
of the source. They also allow us to compute how far we are from the lower
bound on the size of the encoding space.
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2.1 Definition of an AMD-code

Let m,n ∈ N+, with m ≤ n, and let 0 < ε ≤ 1.

Definition 2.1.1. An (m,n)-algebraic manipulation detection code, or (m,n)-
AMD code for short, is a probabilistic encoding function E : S → G from a set
S of size m into a finite abelian group G of order n, together with a decoding
function D : G→ S ∪ {⊥} such that D(g) = s if g = E(s) for some s ∈ S, and
⊥ otherwise.

The idea behind our decoding function D is that if we decode an encoding of an
element s ∈ S, we always get s, since we want unique decodeability. However,
if we try to decode an element g ∈ G that is not an encoding, we know that our
stored data has been corrupted and we output the ”T upside down”, known as
”bot”. Note that if we want our adversary’s chances of fooling us to be small,
the probability that E(s) + δ = E(s′) must be small. In words: if the adversary
adds an element δ to our encoding, the chance that the result is an encoding
of a different source state s′ must be small. This idea is written down more
precisely in the following two definitions:

Definition 2.1.2. An (m,n)-AMD code is called weakly ε-secure if the following
holds: For s sampled at random from S, and for δ sampled from G according to
some distribution independent of s and E(s), the probability that D(E(s)+ δ) =
s′ 6= s is at most ε.

Note that in this definition, the source state s is uniformly distributed from the
point of view of our adversary. Therefore, his distribution on δ is independent
of not only E(s), but also of s. The case where our adversary is allowed to know
s, and is in fact even allowed to pick one to optimise his probability of breaking
the code, is defined below:

Definition 2.1.3. An (m,n)-AMD code is called strongly ε-secure, or simply
ε-secure, if the following holds: For any s ∈ S, and for δ sampled from G
according to some distribution independent of E(s) when given s, the probability
that D(E(s) + δ) = s′ 6= s is at most ε.

Finally, an AMD code is called systematic if the source set S is a group and the
encoding is of the form

E : S → S × G1 × G2

s 7→ (s, x, f(x, s)),

for a function f , and where x ∈R G1.

At this point, the reader very much interested in the motivation behind using
AMD codes could skip ahead to chapter 3. This chapter will continue with some
theorems about AMD codes and an example.
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2.2 Lower bound on n

It is obvious from the definition that n must be at least as large as m (else
we would not have unique decodeability). The question however is: how much
bigger does n have to be? In this section, lower bounds on n will be proved for
the weakly and strongly secure case.

Let m,n ∈ N+, with m ≤ n, and let 0 < ε ≤ 1. Also, let (E,D) be the encod-
ing respectively decoding function for an (m,n)-AMD code, with E : S → G
and D : G → S ∪ {⊥}. We will also need D−1(s), which is defined as the set
{g ∈ G : D(g) = s}. It is clear that for all s, s′ 6= s ∈ S the following holds:
D−1(s) ∩D−1(s′) = ∅ and |D−1(s)| ≥ 1.

We are now ready to state and prove the lower bounds:

Theorem 2.2.1. Any weakly ε-secure (m,n)-AMD code satisfies:

n ≥ m− 1
ε

+ 1

Proof. In the weakly secure case, s is uniformly distributed. We sample δ 6= 0
at random from G, independent of s and E(s). From definition 2.1.2 we know
that the probability that D(E(s) + δ) = s′ 6= s is at most ε. Writing E for the
expectation over s and E(s), it follows that

ε ≥ E [|δ ∈ G : E(s) + δ ∈ ∪s′ 6=sD−1(s′)|]
n− 1

=
E [

∑
s′ 6=s |D−1(s′)|]
n− 1

≥ m− 1
n− 1

and then we know n ≥ m−1
ε + 1.

The proof for the strongly secure case is quite similar:

Theorem 2.2.2. Any (strongly) ε-secure (m,n)-AMD code satisfies:

n ≥ m− 1
ε2

+ 1

Proof. In the strongly secure case, s is fixed. Then, we know that |D−1(s)| ≥ 1
ε .

This is not hard to see, for example, take ε = 1
3 . Then |D−1(s)| ≥ 3 has to

be true, because if |D−1(s)| = 2, E(s) is known with probability 1
2 (since s is

fixed) and therefore the code is broken. Now, we arrive at an expression similar
to the one above:

ε ≥ E [|δ ∈ G : E(s) + δ ∈ ∪s′ 6=sD−1(s′)|]
n− 1

=
E [

∑
s′ 6=s |D−1(s′)|]
n− 1

≥ m− 1
ε(n− 1)

and then we know n ≥ m−1
ε2 + 1.

Note that in this case, E is the expectation over E(s) when given s, since our
adversary knows s.

Armed with these bounds, we are now ready to look at the overhead and effective
overhead.
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2.3 Overhead and effective overhead

From the previous section, it is clear that an encoding of a source state is
”bigger” than the source state itself. The difference in size between the two is
a measure of how efficient our code is, which we will call the overhead.

Definition 2.3.1. The overhead ω̄ of an (m,n)-AMD code is defined as ω̄ =
log(n)− log(m).

The log here is actually the base 2 log, so that log(n) gives us the amount of
bits needed to store n in a computer (using binary numbers). The problem here
is that the notion of overhead is not very useful in practice. Usually, one wants
to specify the error probability and bit length of the source state that is to be
encoded, and then look at how much extra storage space is needed to achieve
this. To do this, we need a different way of looking at AMD codes. Instead
of looking at one specific instance of an AMD code, we now look at a whole
class of codes, each one tailored to fit parameters concerning input and error
probability. This gives us the following definition:

Definition 2.3.2. An AMD code family is a class of AMD codes such that for
any κ, ` ∈ R+ there exists a (m,n)-AMD code in that class with m ≥ 2` and
ε ≤ 2−κ.

Now, we can look at the effectiveness of codes with specified error probability
and bit length of the source state in the following way:

Definition 2.3.3. The effective overhead ω̄∗ of an AMD code family is a func-
tion that maps κ, ` ∈ R+ to ω̄∗(κ, `) = min(log(n)−log(m)), where the minimum
is taken over all (m,n)-AMD code which satisfy m ≥ 2` and ε ≤ 2−κ.

We will from now on just talk about the effective overhead of an AMD code,
meaning that we actually look at the effective overhead of the AMD code family
obtained by varying the parameters of the code.

Since we know lower bounds for n with respect to m (see previous section), we
can also compute lower bounds for the effective overhead of AMD codes. Our
goal will of course then be to find AMD codes that are as close as possible to
these lower bounds.

Theorem 2.3.4. The effective overhead of a weakly ε-secure AMD code is lower
bounded by

ω̄∗(κ, `) ≥ κ− 2−`+1

Proof. We have already shown that n ≥ m−1
ε + 1 for any weakly secure (m,n)-

AMD code (Theorem 2.3.1). Then, we know that log(n) ≥ log(m−1
ε + 1).

Substituting this in our equation gives

log(
m− 1
ε

+ 1)− log(m) ≥ log(
m− 1
ε

)− log(m) = log(
m− 1
m

)− log(ε)

Now, we know that ε ≤ 2−κ, so − log(ε) ≥ − log(2−κ) and thus

log(n)− log(m) ≥ κ+ log(
m− 1
m

) = κ+ log(1− 1
m

).

Since m ≥ 2−`, we know − 1
m ≥ −2−` and log(n)− log(m) ≥ κ+ log(1− 2−`).

We now need the following lemma:
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Lemma 2.3.5. For 0 ≤ x ≤ 1
2 , the following inequality holds:

log(1− x) ≥ −2x

Proof. First, note that equality holds for x = 0 and x = 1
2 . We know that −2x

has a constant first derivative which is −2. Now, the first derivative of log(1−x)
is −1

(1−x) ln(2) . Since 0 ≤ x ≤ 1
2 , the first derivative of the log is negative on the

interval and therefore the original function is decreasing. The second derivative
then becomes −1

(1−x)2 ln(2) , which is clearly always negative on our interval. This
means log(1− x) is decreasing at an increasing rate between x = 0 and x = 1

2 ,
and therefore must be above −2x between the bounds of the interval.

See below for a plot of the two functions:

log(1-x) -2x

x
0.1 0.2 0.3 0.4 0.5

K1.0

K0.8

K0.6

K0.4

K0.2

0.0

We will now use this lemma to simplify our previously found expression:

log(n)− log(m) ≥ κ+ log(1− 2−`) ≥ κ− 2 · 2−` ≥ κ− 2−`+1
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The bound and its proof is much the same for strongly secure codes:

Theorem 2.3.6. The effective overhead of a strongly ε-secure AMD code is
lower bounded by

ω̄∗(κ, `) ≥ 2κ− 2−`+1

Proof. We have already shown that n ≥ m−1
ε2 +1 for any strongly secure (m,n)-

AMD code (Theorem 2.3.2). Then, we know that log(n) ≥ log(m−1
ε2 + 1).

Substituting this in our equation gives

log(
m− 1
ε2

+1)−log(m) = log(
m− 1 + ε2

ε2
)−log(m) = log(m−1+ε2)−log(ε2)−log(m)

Now, we know that ε ≤ 2−κ, so − log(ε2) ≥ − log(2−2κ) and thus

log(n)− log(m) ≥ 2κ+ log(m− 1 + ε2)− log(m) = 2κ+ log(1− 1
m

+
ε2

m
).

Since ε2

m is very small, we will just ignore it, and the rest of the proof becomes
analogous to that of the weakly secure case. Thus, our equation becomes:

log(n)− log(m) ≥ 2κ− 2 · 2−` ≥ 2κ− 2−`+1

Since we know that 2−`+1 will usually be very small in practice, we can see that
the minimal effective overhead of weakly resp. strongly secure AMD codes is
essentially κ resp. 2κ. Our constructions will of course try to get as close as
possible to this bound.

2.4 Example of a weakly secure AMD code

We will now present a simple example of an AMD code and its parameters:

Let F be a finite field of characteristic q 6= 2. Consider the following AMD-code,
due to Cabello, Padró, and Sáez [6]:

E : F → F× F
s 7→ (s, s2)

Theorem 2.4.1. The above (q, q2)-AMD code E is weakly ε-secure, where ε =
1
q . Its effective overhead is ω̄∗(κ, `) ≥ max(κ, `).

Proof. It is clear that E is an (q, q2)-AMD code. Now, we need to determine ε.
Fix an arbitrary translation (∆s,∆s2) ∈ F× F with ∆s 6= 0. Now, we need to
count the number of different s that solve

(s+ ∆s)2 = s2 + ∆s2

s2 + 2s∆s+ (∆s)2 = s2 + ∆s2

2s∆s = ∆s2 − (∆s)2

s =
∆s2 − (∆s)2

2∆s

8



There is clearly only one solution for this equation, since ∆s2 and (∆s)2 are
fixed. Therefore, our error probability ε becomes 1

q .
Regarding the overhead, we see that ω̄ = log(n)− log(m) = log(q2)− log(q) =
log(q). However, if we consider the effective overhead, we get parameters (κ, `)
and we need to find the code which satisfies m ≥ 2` and ε ≤ 2−κ with the
lowest possible overhead. However, from the 2 given inequalities we get q ≥
2` ⇒ log(q) ≥ ` and q ≤ 2−κ ⇒ log(q) ≥ κ. So, our effective overhead ω̄∗ is at
least κ or `, depending on which is bigger.

In practice, our ` will usually be much larger than κ. Therefore, we can see
that although the overhead seems close to optimal, the effective overhead can
be very high in certain situations. Note that the decoding function is not listed
above. This is done because it should be clear from the encoding function how
the decoding function should work, i.e. we decode to s if the pair (s, s2) is
correct, and output ⊥ otherwise. In the remainder of this thesis, the decoding
function will only be listed if necessary.
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3 Motivation for using AMD codes

A question we want to answer is of course: what are AMD codes good for? In
the introduction of AMD codes we spoke about the ”abstract storage device”.
We did not go into further detail about it then, but now we will see this device is
not as abstract as it seems. Giving two practical applications, we will show that
the properties of the abstract storage device are what they are for a purpose.

3.1 Using AMD codes for robust secret sharing

Secret sharing is a way to distribute a secret over multiple players, in such a way
that certain subsets of them can reconstruct the original secret. For example,
a (t, n)-threshold sharing scheme (1 ≤ t < n) will allow any group consisting of
p > t players to reconstruct the secret. If there are equal or less than t players
present, no information at all is known about the secret. Note that t is consid-
ered to be a bound on the amount of players an adversary can corrupt, so that
the adversary can never find out anything about the secret. There are many
ways of doing this, but we will just consider a well known scheme known as
Shamir’s secret sharing scheme [5]. The below facts also hold for general linear
secret sharing schemes. Let F be a finite field and let n be a positive integer
with |F| > n. Let x1, . . . xn ∈ F be distinct, fixed, non-zero elements. Assume
that the secret s is also an element of F. Then the scheme works as follows:

• Select a polynomial f(x) ∈ F[X] uniformly random, with the property
that deg f ≤ t and f(0) = s.

• For i = 1 . . . n, define
si = f(xi),

the i -th share of the secret s.

Then each player i receives his or her share si. What we want from the scheme
are the following two properties:

• Correctness: any subset of p > t players should be able to reconstruct the
secret s uniquely.

• Secrecy: any subset of p ≤ t players has no information at all about s.

What we mean by secrecy is that the knowledge about the secret s is not
increased by putting the shares of p ≤ t players together. We will argue that
Shamir’s scheme has these two properties by using the Lagrange Interpolation
Theorem:

Theorem 3.1.1. (Lagrange) Let F be a field, and m a positive integer. Con-
sider m points (x, y) ∈ F2 with distinct x-coordinates. Then there exists a
unique polynomial f(x) with deg f < m that passes through the given points,
i.e. f(x) = y for all given pairs (x, y).

Since this is a well-known theorem that can be proved in many ways, we will
omit the proof here. Instead, we will use it to show that our scheme has the
desired properties.
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• Correctness: any subset of p > t players should be able to reconstruct
the secret s uniquely. We know that our players each have a point on a
polynomial with distinct x-coordinates. If we take a set of t + 1 players,
we can interpolate a polynomial g(x) with deg g ≤ t which passes through
these points. We also know that deg f ≤ t, and f also passes through the
points used to interpolate g. Then, by the uniqueness of the interpolating
polynomial, we know f = g, and then g(0) = f(0) = s.

• Secrecy: any subset of p ≤ t players has no information at all about
s. Consider a set of t players. Fix a guess s′ ∈ F for the real secret
s. We add the point (0, s′) to the points already known. Then, by the
Lagrange Interpolation Theorem, there exists a unique polynomial fs′(x)
with deg f ≤ t, which passes through all points our set of t players has.
Therefore, from the point of view of the adversary, every guess for s is
equally likely to be correct, and hence he gains no extra information about
it.

It is immediately clear from the properties of the scheme that if our adversary
controls p > t players, he knows what the secret is. However, a possibility we
must also consider is the fact that our adversary might try to trick us into recon-
structing the wrong secret. This is where AMD codes come into play. Instead of
sharing our secret s, we instead share an encoding E(s). Then, if every player
used in the reconstruction is honest, E(s) will be produced and after decoding
we get our original secret s. Now assume at least one player is corrupted, and
sends in a different share at reconstruction time. Then, instead of reconstruct-
ing E(s), we reconstruct E(s) + δ. Note that the linearity of the scheme allows
our adversary to choose this δ.

From this observation, it immediately follows that our adversary should not be
rushing. A rushing adversary is allowed to wait until the honest players have
submitted their shares (during reconstruction), before sending his own corrupt
share(s). So, if our adversary is rushing, he can adopt the following strategy:
first, he corrupts one player. He then waits for all the other players to sub-
mit their share in the reconstruction phase. He now has enough information
to reconstruct E(s). But if the adversary knows E(s), and he can choose δ as
described above, he can break the AMD code (and therefore the secret sharing
scheme). In fact, he can even choose the s′ that will be decoded. To do this,
he first chooses an s′. He then computes E(s′) and δ = E(s′) − E(s). Then,
E(s)+δ is reconstructed to be E(s′), and s′ will be decoded. Therefore, we must
assume our adversary is non-rushing, i.e. he has to choose his corrupt shares
before reconstruction begins. Then, by the properties of the AMD code, the
cheating is detected except with a small error probability. This kind of secret
sharing scheme is called robust [8, 9].

Unfortunately, our decoding function outputs ⊥ if this happens, so we seem to
have no way of recovering the original s. In secret sharing schemes, we know that
we need t < n

3 in order to have perfect reconstruction of a secret. However, in
a robust setting, t < n

2 is enough to reconstruct except with a small probability
related to the error probability of the AMD code. This is easily seen: if t < n

2 ,
then there is at least one set of t+1 players of which none is corrupt. Therefore, a
(computationally rather inefficient) method of reconstruction is to just execute
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the reconstruction phase on each subset of qualified players [7]. Note that if
our adversary succeeds in breaking the AMD code, we have a qualified set of
players (at least one of which is corrupt), which reconstruct without detection
of an error. This means the error probability of reconstruction is related to that
of the AMD code used (and thus, the error probability of the robust scheme).

3.2 Using AMD codes for secure message transmission

A problem in cryptology which is related to that of secret sharing is secure mes-
sage transmission [10, 11]. In this setting, we have a sender S and a receiver R.
S and R are connected by a synchronous network of n noiseless channels. Of
course, there is also an adversary trying to corrupt these channels. If a channel
is corrupted by an adversary, it means he has total control over it. He can
change messages that are sent over it, inject messages of his own and schedule
delivery of the messages any way he likes. We assume that channels that are not
corrupted are private, i.e., the adversary has no knowledge at all about what is
transmitted over them. There is an upper bound t on the number of channels
the adversary can control.

In a SMT protocol, S has a message he wants to communicate privately and
reliably to R. This means R receives the correct message with probability 1 and
the adversary learns no new information about the message sent. Either S or R
has to start the protocol, by sending something over the n channels (possibly an
empty message). This is done in one round. In the second round, the direction
is reversed, and the other party sends messages back, and so forth.

A SMT protocol is called perfect if both privacy and reliability hold with prob-
ability 1. In fact, most research done in the area of SMT concerns perfect SMT
(PSMT) protocols. Since our AMD codes always have an nonzero error proba-
bility, their are not really useful to do PSMT. If n > 3t + 1, we can do PSMT
in one round using Shamir’s secret sharing scheme as follows:

In an initialization phase, S and R agree on parameters t, n a field K with
|K| > n, and distinct, non-zero x1, . . . , xn ∈ K (the interpolation points for
the secret sharing scheme). Now, S wants to send a message. What he does
is compute a vector of shares (s1, . . . , sn) according to Shamir’s secret sharing
scheme. He then simply sends share si over channel i. R then receives a vector
(s̃1, . . . , s̃n), possibly altered by the adversary (as indicated by the tildes). If
R receives a full correct vector of shares, he simply executes the reconstruction
phase of Shamir’s scheme. If some shares are not or incorrectly received, he
uses the Berlekamp/Welch error correction algorithm to obtain a full vector of
shares. Since Shamir’s scheme provides secrecy, our adversary learns nothing
about the message m.

Now, suppose we want to communicate a message m in one round, but we can
only guarantee n > 2t+ 1. If we want to do PSMT with n > 2t+ 1, we need at
least two rounds. Therefore, given that we only have one round, we will have to
accept a nonzero probability that the message does not arrive. There is a way
of doing this using authentication codes, but it is rather involved. We will see
that using AMD codes, this can be done in an elegant way as follows:
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As before, R and S have an initialization phase to agree on parameters. Now, S
wants to send a message m. He first uses a weakly secure AMD code to encode
m to e. Note that a weakly secure code can be used, because the adversary
has no knowledge about the source state. Then, he computes a vector of shares
(s1, . . . , sn) for e, according to Shamir’s secret sharing scheme. He simply sends
share si over channel i. R then receives a vector (s̃1, . . . , s̃n), possibly altered
by the adversary (as indicated by the tilde). Since n > 2t+ 1, there is a set of
at least t+ 1 uncorrupted channels. So, what we do is simply invoke the recon-
struction algorithm on each set of t + 1 shares, until no error is detected. For
more information concerning reconstruction in robust secret sharing schemes,
please see [7].

4 Weakly secure AMD codes based on differ-
ence sets

In this section, difference sets will be used to construct AMD codes. We will also
list some important theorems about difference sets (all of these can be found in
[2]).

4.1 Definition of difference sets

We will start with introducing the concept of a difference set. Let G be an
abelian group of order v.

Definition 4.1.1. A (v, k, λ)-difference set in G is a subset D ⊆ G with #D =
k such that every nonzero g ∈ G occurs exactly λ times in the multiset (x− y :
x, y ∈ D) of differences.

To make this definition more clear, we will look at a simple example. Consider
{1, 2, 4} ∈ Z7. Then we have:

2− 1 = 1 1− 4 = −3 = 4
4− 2 = 2 2− 4 = −2 = 5
4− 1 = 3 1− 2 = −1 = 6

Therefore, since every nonzero g ∈ G occurs exactly once as a difference of 2
elements in {1, 2, 4}, this set is a (7, 3, 1) difference set in Z7. Other examples:
{0, 1, 3, 9} in Z13 is a (13, 4, 1) difference set.
{1, 3, 9, 5, 4} in Z11 is a (11, 5, 2) difference set.

An interesting fact to note is that v, k, and λ are related by the following
formula:

λ(v − 1) = k(k − 1)

This is easily seen to be true, because there are v − 1 nonzero elements in G,
and each of those elements occur λ times in the multiset (x − y : x, y ∈ D),
which has size k(k − 1).
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A difference set with 1 < k < v − 1 is called nontrivial. A difference set with
λ = 1 is usually called planar or simple. We now know enough to look at the
construction of AMD codes from difference sets.

4.2 Constructing AMD codes from difference sets

The following construction is due to Ogata and Kurosawa [12]. Let D be a
(v, k, λ)-difference set in G. Then, we can construct an AMD code as follows:

E : D → G

s 7→ s

Theorem 4.2.1. The above (k, v)-AMD code E is weakly ε-secure, where ε = λ
k .

Proof. It is immediately clear that E is a (k, v)-AMD code. Now we have to
argue that ε = λ

k . First, we fix a translation δ 6= 0 ∈ G. Then, we count
how many s ∈ D there are such that s + δ ∈ D. But by the properties of
the difference set, δ occurs exactly λ times as a difference of two elements in D.
Therefore, since δ is chosen independently from s, the probability that s+δ ∈ D
is at most λ

k .

Note that this is only a weakly secure AMD code, because if the source state is
known to the adversary, he also knows the encoding and the code is broken.

In fact, in the proof of this theorem, we have never used the fact that every
nonzero element occurs exactly λ times. This leads to the following interesting
definition:

Definition 4.2.2. A (v, k, λ)-bounded difference set in G is a subset D ⊆ G
with #D = k such that every nonzero g ∈ G occurs at most λ times in the
multiset (x− y : x, y ∈ D) of differences.

If we create a weakly secure AMD code from a bounded difference set, it has
exactly the same properties as one created from a normal difference set. How-
ever, since a bounded difference set has relaxed combinatorial conditions, we
could argue that there are probably more bounded difference sets than normal
ones, and therefore more opportunities to create AMD codes from them. Unfor-
tunately, all known important theorems about difference sets are about normal
difference sets. Therefore, in the next subsections, we will focus on these instead
of the possibly more promising bounded set approach.

4.3 Difference sets based on quadratic residues

Now that we know how to build AMD codes from difference sets, we would
like to have a list of difference sets to choose from. One way of constructing
difference sets is based on quadratic residues. The following theorem gives us a
way of doing this:

Theorem 4.3.1. (Paley,Todd) Let q = 4n − 1 be a prime power. Then the
set D of nonzero squares in Fq is a (4n− 1, 2n− 1, n− 1)-difference set in the
additive group of Fq.
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Proof. It is well known that |D| = 2n−1. Since D is invariant under multiplica-
tion by elements of the set S of nonzero squares (a2b2 = aabb = abab = (ab)2),
the multiset M of differences from D has the same property. Also, M is in-
variant under multiplication by −1 (since this just turns (a − b) into (b − a)).
Since q ≡ 3 mod 4, −1 6∈ S and every nonzero element of Fq is either in S or
of the form −s for s ∈ S. From this we can conclude that M is invariant under
multiplication by all nonzero elements in Fq and so D is a (4n − 1, 2n − 1, λ)-
difference set. Since λ(v−1) = k(k−1) (this follows straight from the definition
of a difference set), we know that λ = (2n−1)(2n−2)

4n−2 = n− 1.

Using theorem 4.2.1, we can construct (2n−1, 4n−1) weakly secure AMD codes
with error probability ε = n−1

2n−1 ≈
1
2 from these kind of difference sets. Note

that here there is no possibility to vary the error probability, which is clearly
an unwanted situation.

4.4 Singer’s theorem

Another way of constructing difference sets is by Singer’s theorem. This theorem
identifies hyperspaces in Pn(Fq) with difference sets. The formal statement
of this theorem and its proof require some combinatorics, so we will not list
them here. Instead, the reader is invited to read about this in [2]. However,
we will speak informally about this theorem and show how difference sets are
constructed from it in practice. What happens is that hyperspaces in Pn(Fq)
are identified with difference sets with the following parameters:

v =
qn+1 − 1
q − 1

, k =
qn − 1
q − 1

, λ =
qn−1 − 1
q − 1

.

Note that these difference sets are subsets of the cyclic group of order v. Now, we
will talk about how to do this. Let ω be a primitive element of Fqn+1 and define
v = qn+1−1

q−1 . Note that v is equal to the number of points in Pn(Fq). This is
true because the points in Pn(Fq) are equivalence classes of points in An+1(Fq),
where two points are equivalent if for x,y ∈ An+1(Fq) 6= 0 holds that λx = y
for some λ ∈ Fq 6= 0. Since there are qn+1 − 1 points in {An+1(Fq) 6= 0}, and
every point is equivalent to q − 1 other points, the number of points in Pn(Fq)
will become qn+1−1

q−1 . The cyclic multiplicative group 〈ω〉 of Fqn+1 has a unique
subgroup of order q − 1, being

〈ωv〉 = {ω0 = 1, ωv, ω2v, . . . , ω(q−2)v}.

However, the multiplicative group of Fq also has order q − 1, so we conclude
that Fq = {0, ωv, ω2v, . . . , ω(q−2)v}. Now two ”vectors” ωi and ωj in Fqn+1 ,
considered as vector space over Fq, represent the same projective point if ωi =
λωj for λ ∈ Fq 6= 0. This is the same as saying that i ≡ j mod v. Thus, we
now have a bijection between the projective points and the group Zv of residue
classes modulo v:

0↔ x0 = {0, ω0, ωv, ω2v, . . . , ω(q−2)v}
1↔ x1 = {0, ω1, ωv+1, ω2v+1, . . . , ω(q−2)v+1}

...
v − 1↔ xv−1 = {0, ωv−1, ω2v−1, ω3v−1, . . . , ω(q−1)v−1}
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Now, a difference set is obtained by taking any n-dimensional subspace S of
Fqn+1 , and let D = {i ∈ Zv : xi ∈ S}.

Example:
Take n = 2, q = 5. We will construct a (31, 6, 1)-difference set. A zero ω of
the polynomial x3 + x2 + 2 is a primitive element of F53 (because F5(ω) gives
us an extension of F5 of degree 3 which is F53) and 1, ω, ω2 form a basis for
F53 as a vector space over F5. The 124 nonzero elements of F53 fall into 31
cosets modulo the subgroup 〈ω31〉 = {3, 4, 2, 1} = F5 \ {0}, each coset being the
nonzero elements of a 1-dimensional subset. We will take U = span{1, ω} as
our 2-dimensional subspace. Representatives of the projective points on U are
1, ω, ω + 1, ω + 2, ω + 3, ω + 4 and after some calculations we get that

1 = ω0

ω = ω1

ω + 1 = ω29

ω + 2 = ω99

ω + 3 = ω80

ω + 4 = ω84

For example, (ω + 1) · ω2 = ω3 + ω2 = −2 (because of the given polynomial
relation ω3 + ω2 + 2 = 0), and −2 = 3 = ω31, so ω + 1 is ω31

ω2 = ω29. Tak-
ing the exponents modulo 31, we obtain the following difference set in Z31:
{0, 1, 29, 6, 18, 22}.

4.5 The Multiplier Theorem

Another important theorem concerning the existence of difference sets is the
multiplier theorem. In order to prove this theorem, we first need to introduce
group rings. Let R be a ring (commutative with one) and G a finite abelian
group. The elements of the group ring R[G] are formal sums

A =
∑
g∈G

agx
g

where ag ∈ R for each g ∈ G. What this sum does is giving every element in
G a corresponding element in R, so each mapping G → R corresponds to an
element in the group ring. Addition and scalar multiplication are defined just
like you would expect with sums:∑

g∈G
agx

g +
∑
g∈G

bgx
g =

∑
g∈G

(ag + bg)xg,

c
∑
g∈G

agx
g =

∑
g∈G

(cag)xg.

Multiplication is defined by

∑
g∈G

agx
g

∑
g∈G

bgx
g =

∑
g∈G

 ∑
h+h′=g

ahbh′

xg.
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Then, taking x0 ∈ R[G] as the unit element for multiplication (which we denote
by 1), these definitions make R[G] a ring. We will look mostly at group rings
where the ring we are working with is that of the integers, i.e. Z[G]. For a
subset A ⊆ G, we define A(x) ∈ Z[G] by A(x) =

∑
g∈A x

g. Now, let A,B ⊆ G.
Then:

A(x)B(x) =
∑
g∈G

cgx
g,

where cg is the number of times g occurs in the multiset (h + h′ : h ∈ A, h′ ∈
B). We define A(x−1) as

∑
g∈A x

−g. We are now ready to ”translate” the
requirements on a difference set to an equation using group rings. Let G be a
group of order v, and D ⊆ G with #D = k. Then D is a (v, k, λ)-difference set
in G if and only if the following equation holds:

D(x)D(x−1) = n+ λG(x),

with n = k − λ. This is not hard to see, since in a difference set, every nonzero
element of G occurs λ times in the multiset of differences. However, when stated
in group ring terms, we also get 0 ∈ G k times because we can take an element
in D and take the difference with itself. Since λG(x) already gives us λ zeros,
we need to add another n times zero to our equation, and x0 = 1.

Now, we define what a multiplier of a difference set is. Let G be an abelian
group and D a difference set in G. An automorphism α of G is said to be a
multiplier of D if and only if α(D) = D+ g for some g ∈ G. For example, 3 is a
multiplier of the (13,4,1)-difference set {0, 2, 3, 7} ∈ Z13, because 3 ·{0, 2, 3, 7} =
{0, 6, 9, 8} = {7, 0, 3, 2}+ 6. If x 7→ tx is a multiplier of a difference set D ∈ G,
we say that t is a numerical multiplier of D. A fact which is not immediately
clear is that all known cyclic difference sets have a nontrivial multiplier. We are
now ready to state the famous multiplier theorem:

Theorem 4.5.1. (Hall, Ryser) Let D be a (v, k, λ)-difference set in an abelian
group G of order v. Let p be a prime, p|k − λ, (p, v) = 1, p > λ. Then p is a
numerical multiplier of D.

Note that as above, n = k − λ, to simplify our notation. We will use 2 lemmas
to prove this theorem, just like the proof in [2].

Lemma 4.5.2. Let p be a prime and A ∈ Z[G]. Then

(A(x))p ≡ A(xp) mod p

Proof. We use induction on the number of nonzero coefficients of A(x). The
lemma trivially holds for A(x) = 0. Now if A(x) = cxg +B(x) with (B(x))p ≡
B(xp) mod p, then

(A(x))p = (cxg +B(x))p ≡ (cxg)p + (B(x))p

= cpxpg + (B(x))p ≡ cxpg +B(xp) = A(xp)

Lemma 4.5.3. Let α be an automorphism of G and let D be a (v, k, λ)-
difference set in G. Consider

S(x) = D(xα)D(x−1)− λG(x).

Then α is a multiplier of D if and only if S(x) has nonnegative coefficients.
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Proof. ⇒: If α is a multiplier of D, then we know from the previous that
α(D) = D + g, which we state in group ring terms as D(xα) = xg · D(x) for
some g ∈ G, and then we have

D(xα)D(x−1) = xg ·D(x)D(x−1) = xg(n+ λG(x)) = nxg + λG(x).

Note that G(x) is invariant under multiplication with elements g ∈ G. So,
assuming α is a multiplier of D, we have that S(x) = nxg for some g ∈ G and
thus has nonnegative coefficients.
⇐: We consider:

S(x)S(x−1) = (D(xα)D(x−1)− λG(x))(D(x−α)D(x)− λG(x))
= (n+ λG(x))2 − 2λk2G(x) + λ2vG(x),

because D(xα)D(x−1) · −λG(x) = (−λG(x)D(xα))D(x−1). Note that since for
any A ⊆ G : A(x)G(x) = |A|G(x), we have G(x)2 = vG(x). Now, we simplify
the expression we found:

(n+ λG(x))2 − 2λk2G(x) + λ2vG(x)
= n2 + 2λ(n+ λv − k2)G(x) = n2,

because n+λv−k2 = k−λ+λv−k2 = λ(v−1)+k−k2 = λ(v−1)−k(k−1) = 0.
Suppose now that S(x) =

∑
g∈G sgx

g with nonnegative coefficients sg. If sg > 0
and sh > 0 for g, h ∈ G, then the coefficient of xg−h in S(x)S(x−1) = n2, is at
least sgsh, which is larger than zero, and so xg−h = x0, so g = h. Now, we have
shown that S(x) having 2 distinct positive coefficients leads to a contradiction,
and hence S(x) = sgx

g. Since S(x)S(x−1) = n2, sg = n and we have shown
that S(x) = nxg. Now we need to argue that α is a multiplier:

nxg = D(xα)D(x−1)− λG(x)
nxg + λG(x) = D(xα)D(x−1)

xg(n+ λG(x)) = D(xα)D(x−1)
xgD(x)D(x−1) = D(xα)D(x−1)

xgD(x) = D(xα),

and we conclude that α is indeed a multiplier of D.

We will now use these lemmas to prove the multiplier theorem.

Proof. Let S(x) = D(xp)D(x−1)− λG(x). By lemma 3.5.3, showing that S(x)
has nonnegative coefficients is enough to prove our theorem. By lemma 3.5.2,

D(xp)D(x−1) ≡ (D(x))pD(x−1) = (D(x))p−1D(x)D(x−1)
= (D(x))p−1 · (n+ λG(x)) = n(D(x))p−1 + λkp−1G(x)
≡ λG(x) mod p,

since p|n. Thus, the coefficients of D(xp)D(x−1), which are nonnegative, are all
λ mod p. Since p > λ, the coefficients of D(xp)D(x−1) are greater then or equal
to λ. Therefore, S(x) = D(xp)D(x−1)−λG(x) has nonnegative coefficients and
this implies that p is a multiplier.
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We will give a small example where we can see how the theorem is useful in
practice.

Corollary 4.5.4. For λ = 1, every prime divisor of n, and hence every divisor,
is a multiplier of every (n2 + n+ 1, n+ 1, 1)-difference set.

Example: Let D be a hypothetical (n2+n+1, n+1, 1)-difference set with n ≡ 0
mod 6. Then both 2 and 3 are multipliers of D. Without loss of generality, we
can take D to be fixed by multiplication by 2 and 3 (because we can always
add a g ∈ G to D such that this is true). Then for x ∈ D, 2x, 3x ∈ D. This
means 2x − x = 3x − 2x = x, and for x 6= 0, these 2 are different ways of
writing x as a difference, and this contradicts with λ = 1. Therefore, there are
no (n2 + n+ 1, n+ 1, 1)-difference sets with n ≡ 0 mod 6.
We can see that the multiplier theorem is useful in excluding possible sets of pa-
rameters for difference sets. For example, it has been proven that for n ≤ 3600,
there exist no (n2 + n+ 1, n+ 1, 1)-difference sets with n not a prime power.

There is much more combinatorial theory which tells us about the existence of
certain difference sets, for example found in [2] and [3].
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5 A nearly optimal weakly secure AMD code

We now present a nearly optimal weakly secure AMD code. It is based on the
idea of the example in chapter 2.4, but with an interesting modification:

Let F be the finite field of size 3. Let c, d : 1 ≤ c ≤ d be integers. Consider the
AMD-code

E : Fd → Fd × Fc

s 7→ (s, (s2)c),

where (s2)c are the first c coordinates of s2 written as a vector over F. We
compute this by first writing s as a vector over F. Since Fd is a d-dimensional
vector space over F, we have a basis B which allows us to write elements in Fd
as a vector with d entries in F. We then multiply this vector by itself and get
the first c coordinates. This works exactly the same as elements in C, which we
write as a 2-vector of elements in R (a+bi).

Theorem 5.0.5. The above (3d, 3d+c)-AMD code E is weakly ε-secure, where
ε = 1

3c . Its effective overhead is ω̄∗(κ, `) ≤ κ+ log(3).

Proof. It is clear that E is an (3d, 3d+c)-AMD code. Now, we need to determine
ε. Fix an arbitrary translation (∆s,∆e) ∈ Fd×Fc with ∆s 6= 0. Now, we count
the number of different s that solve the equation:

((s+ ∆s)2)c = (s2)c + ∆e
(s2 + 2s∆s+ ∆s2)c = (s2)c + ∆e

(s2)c + (2s∆s)c + (∆s2)c = (s2)c + ∆e
(2s∆s)c = ∆e− (∆s2)c

In order to solve the last equality, we get a system of linear equations. To be
precise, we will get c equations with d variables. If c = d, then we get the
equation 2s∆s = ∆e−∆s2, which has exactly one solution in Fd. This means
all c equations are linearly independent. Therefore, if c < d, we can choose d−c
variables as we wish and then find a solution to the system. Thus, there are
3d−c different s that solve the system, out of a possible 3d. This makes our code
weakly 3d−c

3d
= 1

3c secure. Now, we need to argue our overhead. We are given
κ and `. Then, we must have qd ≥ 2` ⇒ d log(3) ≥ ` ⇒ d ≥ `

log(3) . Therefore,
we take d to be d `

log(3)e. Similarly, since 3−c ≤ 2−κ, we have −c log(3) ≤ −κ⇒
c ≥ κ

log(3) and we take c to be d κ
log(3)e. Then

log(n)− log(m) = log(3d
`

log(3) e+d
κ

log(3) e)− log(3d
`

log(3) e)

= (d `

log(3)
e+ d κ

log(3)
e) log(3)− d `

log(3)
e log(3)

= d κ

log(3)
e log(3) ≤ (

κ

log(3)
+ 1) log(3) = κ+ log(3),

and therefore we have
ω̄∗(κ, `) ≤ κ+ log(3).

Note that except for a constant log(3), this overhead is essentially optimal.
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6 Strongly secure AMD codes based on authen-
tication codes

In this section, we will discuss strongly secure AMD codes based on authen-
tication codes. Since authentication codes are well-studied in cryptology, this
construction will gives us a large group of AMD codes.

6.1 Definition of an authentication code

First, we will need to introduce authentication codes.

Definition 6.1.1. A (systematic) authentication code consists of non-empty
finite sets K,M, T , and a function

f : K ×M→ T .

The set K is called the key space, the setM is called the message or plain text
space, and T is called the tag space.

As the name implies, authentication codes can be used for message authentica-
tion. Consider the following scenario: Alice wants to send a message to Bob.
However, the only communication channel they share is not necessarily secure.
Furthermore, Alice doesn’t mind if the message is read by a third party, i.e.
there is no privacy required. Alice and Bob will then agree on a secret key k
chosen uniformly random from the key space K (say, when they have dinner at
some restaurant and no-one can overhear them). If Alice then wants to send a
message to Bob after their dinner, she calculates f(k,m) = τ . She sends the
pair (m, τ) to Bob. Bob receives the possibly altered message (m̃, τ̃). He must
check if f(k, m̃) = τ̃ . If this is true, he accepts the message as originating from
Alice. Otherwise, he rejects it.

Note that we said the communication channel Alice and Bob share is not nec-
essarily secure. Now, we have a look at what can go wrong. Suppose there is a
third party involved, called Eve, who has access to the channel (but not to the
secret key k!). She can then try and do two things:

1. Before Alice sends a message, Eve can try to make Bob accept a message
of her own by sending him a pair (m, τ). This is called an impersonation
attack.

2. After Alice sends a message, Eve can intercept this message and try to
make Bob accept a different one. The is actually easier then the imper-
sonation attack, because she now has knowledge of a message m with the
corresponding tag τ . We call this a substitution attack.

We will have a look at the probabilities that these attacks succeed:

For each m ∈M, consider the random variable F (m), which takes on the value
f(k,m) when k is chosen uniformly from the key space.

Definition 6.1.2. The impersonation probability of an authentication code is
given by

PI = max
m∈M,τ∈T

Prob(F (m) = τ)
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Since our adversary does not know the secret key, k is chosen uniformly ran-
dom from his point of view, and the stated probability is in fact his chance at
impersonating Alice.

The substitution probability is a bit harder to formulate. Our adversary is given
a message m and the corresponding tag τ . He now needs to construct a pair
(m̃, τ̃) with f(k, m̃) = τ̃ and m 6= m̃. First, we fix an arbitrary m ∈ M. For
each τ ∈ T , the probability λ(m, τ) that our adversary succeeds, conditioned
on f(k,m) = τ , is

λ(m, τ) = max
m̃∈M,τ̃∈T :m6=m̃

Prob(F (m̃) = τ̃ |F (m) = τ).

Now, the probability PS(m) that our adversary succeeds given m is

PS(m) =
∑
τ∈T

γ(m, τ) · λ(m, τ),

where γ(m, τ) is the probability that τ = f(k,m). This leads to the following
definition:

Definition 6.1.3. The substitution probability of an authentication code is given
by

PS = max
m∈M

PS(m),

with PS(m) as given above.

Note that a lower bound on both probabilities is that PI , PS ≥ 1
|T | , since our

adversary can always just take a guess at the correct tag corresponding to any
message.

6.2 Example of an authentication code

To make things a bit more explicit, we will now look at a concrete example of
an authentication code. Given a finite field K, consider the following function:

f : K2 ×K → K

((k0, k1),m) 7→ k0m+ k1

For this authentication code, we have PI = PS = 1
|K| . We will argue these

equalities for both probabilities.

• For impersonation, we are asked to produce a pair (m, τ) such that f(k,m) =
τ , without knowing k. There are |K|2 possibilities for (k0, k1). Of these
possibilities, there are |K| pairs that solve the equation k0m+k1 = τ (be-
cause for every choice of k0, there is a unique k1 that solves it). Therefore,
PI = 1

|K| .

• For substitution, we are asked to produce a pair (m̃, τ̃) given a correct
pair (m, τ). So, our adversary needs to compute τ̃ for a message m̃. To
do this, he can add τ̃ − τ to the τ he already knows. This gives us

τ̃ − τ = k0m̃+ k1 − (k0m+ k1) = k0(m̃−m)

Since m̃−m is known to the adversary, all he has to do is take a guess at
k0. Therefore, PS = 1

|K| .
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6.3 Constructing AMD codes from authentication codes

Now, we are ready to look at AMD codes constructed from authentication codes.

Let E′ : S ′ → G′ be a weakly ε′-secure AMD code with S ′ = K. Consider the
following AMD code:

E : S → S × G′ × T
s 7→ (s, E′(k), τ)

for k ∈R K. The decoding function returns s if the secret key is decoded
successfully and f(k, s) = τ .

Theorem 6.3.1. The above (|S|, |S||G′||T |)-AMD code E is ε-secure, where
ε = ε′+PS. If the underlying AMD code E′ is systematic, then ε = max{ε′, PS}.

Proof. t is clear that E is an (|S|, |S||G′||T |)-AMD code. Now, we need to
determine ε. Fix an arbitrary translation (∆s,∆e′,∆τ) ∈ S × G′ × T , with
∆s 6= 0. Since E′ is a ε′-weakly secure AMD code, the probability that the
adversary can change the key of our authentication code without detection is
ε′. He knows s, so this allows him to break the strongly secure code. Also,
if f(k, s + ∆s) = τ + ∆τ , the AMD code is broken, and this happens with
probability PS . Thus, the probability that E is broken is at most ε′ + PS . If
E′ is systematic, the encoding e′ has k as first component. Therefore, we can
make a distinction between the cases ∆k = 0 and ∆k 6= 0.
∆k = 0: since the key is unchanged, we need to consider the probability that
f(k, s+ ∆s) = τ + ∆τ , which is at most PS .
∆k 6= 0: k is encoded using an AMD code, so the probability that the adversary
succeeds in changing k is at most ε′.

Note that these codes look more promising than the earlier examples, which
mostly had fixed error probability. This construction allows us to combine good
weakly secure AMD codes and authentication codes to create strongly secure
AMD codes. However, the effective overhead of these codes created with this
construction will always equal or exceed 4κ− 2−2κ+1 (this bound is based on a
bound on authentication codes [14]. For more information, refer to [1]). This
means it is essentially always 2κ away from the lower bound on strongly secure
codes. Therefore, we will have to look at other constructions to create better
codes. However, we will first give an example of how this construction works in
practice.

6.4 Example of a construction of a strongly secure AMD
code

Using examples 2.4 and 6.2, we will now construct a strongly secure AMD code.
Consider the following function:

E : S → S × G′ × T
s 7→ (s, (k,k2), k0s+ k1)

Theorem 6.4.1. The above (|S|, |S||G′||T |)-AMD code E is ε-secure, where
ε = 1

|S| . Its effective overhead is ω̄∗(κ, `) ≥ max{5κ, 5`}.
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Proof. It is clear that E is an (|S|, |S||G′||T |)-AMD code. Now, we need to
determine ε. Our weakly secure AMD code has k as the first component of its
encoding, so ε = max{ε′, PS}. ε′ = 1

K = 1
|S|2 , and PS = 1

|S| , so ε becomes 1
|S| . It

remains to argue the size of the effective overhead. We know that |T | = |S| from
example 6.2. Also, |K| = |S|2, and from example 2.4 we then get |G′| = |S|4.
So we now see that ω̄ = log(n) − log(m) = log(|S|6) − log(|S|) = log(|S|5).
However, if we consider the effective overhead, we get parameters (κ, `) and we
need to find the code which satisfies m ≥ 2` and ε ≤ 2−κ with the lowest possible
overhead. However, from the 2 given inequalities we get |S| ≥ 2` ⇒ log(|S|) ≥ `
and |S| ≤ 2−κ ⇒ log(|S|) ≥ κ. So, our effective overhead ω̄∗ is at least 5κ or
5`, depending on which is bigger.

Note that just like before, ` will usually be a lot bigger than κ, so this code is
hardly efficient in practice.

7 Differential structures

In chapter 4, we have constructed AMD codes from difference sets. However,
it became clear that using these constructions is not very efficient. Also, differ-
ence sets only produce weakly secure AMD codes because of the deterministic
encoding. Part of this problem is caused by the ”smoothness” of difference sets.
These sets have very nice combinatorial properties, which unfortunately allow
us very little room to vary parameters to suit our needs. This leads to the idea
of dropping certain combinatorial demands, hoping that this will improve the
usability in our applications. This is an idea that has been used successfully in
other areas of cryptology as well, e.g. authentication codes. Therefore, we will
now look at a concept similar to difference sets, giving more ”freedom” but less
combinatorial ”smoothness”.

7.1 Definition of a differential structure

The concept we will be using in the upcoming sections is that of a differential
structure. We will first give a definition, and then look at a relevant parameter.

Let G be a finite group of order n. let S be a set of cardinality m, notated for
simplicity as {1, . . . ,m}. Let V1, . . . , Vm be disjoint, non-empty subsets of G.

Definition 7.1.1. We call (G,V1, . . . , Vm) a differential structure.

Now, let us look at our parameter. For any i, write ti for the maximal overlap
between any translation of Vi and the union of the other Vj ’s:

ti = max
δ∈G
|(Vi + δ) ∩

⋃
j 6=i

Vj |.

7.2 Motivation for using differential structures

As promised, differential structures take care of some of the problems arising
in constructing AMD codes from difference sets. In fact, differential structures
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immediately lead to AMD codes that are at strongly secure. To see how this
works, consider the following code:

E : {1, . . . ,m} → G

s 7→ s̃ ∈R Vs

meaning s̃ is chosen uniformly random from Vs. It is again quite clear how our
decoding function should work, i.e., we decode to s if s̃ ∈ Vs and output ⊥ if
s̃ 6∈ Vs for any s. This AMD code is based on a general differential structure.
We have the following theorem about its error probability:

Theorem 7.2.1. Differential structures give rise to strongly ε-secure (m,n)-
AMD codes, where ε = maxi ti

|Vi| .

Proof. Since #G = n, it is clear that E is a (m,n)-AMD code. Now, we want
to prove our bound on the error probability. First, we fix s. We can do this,
because our ε should hold for all s. Let s̃ be the probabilistic encoding of s, and
δ the ”shift” chosen by our adversary, according to some distribution unknown
to us but independent of s̃. Then, s̃ + δ is uniformly distributed in Vs + δ.
Therefore, the probability that s̃+ δ ∈ Vk for some e 6= k is at most ts

|Vs| . Thus,
ε = maxi ti

|Vi| .

Apart from the fact that differential structures lead to strongly secure AMD-
codes, there is also more room to vary the error probability in relation to the
size of the source space. This freedom allows us to construct codes which have
an effective overhead that is closer to its lower bound. There are many ways
of constructing differential structures, which will be the underlying principle in
the upcoming sections.
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8 Strongly secure AMD codes based on error
correcting codes

In this section, we will look at a way of constructing AMD codes by using error
correcting codes. First, we will need to define what an error correcting code is
(definitions can be found in [13]). Then we will show the general construction
to transform an ECC into an AMD code. Finally, an example will be given to
help our intuition along.

8.1 Definition of an error correcting code

The type of error correcting codes we will be using is that of linear ECCs. Let
q = pi, i ∈ Z and p prime. Let F be the finite field of size q.

Definition 8.1.1. A linear code C is a linear subspace of Fn. If C has dimension
k, then C becomes a (n, k)-code over F.

Definition 8.1.2. A generator matrix G for a linear code C is a matrix whose
rows consist of a set of basis vectors of C.

It follows from the above definitions that a (n, k)-code has a generator matrix
G ∈ Fk×n. The code now consists of all vectors aG with a ∈ Fk. Vectors of this
form are called codewords.

We will now define the Hamming-distance and weight, which will be useful later
when discussing our construction.

Definition 8.1.3. The Hamming-distance dH(x,y) of two vectors x and y is

dH(x,y) = |i : 1 ≤ i ≤ n, xi 6= yi|

The weight w(x) of x is dH(x,0).

8.2 Constructing AMD codes from error correcting codes

With terminology given by the previous section, we are now ready to start con-
structing AMD codes.

Let F be a finite field of characteristic q, and let G ∈ Fk×n be a generator matrix
of a linear error correcting code C. We now consider the following AMD code:

E : Fk → Fk × Zn × F
s 7→ (s, x, [s ·G]x)

with x ∈R Zn, and where [s · G]x is equal to the x-th entry of the vector
s · G ∈ Fn with the first entry being x = 0. In order to say something about
the error probability of this code, we need to define some new concepts related
to the definitions given in the previous section. Note that the final element of
our encoding is a random entry from a codeword in C. Usually, we would use
the Hamming distance to say something about the probability that this entry is
the same in two codewords. However, since the entry we take can be influenced
by our adversary (he can add a ∆x to the original x), we also have to take
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rotations of the codeword into account. For example, if we look at (2, 1, 0) and
(1, 0, 2), the Hamming distance between these vectors is three. But if we ro-
tate the first vector one position to the left, we get (1, 0, 2), which is exactly the
same as the second vector, and hence the two now have Hamming distance zero.

First, for any v ∈ Fn let M(v) be the maximum of the number of times a sin-
gle element from F occurs as an entry of v: M(v) := maxa∈F |i : vi = a|. For
example, M((4, 2, 1, 0, 0)) = 2, since 0 occurs twice in the vector. Then, we
can say that two codewords c and c′ become ”more similar” as M(c − c′) in-
creases. Indeed, if we look at the two vectors for which we previously considered
the Hamming distance, we now get that M(c − c′) = M((2, 1, 0) − (1, 0, 2)) =
M((1, 1, 1)) = 3, which is the maximum for vectors of length three. Now, we
look at µ(C) := maxc6=c′∈CM(c − c′). Clearly, µ determines the closest two
codewords in C can get to each other.

Next, we define rott(c) of a codeword to be the codeword rotated t positions to
the left. For example, rot1((4, 2, 1, 0, 0) = (2, 1, 0, 0, 4) and rot3((4, 2, 1, 0, 0)) =
(0, 0, 4, 2, 1). Finally, we define the closure of C ⊆ Fn to be cl(C) :=

⋃
t∈Znrott(C).

These definitions are needed to determine how ”good” an error code is in the
setting of our construction. Now, we are ready to state a theorem concerning
the error bound and overhead of our construction:

Theorem 8.2.1. The above (qk, nqk+1)-AMD code E is ε-secure, where ε =
µ(cl(C))

n if ∀t ∈ Zn : rott(C) ∩ C = ∅, and ε = 1 otherwise.

Proof. It is clear that E is an (qk, nqk+1)-AMD code. Now, we need to determine
ε. We will now use the theory we developed in chapter 7. We simply define
Vs := {(s, x, e) : e = [s · G]x} for all s ∈ Fk. It is immediately clear that
|Vs| = n. Thus, we only need to determine ts. Fix an arbitrary translation
(∆s,∆x,∆e) ∈ Fk × Zn × F, with ∆s 6= 0. Now, we need to count the number
of x ∈ Zn which solve the following equation:

[s ·G]x + ∆e = [(s + ∆s) ·G]x+∆x

Using our rot function, we can rewrite the right-hand side of the above equality
as [rot∆x((s + ∆s) · G)]x. Now, our new definitions come into play. Writing
c = s · G and c′ = (s + ∆s) · G, we can now say that the number of x solving
the equality is at most M(c−rot∆x(c′)), which is in turn upper bounded by
µ(cl(C)). Note that by assumption, c 6= rot∆x(c′). Using theorem 7.2.1, we can
now state that ε = µ(cl(C))

n .

Now, we will look at an example of this construction.

27



8.3 Example of a construction of a strongly secure AMD
code

Let F be a finite field of size q. Let G be the 1 by q matrix containing all
elements of F. Consider the AMD-code

E : F → F× Zq × F
s 7→ (s, x, [s ·G]x)

with x ∈R Zq.

Theorem 8.3.1. The above (q, q3)-AMD code E is ε-secure, where ε = 1
q . Its

effective overhead is ω̄∗(κ, `) ≥ max(2κ, 2`).

Proof. It is clear that E is an (q, q3)-AMD code. Now, we need to determine
ε. Note that E is of the form described in 8.2. Therefore, we will only need
to determine µ(cl(C)) to find the error probability of our AMD code. Now,
codewords in C are simply elements of F. This means M(v) will always be one,
since one entry of F will occur once as an entry of v, and the other elements will
occur zero times. Thus, µ(cl(C)) = maxc 6=c′∈CM(c − c′) = maxc 6=c′∈C 1 = 1.
This leads to ε = µ(cl(C))

n = 1
q .

Regarding the overhead, we see that ω̄ = log(n)− log(m) = log(q3)− log(q) =
2 log(q). However, if we consider the effective overhead, we get parameters
(κ, `) and we need to find the code which satisfies m ≥ 2` and ε ≤ 2−κ with
the lowest possible overhead. However, from the 2 given inequalities we get
q ≥ 2` ⇒ log(q) ≥ ` and q ≤ 2−κ ⇒ log(q) ≥ κ. So, our effective overhead ω̄∗ is
at least 2κ or 2`, depending on which is bigger.

This means that the code is optimal if ` ≤ κ. However, this is rarely the case
in practice. Furthermore, note that this is a very simple example of our con-
struction. Using generator matrices which are more interesting will lead to more
complicated proofs and possibly better AMD codes.
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9 Strongly secure AMD codes based on polyno-
mials

In this section, we will see examples of strongly secure AMD codes based on
polynomials. The first example is listed here because its properties will be useful
in discussing our multivariate example.

9.1 Univariate example

Let F be a finite field of size q, and let d be a positive integer. Consider the
AMD code

E : Fd → Fd × F× F
s = (s1, . . . , sd) 7→ (s, x, s1x+ . . .+ sdx

d + xd+2)

with x ∈R F.

Theorem 9.1.1. The above (qd, qd+2)-AMD code E is ε-secure, where ε =
(d+1)
q . Its effective overhead is bounded by ω̄∗(κ, `) ≤ 2κ+ 2 log( `κ + 2) + 2.

Proof. It is clear that E is an (qd, qd+2)-AMD code. Now, we need to determine
ε. Fix an arbitrary translation (∆s,∆x,∆e) ∈ Fd × F × F with ∆s 6= 0. We
write si + ∆si as s′i and x + ∆x as x′. Now, we count the number of different
x that solve the equation

s′1x
′ + . . .+ s′d(x

′)d + (x′)d+2 = s1x+ . . .+ sdx
d + xd+2 + ∆e

We can split this into two cases:
Case 1: ∆x = 0.
The equation can then be simplified to become

s′1x+ . . .+ s′dx
d + xd+2 = s1x+ . . .+ sdx

d + xd+2 + ∆e

We can see that the degree-(d + 2) term cancels out, and what remains is a
polynomial equation f(x) = 0. Since ∆s 6= 0, this polynomial is not the zero
polynomial, and since it has degree at most d, it will have at most d solutions.
Case 2: ∆x 6= 0.
In this case, we can work out (x′)d+2 = (x + ∆x)d+2 = xd+2 + . . . + (∆x)d+2.
We see that the degree-(d + 2) term cancels out again. This time however, we
get a degree-(d + 1) term that is not cancelled, since the polynomial on the
right-hand side does not have a degree-(d + 1) term. Therefore, our f(x) will
become a polynomial of degree (d+ 1), and thus have at most (d+ 1) solutions.
Since there are at most d+ 1 different x that solve our equation, our ε becomes
d+1
q .

Now we need to prove our bound on the effective overhead. First, we fix our
given κ and `. Then, we choose d = d `κe and q = 2dκ+log(d+1)e. Then, we get
an AMD code with

m = qd = qd
`
κ e ≥ q `κ = 2

`(dκ+log(d+1)e)
κ ≥ 2

`(κ+log(d+1))
κ ≥ 2`

and ε = d+1
q = d+1

2dκ+log(d+1)e ≤
d+1

2κ+log(d+1) = d+1
2κ(d+1) = 1

2κ .
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The overhead of this code is

ω̄ = log qd+2 − log qd = 2 log q = 2 log(2dκ+log(d+1)e) ≤ 2 log(2κ+log(d+1)+1)

= 2κ+ 2 log(d+ 1) + 2 ≤ 2κ+ 2 log(
`

κ
+ 2) + 2

and then ω̄∗(κ, `) ≤ 2κ+ 2 log( `κ + 2) + 2.

9.2 Multivariate example

This example is based on the univariate construction of the previous section.
Instead of using a polynomial with one variable, we now take one with r vari-
ables. We will also take d to be the maximal degree of the variables instead of
d+ 2, since this makes the notation a lot easier.

Let F be a finite field of size q. Consider the AMD-code

E : F(d+1)r−r−2 → F(d+1)r−r−2 × Fr+1

s 7→ (s, x1, . . . , xr, f(x))

with ∀i : xi ∈R F and f a polynomial constructed by identifying s ∈ F(d+1)r−r−2

in a fixed, default way with an r-variate polynomial f(X1, . . . , XR) of degree d in
each variable, and thus of total degree rd. We want f to have 1 as the coefficient
of the degree-(rd) term, no degree-(rd-1 ) terms, and no constant coefficient. In
order to get a feeling of how this works, consider an example with d = 2 and
r = 2. Our polynomial then becomes

x2
1x

2
2 + s1x

2
1 + s2x1 + s3x

2
2 + s4x2 + s5x1x2,

and indeed, we have identified s ∈ F5 with a polynomial that has the required
properties. It immediately follows that f has total degree rd = 4.

Theorem 9.2.1. The above (q(d+1)r−r−2, q(d+1)r−1)-AMD code E is ε-secure,
where ε = rd−1

q . Its effective overhead is bounded by ω̄∗(κ, `) ≤ (r + 1)κ+ (r +

1) log(r( r

√
`
κ + r + 2)− 1) + r + 1.

Proof. It is clear that E is an (q(d+1)r−r−2, q(d+1)r−1)-AMD code. Now, we
need to determine ε. Fix an arbitrary translation (∆s,∆x1, . . . ,∆xr,∆e) ∈
F(d+1)r−r−2 × Fr+1 with ∆s 6= 0. Now, we need to count the number of x that
solve the equation

f(x) + ∆e = f ′(x′),

where x = x1, . . . , xr, x′ = x1+∆x1, . . . , xr+∆xr and f ′ the polynomial defined
by s + ∆s. Like the univariate example, we will split this into two cases:
Case 1: ∆xi = 0 for all i ∈ {1, . . . , r}.
The equation we need to solve then simplifies to

f(x) + ∆e = f ′(x)⇒ f(x)− f ′(x) + ∆e = 0.

Since ∆s 6= 0, we know that f(x)−f ′(x)+∆e is not the zero polynomial. Since
both f and f ′ have a term xd1x

d
2 . . . x

d
r with coefficient 1, this term is cancelled

out. Thus, we want to find the probability that a polynomial of total degree at
most rd− 2 vanishes. For this, we use the following lemma:
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Lemma 9.2.2. (Schwarz [4]) For any nonzero polynomial f ∈ F[X1, . . . , Xr]
of total degree at most d, the probability that f vanishes on a uniformly dis-
tributed tuple (x1, . . . , xr) ∈ Fr is at most d

|F| .

Therefore, by Schwarz’ lemma, the probability that adversary succeeds in Case
1 is at most rd−2

q .
Case 2: ∆xi 6= 0 for one or more i ∈ {1, . . . , r}.
First, we examine the case in which there is exactly one i ∈ {1, . . . , r}. In this
case, we can expand xd1x

d
2 . . . (xi + ∆xi)d . . . xdr which becomes

xd1x
d
2 . . . x

d
r + xd1x

d
2 . . . dx

d−1
i ∆xi . . . xdr + . . . +

xd1x
d
2 . . . dxi∆x

d−1
i . . . xdr + xd1x

d
2 . . .∆x

d
i . . . x

d
r .

This might look a bit difficult, but the only thing we need to note is that there
is now a degree-(rd) term with coefficient 1 and a degree-(rd-1 ) term. Since
f also has a degree-(rd) term with coefficient 1, these cancel out again. The
important fact however is that f has no degree-(rd-1 ) terms. Therefore, the
equation we need to solve becomes a polynomial of degree at most rd− 1 (it is
even exactly rd− 1 in this case, but that does not matter).
By Schwarz’ lemma we get an error probability of at most rd−1

q . If there are
more i for which ∆xi 6= 0, this procedure can be repeated with each variable,
obtaining the same result in the end. Note that every time this procedure
is repeated, we end with a degree-(rd) term with coefficient 1 and one more
degree-(rd-1 ) term. The degree-(rd-1 ) terms will never cancel out, since they
have power d− 1 in different variables. This establishes our bound on the error
probability of the code.
Now we need to prove our bound on the effective overhead. First, we fix our

given κ and `. Then, we choose d = d r
√

`
κ + r + 2e − 1 and q = 2dκ+log(rd−1)e.

Then, we get an AMD code with

m = q(d+1)r−r−2 = q(d r
√

`
κ+r+2e)r−r−2 ≥ q( r

√
`
κ+r+2)r−r−2 = q

`
κ

= 2
`(dκ+log(rd−1)e)

κ ≥ 2
`(κ+log(rd−1))

κ ≥ 2`

and ε = rd−1
q = rd−1

2dκ+log(d+1)e ≤
rd−1

2κ+log(rd−1) = rd−1
2κ(rd−1) = 1

2κ .

The overhead of this code is

ω̄ = log q((d+1)r−r−2)+(r+1) − log q(d+1)r−r−2 = (r + 1) log q
= (r + 1) log 2dκ+log(rd−1)e ≤ (r + 1) log 2κ+log(rd−1)+1

= (r + 1)κ+ (r + 1) log(rd− 1) + (r + 1)

= (r + 1)κ+ (r + 1) log(r(d r
√
`

κ
+ r + 2e − 1)− 1) + (r + 1)

≤ (r + 1)κ+ (r + 1) log(r( r

√
`

κ
+ r + 2)− 1) + r + 1

and thus ω̄∗(κ, `) ≤ (r + 1)κ+ (r + 1) log(r( r

√
`
κ + r + 2)− 1) + r + 1.

Note that if we fill in r = 1 in the effective overhead above, we get exactly the
same bound as in the univariate example.
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10 Conclusion

As we have seen, AMD codes can be applied in several areas of cryptology. They
are a very elegant way to do things such as robust secret sharing or non-perfect
secure message transmission. Not only that, but many results known from cryp-
tology and combinatorics can be used to construct AMD codes. We have seen
constructions based on difference sets, authentication codes, error correcting
codes and polynomials. Therefore, it is safe to say that AMD codes are a very
interesting subject to study.

Luckily, there are still a lot of challenges left. For example, one could try to find
a polynomial construction that is closer to optimal than the one given in the
last chapter. Although the construction using authentication codes has proved
rather unsuccessful, there might be error correcting codes that are very well
suited for our application. Also, different constructions might be possible, for
example using elliptic curves or bounded difference sets. Other applications for
AMD codes could also be researched.

Finally, I’d like to thank both Prof. Dr. R.J.F. Cramer and Dr. S. Fehr at
CWI, Amsterdam, for their assistance in writing this thesis. It could not have
been done without them.
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