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CHAPTER 1

Introduction

Population models with seed-bank have, in addition to an active population, a dormant pop-
ulation that resides in the seed-bank. Dormancy refers to a reversible state of low metabolic
activity, which may last for any amount of time (see Lennon and Jones [11]). This type of
behaviour is observed in a wide range of taxa, both in macro-organisms and in micro-organisms.
It occurs as a response to unfavourable environmental conditions, allowing dormant individu-
als to become active again under more favourable conditions. It is not a cost-free strategy, as
for instance organisms must invest resources in the transitioning into and out of the dormant
state. Despite these costs, such a strategy has been shown to positively influence maintenance
of genetic variability and stability of ecosystems. It is this importance that led to attempts at
modelling seed-banks from a mathematical perspective.

The Wright-Fisher model with seed-bank to date has been studied in several ways, one of which
involves a coalescent process. Kaj, Krone and Lascoux [10] considered an extension of the
classical Wright-Fisher model, in which each individual in a population of fixed size N selects
its parent from the population as it existed a random number of generations B in the past. The
number of generations between an offspring and its parents is the time the offspring spends in
the seed-bank. The authors show that if B is bounded, then after the usual scaling of time
by N , the model converges to a delayed Kingman coalescent where the rates are multiplied by
1/E(B)2. As the structure of the coalescent is unchanged, this is referred to as a weak seed-bank
effect.

Blath, González-Casanova, Kurt and Spanò [3] showed that a sufficient condition for convergence
to the Kingman coalescent in this model is E(B) < ∞, with B independent of N . A further
extension in [3] allows for strong seed-bank effects. Under the assumption that the seed-bank
age distribution µ of B is ‘heavy-tailed’, i.e., µ(B ≥ k) = L(k)k−α, k ∈ N, where L is slowly
varying as k → ∞, the authors show that for α > 1

2 the most recent common ancestor (MRCA)
of two randomly sampled individuals exists with probability 1. However, the expected time to
the MRCA is infinite for α < 1. Moreover, for 0 < α < 1

2 with positive probability a common
ancestor does not exist at all. As this behaviour is very different from the Kingman coalescent,
one can indeed speak of strong seed-bank effects.

As such extreme behaviour may seem artificial, González-Casanova et al. [7] and Blath, Eldon
et al. [2] considered the case in which B scales with the population size N , and assumed the
seed-bank age distribution µ to be µ = (1− ε)δ1 + εδNβ with β > 0 and ε ∈ (0, 1). This means
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1. INTRODUCTION 3

that, in each new generation, a fraction (1− ε) of the total population obtains its genetic type
from the previous generation, while the remaining fraction ε obtains its type from generation
Nβ in the past. The authors show that after rescaling time by the nonclassical factor N1+2β, the
model converges to the Kingman coalescent. Apparently, this choice of µ significantly increases
the time to the MRCA. However, it leaves the coalescent structure unchanged and therefore one
speaks again of weak seed-bank effects.

Blath, González-Casanova, Kurt and Wilke-Berenguer [4] considered a model that does not
require artificial scaling assumptions and gives rise to a new coalescent structure. Individuals
can enter and exit the seed-bank at each generation, and dormant individuals suspend their
resampling and preserve their type. The authors showed, in particular, that the seed-bank
coalescent does not come down from infinity and the expected time to the MRCA of an n

sample is of asymptotic order log log n as n → ∞. Den Hollander and Pederzani [9] considered
a multi-colony version of the model in [4], where individuals can migrate between colonies, each
containing a seed-bank, and are subject to mutation. The quantity of interest is the probability
that two individuals drawn randomly from two colonies are identical by descent, i.e., share a
common ancestor without mutation affecting their ancestral lines. The authors, in particular,
derived a formula for this probability as a function of the two colonies on a discrete torus, stated
in Fourier language, and were able to derive explicit scaling expressions when mutation is slower
than migration.

Finally, Blath, Buzzoni, González-Casanova and Wilke-Berenguer [1] investigated several scaling
limits of the seed-bank diffusion, the limiting object that is obtained by letting the population
size go to infinity and rescaling time appropriately, and commented on the relation with the
two-island Wright-Fisher diffusion. In particular, they showed that under a certain rescaling of
time the seed-bank diffusion converges to a new coalescent-related ancestral process, called the
ancient ancestral lines process. Let c denote the rate of exchange between the active and the
dormant population. By assuming that c goes to zero while time is speeded up by a factor 1/c,
the authors showed that in the limiting diffusion that arises in the scaling limit, migration still
happens at rate 1 while coalescence occurs almost instantaneously. This ensures that at any
positive time there is at most one active line.

The goal of this master thesis is to study a population model with seed-bank to which selection
is added. In Chapter 2 we determine diffusion limits of several models. We consider the Moran
model with seed-bank and extend it to include selection in resampling, selection in exchange, and
migration. We also consider the Wright-Fisher model with seed-bank and selection in resampling
and show that it gives rise to the same diffusion limit as in the Moran model.

In Chapter 3 we consider a multi-colony Moran model on a discrete torus, with migration and
mutation. Note that while there is no seed-bank in this model, it does develop a benchmark to
which we can later refer. We obtain a recursion relation for the probability of being identical
by descent as a function of the distance between the two colonies the two individuals are drawn
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from. After that, we turn to Fourier analysis, which allows us to obtain a closed form expression
for the Fourier transform of this probability. We show that, under certain circumstances, it is
possible to apply Fourier inversion and express the probability of being identical by descent in
terms of the Green function of a simple random walk.

In Chapter 4 we extend the previous model, by adding a seed-bank. In particular, we consider the
model in [9] with selection added, namely, the rate at which individuals migrate between colonies
depends on their type. We again obtain a recursion relation for the probability of being identical
by descent as a function of the distance between the two colonies the two individuals are drawn
from, and are able to obtain a closed form expression for its Fourier transform. To get a more
tangible expression, we consider weak exchange between the active and the dormant population
and weak mutation, for which we obtain an expansion of the Fourier transform. Under certain
circumstances, it is again possible to apply Fourier inversion and obtain an expansion for the
probability of being identical by descent in terms of the Green function of a simple random walk.
Finally, we offer two examples for which a closed form expression of the Green function exists:
the infinite torus and the finite torus, both in dimension d = 1.



CHAPTER 2

Diffusion limits of several models from population dynamics

In this chapter we introduce five models from population dynamics and determine to which
diffusion they converge after space-time rescaling. In Section 2.1, we consider the Moran model
with seed-bank. We extend this model to include selection in resampling, selection in resampling
and exchange, and migration in Sections 2.2 through 2.4. In Section 2.5, we consider the Wright-
Fisher model with seed-bank and selection in resampling, and show that it gives rise to the same
diffusion as in the corresponding Moran model, up to a factor two in time speed.

2.1. Moran model with seed-bank

In this section we introduce the Moran model with seed-bank, by adapting to continuous time
the Wright-Fisher model with geometric seed-bank component introduced in [4]. We show that
after space-time rescaling the Moran model with seed-bank converges to the same diffusion limit,
up to a factor two in time speed.

We define the model as follows. Consider a haploid population where each individual carries
a genetic type from state space E = {A, a}. The total population is divided into an active
population of size N and a seed-bank of size M containing the dormant population.

Given N,M ∈ N, let ε ∈ [0, 1] be such that εN ≤M and set δ = εN/M . Assume for convenience
that εN = δM is a natural number. The dynamics of the model are as follows:

• An active individual at rate 1 either:
(1) with probability (1− ε) produces another active indivual which uniformly at ran-

dom chooses a parent among the previous active population and adopt its type;
(2) or with probability ε produces an individual that becomes dormant in the seed-

bank.

• A dormant individual at rate 1 either:
(1) with probability (1− δ) remains dormant in the seed-bank;
(2) or with probability δ leaves the seed-bank and becomes active.

Let XN
t and YM

t denote the number of individuals of type A at time t, in the active and
the dormant population, respectively. Here, we add upper indices to exhibit the underlying
dependence on N and M . Then (XN

t , Y
M
t )t≥0 is the continuous-time Markov process on state

space
{0, 1, . . . , N} × {0, 1, . . . ,M} (2.1.1)

5
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with transitions

(i, j) →



(i− 1, j + 1) at rate iε

(i+ 1, j − 1) at rate jδ

(i− 1, j) at rate i(1− ε)
(
N−i
N

)
(i+ 1, j) at rate (N − i)(1− ε) i

N .

(2.1.2)

We thus either have an exchange between the active and the dormant population, or a death or
birth of an active individual. Note that in the latter case the birth and death rates are identical.
For notational convenience, write

cact
i = iε, cdorm

j = jδ, dact
i = bact

i = i

(
1− i

N

)
(1− ε). (2.1.3)

As we are interested in the limiting diffusion process, we consider the space-time rescaling(
X

N
t , Y

M
t

)
=

(
1

N
XN

⌈Nt⌉,
1

M
YM
⌈Nt⌉

)
, t ≥ 0, (2.1.4)

which represents the fraction of individuals of type A at time t on time scale N , in the active
and the dormant population, respectively. Define

B =
{
f ∈ C3([0, 1]2) | all partial third order derivatives of f are bounded

}
. (2.1.5)

Then (X
N
t , Y

M
t )t≥0 is the continuous-time Markov process on state space

IN × IM =

{
0,

1

N
,
2

N
, . . . , 1

}
×
{
0,

1

M
,
2

M
, . . . , 1

}
(2.1.6)

with infinitesimal generator LN acting on f ∈ B given by

(LNf)

(
i

N
,
j

M

)
= N

(
cact
i

[
f

(
i− 1

N
,
j + 1

M

)
− f

(
i

N
,
j

M

)]
+ cdorm

j

[
f

(
i+ 1

N
,
j − 1

M

)
− f

(
i

N
,
j

M

)]
+ dact

i

[
f

(
i− 1

N
,
j

M

)
− f

(
i

N
,
j

M

)]
+bact

i

[
f

(
i+ 1

N
,
j

M

)
− f

(
i

N
,
j

M

)])
.

(2.1.7)

Henceforth, we write xN = i/N and yM = j/M .

As in [4], we obtain an interesting limiting structure after the parameters of the model are scaled
with the population size N . Assume that there exist c,K ∈ (0,∞) such that

ε = ε(N) =
c

N
, M =M(N) =

N

K
. (2.1.8)
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Note that
δ = δ(N) =

εN

M
=
cK

N
. (2.1.9)

The parameter c is the average number of active individuals in each generation that becomes
dormant, or equivalently, the average number of dormant individuals that become active. The
parameter K represents the relative size of the seed-bank with respect to the size of the active
population.

Proposition 2.1.1. Assume that (2.1.8) holds. For all f ∈ B and (xN , yM ) ∈ IN × IM ,

lim
N→∞

(LNf)(xN , yM ) = (Lf)(x, y) if lim
N→∞

(xN , yM ) = (x, y) ∈ [0, 1]2, (2.1.10)

where L is given by

(Lf)(x, y) = c(y − x)
∂f

∂x
(x, y) + cK(x− y)

∂f

∂y
(x, y) + x(1− x)

∂2f

∂x2
(x, y). (2.1.11)

Proof. We use Taylor expansion up to second order around (xN , yM ) of the functions given in
(2.1.7), obtaining

f

(
i∓ 1

N
,
j ± 1

M

)
= f (xN , yM )∓ 1

N
fx (xN , yM )± 1

M
fy (xN , yM )

+
1

2N2
fxx (xN , yM )− 1

NM
fxy (xN , yM ) +

1

2M2
fyy (xN , yM )

+
∑

α,β∈N0
α+β=3

RN
α,β

(
i∓ 1

N
,
j ± 1

M

)(
∓1

N

)α(±1

M

)β

(2.1.12)

and
f

(
i∓ 1

N
,
j

M

)
= f(xN , yM )∓ 1

N
fx(xN , yM ) +

1

2N2
fxx(xN , yM )

+
∑

α,β∈N0
α+β=3

RN
α,β

(
i∓ 1

N
,
j

M

)(
∓1

N

)α

(0)β ,
(2.1.13)

where we use the notation

fxayb =
∂a+bf

∂xa∂xb
, a, b ∈ {0, 1, 2, 3}. (2.1.14)

We call the summations in (2.1.12) and (2.1.13) the remainder term.

For x, y ∈ [0, 1]2 and α, β ∈ N0 such that α+ β = 3, we have

RN
α,β(x, y) =

α+ β

α!β!

∫ 1

0
(1− t)α+β−1 ∂3f

∂xαyβ
(xN − t(xN − x), yM − t(yM − y)) dt. (2.1.15)

Because f ∈ B, we have that all third order derivatives of f are bounded. Since we have a finite
integral, we can thus bound RN

α,β(x, y) uniformly for all x, y ∈ [0, 1]2. It is then clear that the
remainder term in each of the expansions is of order O(1/N3). Next, note that we can express
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the rates in terms of xN , yM and c, namely,

cact
i = iε = εN

i

N
= cxN ,

cdorm
j = jδ = δM

j

M
= cyM ,

dact
i = bact

i = i

(
1− i

N

)
(1− ε) = N

i

N

(
1− i

N

)
(1− ε) = NxN (1− xN )

(
1− c

N

)
.

We thus see that all rates are at most of order O(N), and hence we can bound the total error
term in our Taylor approximation by O(1/N2).

These results can be substituted into the generator given in (2.1.7), so that we can write down
the generator in terms of the partial derivatives of f . It follows that

(LNf)(xN , yM ) = fx(xN , yM )c(yM − xN ) +
N

M
fy(xN , yM )c(xN − yM )

+
1

2N
fxx(xN , yM )

[
c(xN + yM ) + 2NxN (1− xN )

(
1− c

N

)]
+

1

M
fxy(xN , yM )c(−xN − yM ) +

N

2M2
fyy(xN , yM )c(xN + yM )

+O

(
1

N

)
.

(2.1.16)

Since M = N/K, it follows that

(LNf)(xN , yM ) = fx(xN , yM )c(yM − xN ) +Kfy(xN , yM )c(xN − yM )

+
1

2N
fxx(xN , yM )

[
c(xN + yM ) + 2NxN (1− xN )

(
1− c

N

)]
+
K

N
fxy(xN , yM )c(−xN − yM ) +

K2

2N
fyy(xN , yM )c(xN + yM )

+O

(
1

N

)
.

(2.1.17)

Taking the limit N → ∞, we now easily get

lim
N→∞

(LNf)(xN , yM ) = c(y − x)fx(x, y) + cK(x− y)fy(x, y) + x(1− x)fxx(x, y) (2.1.18)

and the right-hand side is exactly (Lf)(x, y). �

The state space IN × IM of the frequency chain can be embedded into the unit square [0, 1]2, so
by standard arguments we obtain tightness and convergence on path-space (cf. [6], Chapter 4,
Theorem 8.2). We recognize the limit of the process as a pair of SDEs, uniquely defined by the
limiting generator.
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Corollary 2.1.2. Under the conditions of Proposition 2.1.1, if limN→∞X
N
0 = x a.s. and

limN→∞ Y
M
0 = y a.s., then

w − lim
N→∞

(
X

N
t , Y

M
t

)
t≥0

= (Xt, Yt)t≥0. (2.1.19)

The process (Xt, Yt)t≥0 is the two-dimensional diffusion on [0, 1]2 solving

dXt = c(Yt −Xt) dt+
√

2Xt(1−Xt) dWt,

dYt = cK(Xt − Yt) dt,
(2.1.20)

with initial conditions X0 = x, Y0 = y and where (Wt)t≥0 is standard Brownian motion.

Note that w− lim stands for weak limit, namely, convergence in distribution on path space. To
formally prove Corollary 2.1.2, we must show that L is indeed the generator of a Markov process
and use the fact that convergence of the generator on a dense class of test functions implies
convergence of the Markov process (cf. [6], Chapter 8, Proposition 2.4).

Comparing Corollary 2.1.2 with Corollary 2.5 in [4], we see that after space-time rescaling we
obtain the same diffusion limit for the Moran model with seed-bank. The sole difference is
that the Moran model with seed-bank runs at twice the speed of the Wright-Fisher model with
seed-bank.

2.2. Moran model with seed-bank and selection in resampling

We next consider an extension of the model introduced in Section 2.1 by adding selection in the
resampling mechanism.

Let s ∈ [0, 1]. Consider the same dynamics, only now assume that individuals of type A in
the active population resample at rate 1 − s rather than at rate 1. Define XN

t and YM
t as

before. Then (XN
t , Y

M
t )t≥0 is the Markov process on state space {0, . . . , N} × {0, . . . ,M} with

transitions

(i, j) →



(i− 1, j + 1) at rate iε

(i+ 1, j − 1) at rate jδ

(i− 1, j) at rate i
(
1− i

N

)
(1− ε)(1− s)

(i+ 1, j) at rate i
(
1− i

N

)
(1− ε).

(2.2.1)

Note that if s ̸= 0, then bact
i ̸= dact

i for all i.

We again consider the rescaled process (X
N
t , Y

M
t )t≥0 on state space IN × IM and with infini-

tesimal generator LN given by (2.1.7), with rates as specified above. In addition to (2.1.8), we
also assume weak selection, i.e., the selection parameter scales with N . Namely, we assume that
there exists a σ ∈ (0,∞) such that

s =
σ

N
. (2.2.2)

We look at the effect that adding weak selection has on the model.
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Proposition 2.2.1. Assume that (2.1.8) and (2.2.2) hold. For all f ∈ B and
(xN , yM ) ∈ IN × IM ,

lim
N→∞

(LNf)(xN , yM ) = (Lf)(x, y) if lim
N→∞

(xN , yM ) = (x, y) ∈ [0, 1]2, (2.2.3)

where L is given by

(Lf)(x, y) = c(y − x)
∂f

∂x
(x, y) + σx(1− x)

∂f

∂x
(x, y) + cK(x− y)

∂f

∂y
(x, y) + x(1− x)

∂2f

∂x2
(x, y).

(2.2.4)

Proof. The proof is done in the same way as the proof of Proposition 2.1.1. Namely, we use
Taylor expansion to derive an expression for (LNf)(xN , yM ) expressed solely in terms of xN ,
yM and the parameters.

Note that we only change the rate dact
i . Since this rate corresponds to a transition in the x-value

of f , we only see a change occurring in the terms for the derivatives of f in the x-direction. As
to the remainder term, the expressions for RN

α,β(x, y) are still valid for this model and so again
the remainder term in each Taylor expansion is of order O(1/N3). We do change the rate dact

i ,
but since this rate is still of order O(N), this has no significant effect on the error term. It
follows that
(LNf)(xN , yM )

= fx(xN , yM )
[
c(yM − xN ) +

σ

N
NxN (1− xN )

(
1− c

N

)]
+Kfy(xN , yM )c(xN − yM )

+
1

2N
fxx(xN , yM )

[
c(xN + yM ) +

(
2− σ

N

)
NxN (1− xN )

(
1− c

N

)]
+
K

N
fxy(xN , yM )c(−xN − yM ) +

K2

2N
fyy(xN , yM )c(xN + yM )

+O

(
1

N

)
.

(2.2.5)

If we take the limit N → ∞, then it is clear that we get (Lf)(x, y). �

The limiting generator again uniquely defines a Markov process, defined by the following system
of SDEs.

Corollary 2.2.2. Under the conditions of Proposition 2.2.1, if limN→∞X
N
0 = x a.s. and

limN→∞ Y
M
0 y a.s., then

w − lim
N→∞

(
X

N
t , Y

M
t

)
t≥0

= (Xt, Yt)t≥0. (2.2.6)

The process (Xt, Yt)t≥0 is the two-dimensional diffusion on [0, 1]2 solving

dXt = c(Yt −Xt) dt+ σXt(1−Xt) dt+
√
2Xt(1−Xt) dWt,

dYt = cK(Xt − Yt) dt
(2.2.7)

with initial conditions X0 = x, Y0 = y and where (Wt)t≥0 is standard Brownian motion.
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Contrary to Corollary 2.1.2, the differential equation for Xt now contains both a deterministic
and a random part due to the resampling mechanism. In the presence of selection, there is a
drift term pushing the system to ‘all A’ in the active population.

2.3. Moran model with seed-bank and selection in resampling and exchange

We extend the model of Section 2.2 by also adding selection in the mechanism that deals with
the exchange between active and dormant individuals.

Let r ∈ [0, 1]. Consider the same dynamics, but additionally assume that individuals of type A
in the dormant population become active at rate 1−r rather than at rate 1. Then (XN

t , Y
M
t )t≥0

is the continuous-time Markov process on state space {0, . . . , N} × {0, . . . ,M} with transitions

(i, j) →



(i− 1, j + 1) at rate iε

(i+ 1, j − 1) at rate jδ(1− r)

(i− 1, j) at rate i
(
1− i

N

)
(1− ε)(1− s)

(i+ 1, j) at rate i
(
1− i

N

)
(1− ε).

(2.3.1)

We again consider the rescaled process, and determine the effect that adding selection in ex-
change has on the limiting structure. Contrary to the two previous models, we now do not
consider weak selection since this would have little effect in the limit N → ∞.

Proposition 2.3.1. Assume that (2.1.8) and (2.2.2) hold. For all f ∈ B and
(xN , yM ) ∈ IN × IM ,

lim
N→∞

(LNf)(xN , yM ) = (Lf)(x, y) if lim
N→∞

(xN , yM ) = (x, y) ∈ [0, 1]2, (2.3.2)

where L is given by

(Lf)(x, y) = c(y − x)
∂f

∂x
(x, y) + σx(1− x)

∂f

∂x
(x, y)− cry

∂f

∂x
(x, y)

+ cK(x− y)
∂f

∂y
(x, y) + cKry

∂f

∂y
(x, y) + x(1− x)

∂2f

∂x2
(x, y).

(2.3.3)

Proof. As the new selection parameter changes the rate cdorm
j , which corresponds to transitions

in the x- and y-value of f , we will see changes in all partial derivates of f . Using the same
methods as before, we get
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(LNf)(xN , yM )

= fx(xN , yM )
[
c(yM − xN )− cryM +

σ

N
NxN (1− xN )

(
1− c

N

)]
+Kfy(xN , yM ) [c(xN − yM ) + cryM ]

+
1

2N
fxx(xN , yM )

[
c(xN + yM )− cryM +

(
2− σ

N

)
NxN (1− xN )

(
1− c

N

)]
+
K

N
fxy(xN , yM ) [c(−xN − yM ) + cryM ] +

K2

2N
fyy(xN , yM ) [c(xN + yM )− cryM ]

+O

(
1

N2

)
.

(2.3.4)

Taking the limit N → ∞, we obtain (Lf)(x, y). �

We recognize the following set of SDEs from the limiting generator.

Corollary 2.3.2. Under the conditions of Proposition 2.3.1, if limN→∞X
N
0 = x a.s. and

limN→∞ Y
M
0 = y a.s., then

w − lim
N→∞

(
X

N
t , Y

M
t

)
t≥0

= (Xt, Yt)t≥0. (2.3.5)

The process (Xt, Yt)t≥0 is the two-dimensional diffusion on [0, 1]2 solving

dXt = c(Yt −Xt) dt+ σXt(1−Xt) dt− crYt dt+
√

2Xt(1−Xt) dWt,

dYt = cK(Xt − Yt) dt+ cKrYt dt,
(2.3.6)

with initial conditions X0 = x, Y0 = y and where (Wt)t≥0 is standard Brownian motion.

2.4. Moran model with seed-bank and migration

In this section we consider a spatial version of the models introduced so far, by considering
multiple colonies and migration between colonies. We do not allow individuals to actually
migrate, but rather their genetic types, namely, individuals will be allowed to choose an ancestor
from another colony. We adapt only the simplest model introduced in Section 2.1.

Consider an arbitrary undirected graph G = (V,E), where V denotes the set of vertices and E

the set of edges. Without loss of generality, we may assume that G is connected. Each vertex
of the graph contains a colony, which consists of an active population of size N and a seed-bank
of size M . For u, v ∈ V , let p(u, v) be a transition kernel on V that determines the migration.
Consider ε and δ as before.

The dynamics of the model are as follows:
• An active individual in colony u ∈ V at rate 1 either:

(1) with probability (1−ε)p(u, v) produces another active individual which first chooses
a colony v ∈ V and then an ancestor in this colony uniformly at random;



2.4. MORAN MODEL WITH SEED-BANK AND MIGRATION 13

(2) or with probability ε produces an individual that becomes dormant in the seed-
bank.

• A dormant individual in colony u ∈ V at rate 1 either:
(1) with probability (1− δ) remains dormant in the seed-bank;
(2) or with probability δ leaves the seed-bank and becomes active.

Note that in the resampling mechanism we allow the chosen colony v to be equal to u itself.
Furthermore, migration only occurs in the active population and hence the dynamics for the
seed-bank individuals do not change.

For each u ∈ V , let X(u),N
t and Y

(u),M
t be the number of individuals of type A at time t in

colony u, in the active and the dormant population, respectively. Then (X
(u),N
t , Y

(u),M
t )t≥0 is

the continuous-time Markov process on state space {0, . . . , N} × {0, . . . ,M}, with transitions:

(i, j) →



(i− 1, j + 1) at rate iε

(i+ 1, j − 1) at rate jδ

(i− 1, j) at rate i(1− ε)
∑

v∈V

[
p(u, v)

(
N−X

(v),N
t

N

)]
(i+ 1, j) at rate (N − i) (1− ε)

∑
v∈V

[
p(u, v)

X
(v),N
t
N

]
.

(2.4.1)

We consider the transition kernel

p(u, v) = (1− ν)δu,v + νq(u, v), u, v ∈ V, (2.4.2)

where ν ∈ [0, 1] is the migration parameter, δu,v = 1{u = v} and q(u, v) is a prescribed transition
kernel. Here we may assume that q(u, u) = 0 for all u ∈ V . Thus, with probability 1 − ν an
active individual chooses its own colony u, while with probability ν it chooses a different colony
v according to q(u, v).

To obtain a limiting distribution, we now also assume weak migration, i.e., we assume that there
exists a w ∈ (0,∞) such that

ν =
w

N
. (2.4.3)

We again consider the rescaled process and determine the limiting generator, as in the previous
sections. Since we consider multiple colonies, we obtain a rescaled process and a generator for
each u ∈ V . This will eventually lead to a system of coupled SDEs.

For u ∈ V , write x(u)N and y
(u)
M for the fractions of individuals of type A in colony u, in the

active and the dormant population, respectively. We obtain a generator for each u ∈ V , given
by (2.1.7).
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Proposition 2.4.1. Assume that (2.1.8) and (2.4.3) hold. For all f ∈ B and
(x

(u)
N , y

(v)
M ) ∈ IN × IM ,

lim
N→∞

(
L
(u)
N

)(
x
(u)
N , y

(u)
M

)
=
(
L(u)f

)(
x(u), y(u)

)
, u ∈ V (2.4.4)

if
lim

N→∞

(
x
(u)
N , y

(u)
M

)
=
(
x(u), y(u)

)
∈ [0, 1]2, u ∈ V. (2.4.5)

The limiting generator L(u) is given by(
L(u)f

)(
x(u), y(u)

)
=

[
c
(
y(u) − x(u)

)
− x(u) +

∑
v∈V

(
(1− w)δu,v + wq(u, v)

)
x(v)

]
∂f

∂x

(
x(u), y(y)

)
+ cK

(
x(u) − y(u)

) ∂f
∂y

(
x(u), y(u)

)
+ x(u)

(
1− x(u)

) ∂2f
∂x2

(
x(u), y(u)

)
.

(2.4.6)

Proof. If we compare the multi-colony model with the Moran model introduced in Section 2.1,
we note the following:

(i) We do not change the rates cact
i and cdorm

j , so any term in the generator consisting only of
these rates has the same limit as in the single-colony model. The only difference is that we
obtain this limit for each colony u ∈ V .

(ii) The remainder term in the Taylor expansions is again of order O(1/N3), and the rates are
again at most of order O(N). It follows that the total error term in the approximation
is of order O(1/N2). As we multiply the generator with a factor N , this becomes order
O(1/N) and converges to zero in the limit N → ∞.

We thus only have changes in the rates dact
i and bact

i , which leads to a change in the derivatives
of f in the x-value. It follows that
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(
L
(u)
N f

)(
x
(u)
N , y

(u)
M

)
=

fx

(
x
(u)
N , y

(u)
M

)[
c (yM − xN ) +

(
1− c

N

)(
−x(u)N +

∑
v∈V

((1− w)δu,v + wq(u, v))x
(v)
N

)]

+Kfy

(
x
(u)
N , y

(u)
M

)
c
(
x
(u)
N − y

(u)
M

)
+

1

2N
fxx

(
x
(u)
N , y

(u)
M

)[
c
(
x
(u)
N + y

(u)
M

)
+ 2Nx

(u)
N

(
1− x

(u)
N

)(
1− c

N

)(
1− w

N

)

+
(
1− c

N

)x(u)N

∑
v ̸=u

wq(u, v)
(
1− x

(v)
N

)
+
(
1− x

(u)
N

)∑
v ̸=u

wq(u, v)x
(v)
N

]

+
K

N
fxy

(
x
(u)
N , y

(u)
M

)
c
(
−x(u)N − y

(u)
M

)
+
K2

2N
fyy

(
x
(u)
N , y

(u)
M

)
c
(
x
(u)
N + y

(u)
M

)
+O

(
1

N

)
.

(2.4.7)
If N → ∞, then we obtain the limit

(
L(u)f

) (
x(u), y(u)

)
. �

As we now have a limiting generator for each colony u, that may depend on the state in the
other colonies v, we obtain a system of coupled SDEs.

Corollary 2.4.2. Under the conditions of Proposition 2.4.1, if, for each u ∈ V ,
limN→∞X

(u)
0 = x(u) a.s. and limN→∞ Y

(u)
0 = y(u) a.s., then

w − lim
N→∞

(
X

(u)
t , Y

(u)
t

)
t≥0

=
(
X

(u)
t , Y

(u)
t

)
t≥0

. (2.4.8)

The process (X
(u)
t , Y

(u)
t )t≥0 is the two-dimensional diffusion on [0, 1]2 solving

dX
(u)
t = c

(
Y

(u)
t −X

(u)
t

)
dt−X

(u)
t dt

+
∑
v∈V

(
(1− w)δu,v + wq(u, v)

)
X

(v)
t dt+

√
2X

(u)
t

(
1−X

(u)
t

)
dWt,

dY
(u)
t = cK

(
X

(u)
t − Y

(u)
t

)
dt,

(2.4.9)

with initial conditions X(u)
0 = x(u), Y (u)

0 = y(u) and where (Wt)t≥0 is standard Brownian motion.
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One natural choice for the transition kernel q(u, v) is to let the migration from colony to colony
happen with equal probability between neighbours. This corresponds to

q(u, v) =

{
1

d(u) if (u, v) ∈ E,

0 otherwise,
(2.4.10)

where d(u) denotes the degree of vertex u in G. As a consequence, the system of coupled SDEs
given in Corollary 2.4.2 simplifies to

dX
(u)
t = c

(
Y

(u)
t −X

(u)
t

)
dt−X

(u)
t dt

+
∑

(u,v)∈E

(
(1− w)δu,v +

w

d(u)

)
X

(v)
t dt+

√
2X

(u)
t

(
1−X

(u)
t

)
dWt,

dY
(u)
t = cK

(
X

(u)
t − Y

(u)
t

)
dt.

(2.4.11)

2.5. Wright-Fisher model with seed-bank and selection in resampling

Adding selection in resampling to the model is relatively straightforward in continuous time, as
seen in Section 2.2. However, it is also possible to do this in a discrete-time setting. In this
section we adapt the Wright-Fisher model with seed-bank from [4] by adding selection, and we
show that we obtain the same diffusion limit as in Corollary 2.2.2, up to a factor two time speed.

We again consider a haploid population where each individual carries a genetic type from
E = {A, a}. The population consists of an active population of size N , and a seed-bank of size
M . Given N,M ∈ N, let ε ∈ [0, 1] be such that εN ≤M and set δ = εN/M . Let s ∈ [0, 1]. The
dynamics of the model are as follows:

• The N active individuals produce (1 − ε)N active individuals in the next generation.
Each new individual chooses a parent from the previous generation according to pi and
adopt its type. Here, pi is the probability that an individual in the next generation
chooses a parent of type A from the current generation, given that there are i individuals
of type A in the current generation, i.e.,

pi =
(1 + s)i

(1 + s)i+N − i
. (2.5.1)

• The remaining εN = δM individuals from the active population become dormant in
the seed-bank.

• From the seed-bank, δM = εN individuals become active and leave the seed-bank.

• The remaining (1− δ)M individuals remain inactive in the seed-bank.
Thus, in the next generation, the active population again consists of (1 − ε)N + εN = N

individuals. Similarly, the dormant population again consists of δM+(1−δ)M =M individuals.

Let XN
n and YM

n denote the fraction of individuals of type A in generation n, in the active and
the dormant population, respectively. Then (XN

n , Y
M
n )n∈N0 is the discrete-time Markov chain
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with state space IN × IM . Abbreviate

Px,y(·) = P( · | XN
0 = x, YM

0 = y), (x, y) ∈ IN × IM . (2.5.2)

If x ∈ IN and x = i/N for some i ∈ {0, . . . , N} then (2.5.1) becomes

pi =
(1 + s)i/N

(1 + s)i/N + 1− i/N
=

(1 + s)x

(1 + s)x+ 1− x
=

(1 + s)x

1 + sx
. (2.5.3)

From now on we will denote this probability by px. Note that XN
n+1 is binomially distributed

with parameters N and px, given that XN
n = x. Denote by Z ∼ D that the random variable Z

is distributed according to distribution D. We have the following transition probabilities.

Proposition 2.5.1. Let c = εN = δM . For (x, y), (x̄, ȳ) ∈ IN × IM ,

Px,y(X
N
1 = x̄, YM

1 = ȳ) =
c∑

i=0

Px,y(Z = i)Px,y(U = x̄N − i)Px,y(V = (ȳ − y)M + i), (2.5.4)

where Z,U, V are independent under Px,y and Z ∼ HypM,c,yM , U ∼ BinN−c,px and V ∼ Binc,x.
Here, HypM,c,ym denotes the hypergeometric distribution with parameters M, c and yM , and
BinN−c,px denotes the binomial distribution with parameters N − c and px.

Proof. The interpretation of the random variables introduced above is as follows:
• Z is the number of active individuals in generation 1 that originate from a dormant

individual (or seed) of type A in generation 0. The total size of the seed-bank is equal
to M , and the number of seeds in generation 0 of type A is equal to yM . There are
δM = c seeds that become active, so this indeed corresponds to a hypergeometric
distribution with parameters M, c and yM .

• U is the number of active individuals in generation 1 that are offspring of active indi-
viduals of type A in generation 0. There is a total of (1− ε)N = N − c individuals that
are offspring of active individuals in generation 0. As each of these individuals chooses
a parent of type A with probability px, it follows that U has a binomial distribution
with parameters N − c and px.

• V is the number of dormant individuals in generation 1 that originate from active
individuals of type A in generation 0. There are εN = c active individuals that become
dormant, and with probability x each of these individuals is of type A. It thus follows
that V is binomially distributed with parameters c and x.

By construction, we have that

XN
1 =

U + Z

N
, YM

1 = y +
V − Z

M
. (2.5.5)

As the random variables Z,U and V are all independent under Px,y, the claim follows. �

We now consider the same space-time rescaling of the process and the same scaling of the
parameters as before, and show that the process converges to the diffusion limit from Corollary
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2.2.2, up to a factor two time speed. The generator of the process acting on f ∈ B is now given
by

(LNf)(xN , yM ) = NExN ,yM

[
f
(
XN

1 , Y
N
1

)
− f(xN , yM )

]
, (xN , yM ) ∈ IN × IM . (2.5.6)

Proposition 2.5.2. Assume that (2.1.8) and (2.2.2) hold. For all f ∈ B and
(xN , yM ) ∈ IN × IM ,

lim
N→∞

(LNf)(xN , yM ) = (Lf)(x, y) if lim
N→∞

(xN , yM ) = (x, y) ∈ [0, 1]2, (2.5.7)

where L is given by

(Lf)(x, y) = c(y − x)
∂f

∂x
(x, y) + σx(1− x)

∂f

∂x
(x, y) + cK(x− y)

∂f

∂y
(x, y) +

1

2
x(1− x)

∂2f

∂x2
(x, y).

(2.5.8)

Proof. We use Taylor expansion of f(XN
1 , Y

N
1 ) around (xN , yM ) up to second order, and

substitute this into (2.5.6). This yields

(LNf)(xN , yM ) = N

[
fx(xN , yM )ExN ,yM [XN

1 − xN ] + fy(xN , yM )ExN ,yM [YM
1 − yM ]

+
1

2
fxx(xN , yM )ExN ,yM [(XN

1 − xN )2]

+ fxy(xN , yM )ExN ,yM [(XN
1 − xN )(YM

1 − yM )]

+
1

2
fyy(xN , yM )ExN ,yM [(YM

1 − yM )2]

+ ExN ,yM

[ ∑
α,β∈N0
α+β=3

RN
α,β(X

N
1 , Y

M
1 )(XN

1 − xN )α(YM
1 − yM )β

]]
.

(2.5.9)

For x, y ∈ [0, 1]2 and α, β ∈ N0 such that α+ β = 3, we have

RN
α,β(x, y) =

α+ β

α!β!

∫ 1

0
(1− t)α+β−1 ∂3f

∂xαyβ
(xN − t(xN − x), yM − t(yM − y)) dt. (2.5.10)

We next calculate and bound all the moments. Before doing so, we first state some basic facts
that will be used in the calculations. By Proposition 2.5.1, we have that

XN
1 =

1

N
(U + Z), YM

1 =
1

M
(yMM + V − Z), (2.5.11)

where Z ∼ HypM,c,yMM , U ∼ BinN−c,pxN
and V ∼ Binc,xN . It immediately follows that

ExN ,yM [Z] = cyM , ExN ,yM [V ] = cxN , (2.5.12)

and

ExN ,yM [U ] = (N − c)pxN , VarxN ,yM [U ] = (N − c)pxN (1− pxN ), SkewxN ,yM [U ] =
1− 2pxN√
Var[U ]

.

(2.5.13)
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Here, the skewness of a random variable X is defined as

Skew[X] =
E[(X − E[X])3]

Var[X]
3
2

. (2.5.14)

As s = σ/N and N → ∞, we can use Taylor expansion of 1/(1 + sx) around s = 0. For x ∈ IN ,
we have

px =
(1 + s)x

1 + sx
= (1 + s)x(1− sx+O(s2)) = x− sx2 + sx+O(s2). (2.5.15)

Finally, we have that 0 ≤ V ≤ c and 0 ≤ Z ≤ c. It follows that |Z − cxN | ≤ c and |V − Z| ≤ c,
and hence for every α ∈ N0,∣∣∣ExN ,yM [(Z − cxN )α]

∣∣∣ ≤ cα,
∣∣∣ExN ,yM [(V − Z)α]

∣∣∣ ≤ cα. (2.5.16)

For every α, β ∈ N0 we therefore have∣∣∣ExN ,yM [(Z − cxN )α(V − Z)β]
∣∣∣ ≤ cα+β. (2.5.17)

We are now ready to calculate the terms in the generator. We will do this per partial derivative
of f . For the first moments, we have

NExN ,yM [XN
1 − xN ] = ExN ,yM [U + Z]−NxN

= (N − c)(xN − sx2N + sxN +O(s2)) + cyM −NxN

= c(yM − xN ) + σxN (1− xN ) +O

(
1

N

)
,

(2.5.18)

where we use (2.5.11), (2.5.12), (2.5.13), (2.5.15) and (2.2.2) consecutively, and

NExN ,yM [YM
1 − yM ] =

N

M
ExN ,yM [V − Z] = cK(xN − yM ), (2.5.19)

where we use (2.5.11), (2.5.12) and (2.1.8).

To calculate the second moments, note that from (2.5.15) we also have

ExN ,yM [U ] = (N − c)pxN = (N − c)x+O(1). (2.5.20)

From this, and the fact that XN
1 − xN = 1

N (U − (N − c)xN ) + 1
N (Z − cxN ), it follows that

N

2
ExN ,yM [(XN

1 − xN )2] =
1

2N
ExN ,yM [(U − (N − c)xN )2]

+
1

N
ExN ,yM [(U − (N − c)xN )(Z − cxN )]

+
1

2N
ExN ,yM [(Z − cxN )2]

=
1

2N
VarxN ,yM [U ] +O

(
1

N

)
+

1

2N
ExN ,yM [(Z − cxN )2]

=
1

2N
VarxN ,yM [U ] +O

(
1

N

)
,

(2.5.21)
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where we use (2.5.12) in the second to last equality and (2.5.17) in the last equality. Using
(2.5.13) and (2.5.15), we conclude that

N

2
ExN ,yM [(XN

1 − xN )2] =
1

2N
VarxN ,yM [U ] +O

(
1

N

)
=

1

2
x(1− x) +O

(
1

N

)
. (2.5.22)

As these are the only terms we expect to see in our limiting generator, it remains to show that
the other moments converge to zero as N → ∞. First,

NExN ,yM [(XN
1 − xN )(YM

1 − yM )]

=
1

M
ExN ,yM [(U − (N − c)xN )]ExN ,yM [V − Z] +

1

M
ExN ,yM [(Z − cxN )(V − Z)]

=
K

N
ExN ,yM [(U − (N − c)xN )]ExN ,yM [V − Z] +

K

N
ExN ,yM [(Z − cxN )(V − Z)],

(2.5.23)

where we use (2.5.11) and the fact that XN
1 − xN = 1/N(U − (N − c)xN ) + 1/N(Z − cxN ).

Using (2.5.17) and (2.5.20), we easily find that

NExN ,yM [(XN
1 − xN )(YM

1 − yM )] = O

(
1

N

)
(2.5.24)

Next,
N

2
ExN ,yM [(YM

1 − yM )2] =
K2

2N
ExN ,yM [(V − Z)2] = O

(
1

N

)
, (2.5.25)

where we use (2.5.11), (2.5.17) and (2.1.8).

Lastly, we have to bound the remainder term in the Taylor expansion. Since f ∈ B, all third
order derivatives of f are bounded, and hence we can bound RN

α,β uniformly. It thus remains to
be shown that the mixed moments NExN ,yM [(XN

1 −x)α(YM
1 −y)β] are bounded, for all α, β ∈ N0

such that α+ β = 3. Let α, β ∈ N0 be such that α+ β = 3. Then

NExN ,yM [(X1 − xN )α(YM
1 − yM )β]

=
N

NαMβ

α∑
i=0

(
α

i

)
ExN ,yM [(U − (N − c)xN )i]ExN ,yM [(Z − cxN )α−i(V − Z)β].

(2.5.26)

Note that, for all α, β and i, the mixed moments of Z − cxN and V − Z are of order O(1), due
to (2.5.17). We thus have to check the moments of (U − (N − c)xN )α for α ∈ {0, 1, 2, 3}.

If α = 0, then it is trivially of order O(1). For α = 1, it is also of order O(1), due to (2.5.20). If
α = 2, then using the previous calculations we have

ExN ,yM [(U − (N − c)xN )2] = VarxN ,yM [U ] +O(1) = O(N). (2.5.27)

If α = 3, then using (2.5.13) we find

ExN ,yM [(U − (N − c)xN )3] = SkewxN ,yM [U ](VarxN ,yM [U ])
3
2 +O(1)

= (1− 2pxN )VarxN ,yM [U ] +O(1)

= O(N).

(2.5.28)
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We thus see that the leading term in the mixed moments is of order O(N). It follows that

NExN ,yM [(X1 − xN )α(YM
1 − yM )β] =

N

NαMβ
O(N) = O

(
1

N

)
, (2.5.29)

where we use the above bounds and the scaling of M in (2.1.8).

Combining all the previous computations, we get

lim
N→∞

(LNf)(xN , yM )

= c(y − x)fx(x, y) + σx(1− x)fx(x, y) + cK(x− y)fy(x, y) +
1

2
x(1− x)fxx(x, y).

(2.5.30)

�

Thus, we see that, up to a factor two in time speed, we indeed obtain the same limiting generator
as in Proposition 2.2.1.

Corollary 2.5.3. Under the conditions of Proposition 2.5.2, if limN→∞X
N
0 = x a.s. and

limN→∞ Y
M
0 = y a.s., then

w − lim
N→∞

(
X

N
t , Y

M
t

)
t≥0

= (Xt, Yt)t≥0. (2.5.31)

The process (Xt, Yt)t≥0 is the two-dimensional diffusion on [0, 1]2 solving

dXt = c(Yt −Xt) dt+ σXt(1−Xt) dt+
√
Xt(1−Xt) dWt,

dYt = cK(Xt − Yt) dt,
(2.5.32)

with initial conditions X0 = x, Y0 = y and where (Wt)t≥0 is standard Brownian motion.

A similar extension may be done for the models introduced in Section 2.3 and Section 2.4,
by adding selection in resampling and exchange and by adding migration to the Wright-Fisher
model with seed-bank.



CHAPTER 3

Multi-colony Moran model with migration and mutation

In this chapter, we consider a model with simpler dynamics, namely, without seed-bank, to
develop a benchmark to which we can refer in Chapter 4. We consider a multi-colony Moran
model on a discrete torus with sequential dynamics consisting of resampling, mutation and
migration. If an individual does not mutate, then it may resample from another colony, which
we refer to as migration. We are interested in calculating the probability Ψ(x, y) at equilibrium
that two individuals from colonies x and y are identical by descent, i.e., they share a common
ancestor without encountering a mutation in their ancestral line.

In Section 3.1 we define the model. In Section 3.2 we define Ψ(x, y) and relate it to Ft(x, y),
t ≥ 0, the probability density per unit of time that the two individuals from colonies x and
y share their most recent common ancestor at time t. We then derive a recursion relation for
Ft(x, y) in Section 3.3. This implies a relation for Ψ(x, y), which allows us to compute its Fourier
transform Ψ̂(θ) in Section 3.4. In Section 3.5 we show that, for a special choice for the migration,
we can apply Fourier inversion on Ψ̂(θ) to obtain a closed form expression for Ψ(x, 0). It follows
that Ψ(x, 0) can be expressed in terms of the Green function of a simple random walk.

3.1. Definition of the model

For L ∈ N, consider the discrete torus T = Zd ∩ [0, L]d in any dimension d ∈ N, with periodic
boundary conditions. Each site contains a colony of N individuals. Define the base-types
{A, a}. A mutation changes the type of an individual into a new type. In absence of mutation,
an individual may migrate and resample.

Formally, let µ, ν ∈ R>0 be the rate of the mutation and migration, respectively. Let p(x, y) be
a translation-invariant transition kernel on T. The dynamics of the model are as follows. An
individual in colony x mutates to a new type at rate µ and migrates at rate ν. In the event
of migration, it chooses a colony y with probability p(x, y), from which it chooses an ancestor
uniformly at random.

3.2. Probability of being identical by descent

Fix x, y ∈ T. Define Ψ(x, y) to be the probability at equilibirum that two individuals from
colonies x and y are identical by descent, i.e., they share a common ancestor without encountering
a mutation in their ancestral lines. If x = y, then we assume that the two individuals drawn are
distinct.

22
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Consider the model in which we only allow migration at rate ν, and let Ft(x, y) be the probability
density per unit of time that two individuals drawn from colonies x and y share their most recent
common ancestor at time t. In the model with mutation, an individual undergoes mutation at
rate µ ∈ R>0. The probability that the two individuals do not encounter a mutation up until
time t is therefore equal to e−2µt. We thus obtain the following relation between Ψ(x, y) and
Ft(x, y), t ≥ 0:

Ψ(x, y) =

∫ ∞

0
e−2µtFt(x, y) dt. (3.2.1)

Note that, as the rates of the model only depend on the distance between x and y, the same is
true for Ft(x, y) and Ψ(x, y), i.e., Ft(x, y) = Ft(x− y, 0) and Ψ(x, y) = Ψ(x− y, 0).

3.3. Recursion relation

We can derive a recursion relation for Ft(x, y) by reasoning as follows. We integrate over the time
interval [0, t] and consider the event in which only one of the individuals undergoes a change in
this time interval. Say that this happens at a time s, and that the individual in colony x changes
to colony z (possibly x = z). If coalescence of the two ancestral lines does not happen at time
s, then it is clear that we should subsequently consider Ft−s(z, y). Note that it is sufficient to
consider the event in which only one of the individuals changes. Indeed, if both do not change,
then nothing happens, while the event of them both changing at the same time has probability
zero.

Before we start, we state some basic facts that we use throughout the calculations. Write Z ∼ D
when the random variable Z has distribution D. Let X1, . . . , Xn be independently exponentially
distributed with parameters λ1, . . . , λn , respectively, i.e., Xi ∼ Exp(λi). Denote the distribution
function and the density function of Xi by Gi and gi, respectively. We have that

P(Xi > x) = 1−Gi(x) = e−λix, gi(x) = λie
−λix, x ∈ R>0. (3.3.1)

Using this, we obtain the following recursion relation.

Proposition 3.3.1. For x, y ∈ T and t ≥ 0,

Ft(x, y) =
∑
z∈T

p(x, z)

[∫ t

0
νe−2νs

(
1{z ̸= y}Ft−s(z, y) + 1{z = y}N − 1

N
Ft−s(y, y)

)
ds

+ 1{z = y} 1

N
νe−2νt

]

+
∑
z∈T

p(y, z)

[∫ t

0
νe−2νs

(
1{z ≠ x}Ft−s(x, z) + 1{z = x}N − 1

N
Ft−s(x, x)

)
ds

+ 1{z = x} 1

N
νe−2νt

]
.

(3.3.2)
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Proof. Note that we have the same sum twice, with the roles of x and y reversed. It thus
suffices to explain the first sum. The only change occuring for individuals is through migration,
but we must keep track of whether or not coalescence occurs. The three terms in the sum can
be explained as follows:

• In the first term, the probability of one individual not changing before time s is e−νs,
while the probability density of the other individual changing at time s is νe−νs. The
product of the two equals the probability in the integral. If the x-individual migrates
to a colony z ̸= y, then no coalescence occurs, and we continue from colonies z and y.

• In the second term, we have the same probability. If the x-individual migrates to colony
z = y, then with probability (N − 1)/N it does not coalesce with the y-individual, and
we continue with both (distinct) individuals from colony y.

• In the third term, we account for coalescence occurring. If the x-individual migrates
to colony y, then with probability 1/N it does coalesce with the y-individual. Recall,
however, that we are interested in the existence of the most recent common ancestor at
time t. If coalescence occurs at time s ∈ [0, t), then the most recent common ancestor
cannot occur at time t. We thus only get a positive contribution when the coalescence
happens exactly at time t, which gives the same probability as in the second term,
except at time t.

�

Using (3.2.1), we see that Proposition 3.3.1 in turn implies a recursive relation for Ψ(x, y).

Proposition 3.3.2. For x, y ∈ T,

Ψ(x, y) =
ν

µ+ ν

[
1

N
p(x, y)− 1

N
p(x, y)Ψ(0, 0) +

∑
z∈T

1

2
p(x, z)Ψ(z, y) +

1

2
p(y, z)Ψ(x, z)

]
. (3.3.3)

Note that there is some inductive reasoning behind this equation. Namely, ν
µ+ν is the probability

that migration occurs before mutation. In the first term, we consider the situation in which we
coalesce. In the second term, we have to account for the situation in which we migrate to the
same colony but do not coalesce. In the final two terms, we consider the situation in which we
migrate to a different colony.

Proof. Recall that Ft(x, y) consists of twice the same sum, with the roles of x and y reversed.
It thus suffices to consider the first sum. First, we simplify:∑

z∈T
1{z ̸= y}Ft−s(z, y) + 1{z = y}N − 1

N
Ft−s(y, y) =

∑
z∈T

Ft−s(z, y)− 1{z = y} 1

N
Ft−s(y, y).

(3.3.4)



3.3. RECURSION RELATION 25

To obtain an expression for Ψ(x, y), we use (3.2.1). As the integral is a linear operator, it suffices
to apply this relation to the following three quantities:∑

z∈T
p(x, z)

∫ t

0
νe−2νsFt−s(z, y) ds, (3.3.5)

−
∑
z∈T

p(x, z)

∫ t

0
νe−2νs1{z = y} 1

N
Ft−s(y, y) ds, (3.3.6)

∑
z∈T

p(x, z)1{z = y} 1

N
νe−2νt. (3.3.7)

For (3.3.5) we have∫ ∞

0
e−2µt

∑
z∈T

p(x, z)

[∫ t

0
νe−2νsFt−s(z, y) ds

]
dt

=
∑
z∈T

p(x, z)

∫ ∞

0
νe−2(µ+ν)s

[∫ ∞

s
e−2µ(t−s)Ft−s(z, y) dt

]
ds

=
ν

2(µ+ ν)

∑
z∈T

p(x, z)Ψ(z, y).

(3.3.8)

For (3.3.6) we have∫ ∞

0
e−2µt

∑
z∈T

p(x, z)

[∫ t

0
νe−2νs1{z = y} 1

N
Ft−s(y, y) ds

]
dt

=
1

N
p(x, y)

∫ ∞

0
νe−2(µ+ν)s

[∫ ∞

s
e−2µ(t−s)Ft−s(y, y) dt

]
ds

=
1

N

ν

2(µ+ ν)
p(x, y)Ψ(0, 0),

(3.3.9)

where in the last equality we use that Ψ(y, y) = Ψ(0, 0) by translation invariance. Similarly, for
(3.3.7) we have

1

N

ν

2(µ+ ν)
p(x, y). (3.3.10)

The second sum in (3.3.2) produces the same terms, only with the roles of x and y reversed.
The equivalents of (3.3.8), (3.3.9) and (3.3.10) for the y-individual are hence given by

ν

2(µ+ ν)

∑
z∈T

p(y, z)Ψ(x, z),
1

N

ν

2(µ+ ν)
p(y, x)Ψ(0, 0),

1

N

ν

2(µ+ ν)
p(y, x). (3.3.11)

Note that by symmetry, p(x, y) = p(y, x). Adding all terms, we get the desired result. �

As it is not obvious how to determine a closed-form expression for Ψ(x, y) from Proposition
3.3.2, we consider its Fourier transform.
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3.4. Fourier analysis

For any dimension d ∈ N, let T̂ = {0, 1
L , . . . ,

L−1
L }d. For f : T × T → R, define the Fourier

transform f̂ by
f̂(θ, η) =

∑
x,y∈T

e2πi(θ·x+η·y)f(x, y), θ, η ∈ T̂, (3.4.1)

(cf. [8], Chapter 2, Table 2.1). Here, θ · x denotes the inner product of θ and x. Conversely, the
function f can be retrieved from f̂ by using the Fourier inversion formula, defined by

f(x, y) =
1

|T̂|2
∑
θ,η∈T̂

e−2πi(θ·x+η·y)f̂(θ, η), x, y ∈ T, (3.4.2)

(cf. [8], Chapter 3, Equations 3.13 and 3.14).

As mentioned before, the rates of the model only depend on the distance between x and y and
hence the same holds for Ψ(x, y). It follows that Ψ̂(θ, η) also only depends on one parameter,
so it suffices to consider Ψ̂(θ) := Ψ̂(θ,−θ). We thus write:

Ψ̂(θ) =
∑
x,y∈T

e2πi(θ·(x−y))Ψ(x− y, 0), θ ∈ T̂. (3.4.3)

Using Proposition 3.3.2, we now find an expression for Ψ̂(θ). Write Ψ(0) = Ψ(0, 0).

Proposition 3.4.1. For θ ∈ T̂,

Ψ̂(θ) =
ν

µ+ ν
p̂(θ)Ψ̂(θ)− ν

µ+ ν

1

N
p̂(θ)Ψ(0) +

ν

µ+ ν

1

N
p̂(θ). (3.4.4)

Proof. As the Fourier transform is linear, it suffices to apply the Fourier transform to each of
the four terms in (3.3.3) separately. For the first term, we have∑

x,y∈T
e2πi(θ·(x−y))

[
ν

µ+ ν

∑
z∈T

1

2
p(x− z, 0)Ψ(z − y, 0)

]

=
1

2

ν

µ+ ν

∑
x,y∈T

∑
z∈T

e2πi(θ·(x−z))p(x− z, 0)e2πi(θ·(z−y))Ψ(z − y, 0)

=
1

2

ν

µ+ ν
p̂(θ)Ψ̂(θ).

(3.4.5)

In the second term, the roles of x and y are reversed. By symmetry, we have that p(y − z, 0) =

p(z − y, 0), so for the second term we also have
1

2

ν

µ+ ν
p̂(θ)Ψ̂(θ). (3.4.6)

For the third term, note that Ψ(0) is a constant, and so∑
x,y∈T

e2πi(θ·(x−y))

[
− ν

µ+ ν

1

N
p(x− y, 0)Ψ(0)

]
= − ν

µ+ ν

1

N
p̂(θ)Ψ(0). (3.4.7)
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Similarly, for the last term we have
ν

µ+ ν

1

N
p̂(θ). (3.4.8)

Adding all terms, we get the desired result. �

From Proposition 3.4.1, we obtain a closed-form expression for Ψ̂(θ).

Theorem 3.4.2. For θ ∈ T̂,

Ψ̂(θ) =
1−Ψ(0)

N

νp̂(θ)

µ+ ν − νp̂(θ)
(3.4.9)

with

Ψ(0) =

1

N

1

|T̂|2
∑

θ∈T̂
νp̂(θ)

µ+ ν − νp̂(θ)

1 +
1

N

1

|T̂|2
∑

θ∈T̂
νp̂(θ)

µ+ ν − νp̂(θ)

. (3.4.10)

Proof. From (3.4.4), it follows that[
1− ν

µ+ ν
p̂(θ)

]
Ψ̂(θ) =

ν

µ+ ν

1

N
p̂(θ)(1−Ψ(0)) (3.4.11)

and hence
Ψ̂(θ) =

1−Ψ(0)

N

1
µ+ν−νp̂(θ)

µ+ν

ν

µ+ ν
p̂(θ) =

1−Ψ(0)

N

νp̂(θ)

µ+ ν − νp̂(θ)
. (3.4.12)

To determine Ψ(0), note that by the Fourier inversion formula (3.4.2) we have

Ψ(0) =
1

|T̂|2
∑
θ∈T̂

Ψ̂(θ). (3.4.13)

Substitution of (3.4.12) into (3.4.13) yields

Ψ(0) =
1

|T̂|2
1−Ψ(0)

N

∑
θ∈T̂

νp̂(θ)

µ+ ν − νp̂(θ)
. (3.4.14)

Solving this expression for Ψ(0) we get (3.4.10). �

With the help of the Fourier inversion formula, it is in principle possible to find an expression
for Ψ(x, 0) by inverting (3.4.9). In reality, however, this is not always easy as the degree of
difficulty depends on the model chosen. In the next section, we invert (3.4.9) for a special choice
of p(x, y) and show that it can be written in terms of the Green function of a simple random
walk.
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3.5. Fourier inversion

In this section, we consider a special choice of p(x, y) for which we are able to invert the expression
found for Ψ̂(θ) in Theorem 3.4.2, and express it in terms of the Green function of a simple random
walk. Define the function β̂ : T̂ → R by

β̂(θ) =
νp̂(θ)

µ+ ν − νp̂(θ)
, (3.5.1)

and let β be its Fourier inverse function.

Theorem 3.5.1 (Simplification of Theorem 3.4.2). For θ ∈ T̂,

Ψ̂(θ) =
1−Ψ(0)

N
β̂(θ) (3.5.2)

with

Ψ(0) =

1

N
β(0)

1 +
1

N
β(0)

. (3.5.3)

It is clear that to invert (3.5.2) and to determine (3.5.3), we only have to determine the inverse
function β.

Let λ ∈ [0, 1]. For the random walk transition kernel p we consider

p(x, y) = (1− λ)δx,y + λq(x, y), x, y ∈ T, (3.5.4)

where δx,y = 1{x = y} and with q the transition kernel of a simple random walk. Let || · ||
denote the lattice norm, then

q(x, y) =

 1
2d , ||x− y|| = 1,

0, otherwise.
(3.5.5)

Note that p is indeed translation invariant, so we may consider p(x) := p(x, 0). It follows that

p̂(θ) = (1− λ) + λq̂(θ). (3.5.6)

For x ∈ T and l ∈ N0, let ql(x) be the probability that a simple random walk starting from the
origin is at site x at time l. The Green function of a simple random walk at site x is

Gx(z) =
∑
l∈N0

ql(x)z
l, |z| < 1. (3.5.7)

Proposition 3.5.2. Let p as in (3.5.4). For x ∈ T,

β(x) =
1

1− b
Gx

(
a

1− b

)
− δx,0, (3.5.8)

with a = ν
µ+νλ and b = ν

µ+ν (1− λ).
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Proof. First, note that as µ, ν > 0,

0 <
a

1− b
=

νλ

µ+ νλ
< 1. (3.5.9)

Next, we have that
β(x) =

1

|T̂|2
∑
θ∈T̂

e−2πi(θ·x)β̂(θ)

=
1

|T̂|2
∑
θ∈T̂

e−2πi(θ·x)
ν

µ+ν p̂(θ)

1− ν
µ+ν p̂(θ)

= −δx,0 +
1

|T̂|2
∑
θ∈T̂

e−2πi(θ·x) 1

1− ν
µ+ν p̂(θ)

,

(3.5.10)

where we use that the Fourier inverse of the constant function 1 is the delta function δx,0. It
follows that

1

|T̂|2
∑
θ∈T̂

e−2πi(θ·x) 1

1− ν
µ+ν p̂(θ)

=
1

|T̂|2
∑
θ∈T̂

e−2πi(θ·x)
∑
k∈N0

(
ν

µ+ ν
p̂(θ)

)k

=
∑
k∈N0

(
ν

µ+ ν

)k 1

|T̂|2
∑
θ∈T̂

e−2πi(θ·x)p̂(θ)k

=
∑
k∈N0

(
ν

µ+ ν

)k k∑
l=0

(
k

l

)
(1− λ)k−lλl

1

|T̂|2
∑
θ∈T̂

e−2πi(θ·x)q̂(θ)l

=
∑
k∈N0

(
ν

µ+ ν

)k k∑
l=0

(
k

l

)
(1− λ)k−lλlql(x)

=
∑
l∈N0

ql(x)a
l

∞∑
k=l

(
k

l

)
bk−l

=
∑
l∈N0

ql(x)a
l(1− b)−l−1

=
1

1− b
Gx

(
a

1− b

)
.

(3.5.11)
We conclude the proof by combining the two equations. �

It now only remains to invert the expression in Theorem 3.5.1, to obtain the expression for
Ψ(x) := Ψ(x, 0).
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Theorem 3.5.3. For p as in (3.5.4) and for x ∈ T,

Ψ(x) =
1−Ψ(0)

N
β(x) (3.5.12)

with

Ψ(0) =

1

N
β(0)

1 +
1

N
β(0)

. (3.5.13)

We now have an expression for the probability of being identical by descent expressed in terms
of the Green function of a simple random walk. In Chapter 4 we present two examples for the
Green function.



CHAPTER 4

Multi-colony Moran model with seed-bank, selection, migration
and mutation

In this chapter, we consider a multi-colony Moran model on a discrete torus with sequential
dynamics. The dynamics consist of exchange between the active and the dormant population,
resampling, mutation and migration. We consider two types of mutation: a harmless mutation
and a deleterious mutation. Migration between colonies is dependent on the type of the indi-
vidual. Consequently, we consider four reservoirs in each colony: A-active, a-active, A-dormant
and a-dormant. We are interested in calculating the probability Ψ(x, y) at equilibrium that two
individuals from colonies x and y share a common ancestor without encountering a deleterious
mutation in their ancestral lines.

In Section 4.1 we define the model. In Section 4.2 we define Ψ(x, y) and relate it to Ft(x, y),
t ≥ 0, the probability density per unit of time that the two individuals from colonies x and y

share their most recent common ancestor at time t. In Section 4.3 we derive a recursion relation
for Ft(x, y), which implies a relation for Ψ(x, y). Using the latter, we compute its Fourier
transform Ψ̂(θ) in Section 4.4, from which we are able to gain more insight into its properties
as a function of x,y and the underlying parameters. In Section 4.5 we consider a special case
of the parameters, namely, weak exchange and weak harmless mutation, for which we obtain a
more explicit expression for Ψ̂(θ). We invert this expression in Section 4.6 and show that Ψ(x)

can be written in terms of the Green function of a simple random walk. We conclude by offering
two examples for which a closed form expression of the Green function exists: the infinite torus
and the finite torus, both in dimension d = 1.

4.1. Definition of the model

For L ∈ N, consider the discrete torus T = Zd ∩ [0, L]d in any dimension d ∈ N, with periodic
boundary conditions. Each site contains a colony, consisting of an active population of size N
and a dormant population of size M that resides in the seed-bank. Define {A, a} to be the base-
types. Harmless mutations can only affect active individuals, and cause an active individual to
change base-types. Deleterious mutations can affect both active and dormant individuals, and
change the type of an individual to an entirely new type. Only active individuals can migrate
and resample. We consider selection in migration, i.e., the migration rate is dependent on the
type of the individual.

31
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Formally, let µ, χ ∈ R>0 be the rate of the deleterious and the harmless mutation, respectively.
Let ρ ∈ R>0 be the rate of the exchange between the active and the dormant population. For
x, y ∈ T, let kA(x, y), ka(x, y) ∈ R>0 be the rates of the migration from colony x to colony y, for
individuals of type A and type a, respectively. We assume that the migration rates only depend
on the distance between the colonies x and y and not on their position, which makes our system
translation-invariant.

We consider the following dynamics (in colony x):
• An active individual of type A or of type a:

(1) mutates to a new type at rate µ;

(2) becomes dormant at rate ρ;

(3) mutates into type a or type A, respectively, at rate χ;

(4) migrates to colony y and chooses an ancestor uniformly at random at rate kA(x, y)
or rate ka(x, y), respectively.

• A dormant individual of type A or of type a:
(1) mutates to a new type at rate µ;
(2) becomes active at rate ρ.

Note that the only difference in the dynamics for active individuals of type A and a is the
migration rate, and that dormant individuals obey the same dynamics, regardless of their type.
We give an overview of the rates for the active and the dormant individuals in Table 4.1.1. We
also illustrate the dynamics of the model in Figure 4.1.1, by displaying all different incoming
and outgoing rates for individuals in a colony.

Rate Explanation Active Dormant
ρ exchange between active and dormant 3 3

µ deleterious mutation 3 3

χ harmless mutation 3 7

kA(x, y), ka(x, y) migration from colony x to colony y 3 7

Table 4.1.1. Overview of the rates for the active and the dormant individuals
in colony x.
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χ

ρ

ρ

kA(x, y) ka(x, y)

µ

µ µ

µ

a-active A-dormant a-dormantA-active

colony x

colony y

active dormant
population population

Figure 4.1.1. Illustration of the dynamics of the model. The dynamics that
occur within colonies are illustrated in colony x, while the dynamics that occur
between colonies are illustrated between colony x and colony y.

4.2. Probability of being identical by descent

Fix x, y ∈ T. Contrary to the model in Chapter 3, the migration rate depends on the type of
the individual. We are hence interested in ψ((x, i), (y, j)), the probability at equilibrium that
two individuals drawn uniformly at random from colonies x and y in states i, j ∈ {0, 1}2 share
a common ancestor without encountering a deleterious mutation in their ancestral lines. The
states i and j denote the four reservoirs specified, where we use the allocation given in Table
4.2.1. If x = y, then we assume that the two individuals drawn are distinct.

Reservoir A-active a-active A-dormant a-dormant
State 00 01 10 11

Table 4.2.1. Allocation of the states i, j ∈ {0, 1}2 to the four reservoirs.

We want to find an expression for the 16-vector

Ψ(x, y) =
(
ψ((x, i), (y, j))

)
i,j∈{0,1}2

, x, y ∈ T, (4.2.1)

which is ordered as a list of increasing binary numbers, i.e., the first element of the vector
represents the state (i, j) = (00, 00), the second element represents the state (i, j) = (00, 01) and
so on, ending with the 16th element representing the state (i, j) = (11, 11).
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Consider the model from Section 4.1 without the deleterious mutation and define ft((x, i), (y, j))
to be the probability density per unit of time that two individuals drawn uniformly at random
from colonies x and y in states i, j ∈ {0, 1}2 share their most recent common ancestor at time
t. Consider the 16-vector

Ft(x, y) =
(
ft((x, i), (y, j))

)
i,j∈{0,1}2

, x, y ∈ T, t ≥ 0, (4.2.2)

with the same binary ordering as in Ψ(x, y). We obtain the same relation between Ψ(x, y) and
Ft(x, y) as in Chapter 3, namely

Ψ(x, y) =

∫ ∞

0
e−2µtFt(x, y) dt. (4.2.3)

Note that as the rates of the model only depend on the distance between x and y, the same is
true for Ft(x, y) and Ψ(x, y), i.e., Ft(x, y) = Ft(x− y, 0) and Ψ(x, y) = Ψ(x− y, 0).

Finally, throughout this chapter, we will assume the migration rates to be

kA(x, y) = νAp(x, y), ka = νap(x, y), x, y ∈ T, (4.2.4)

with νA, νa ∈ R>0 given rates and p a given translation-invariant transition kernel on T.

4.3. Recursion relation

In this section, we obtain an expression for Ψ(x, y) in terms of Ψ(w, z), w, z ∈ T. We first derive
a recursion relation for each of the terms ft((x, i), (y, j)), i, j ∈ {0, 1}2. This in turn implies a
relation for ψ((x, i), (y, j)). From these relations, we define matrices with which we can write
the expression for Ψ(x, y).

We derive a recursion relation for Ft(x, y), by applying the approach of Section 3.3 to each of
the 16 terms ft((x, i), (y, j)), i, j ∈ {0, 1}2. Recall that the general approach is as follows. We
integrate over the time interval [0, t] and consider the event in which only one of the individuals
undergoes a change in this time interval. Say that this happens at a time s, and that the
individual with state i in colony x changes to state k in colony z (possibly x = z or i = k). If
coalescence of the two ancestral lines does not happen at time s, then it is clear that we should
subsequently consider ft−s((z, k), (y, j)). Note that it is sufficient to consider the event in which
only one of the individuals changes. Indeed, if both do not change, then nothing happens, while
the event of them both changing at the same time has probability zero.

Before we start, we state some basic facts that we use throughout the calculations. Let
X1, . . . , Xn be independently exponentially distributed with parameters λ1, . . . , λn , respec-
tively, i.e., Xi ∼ Exp(λi). Denote the distribution function and the density function of Xi by
Gi and gi, respectively. In addition to (3.3.1), we make use of a well-known fact about the
minimum of independent random variables with an exponential distribution, namely,
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min{X1, . . . , Xn} ∼ Exp
(

n∑
i=1

λi

)
, P

(
Xi = min{X1, . . . , Xn}

)
=

λi∑n
i=1 λi

, i = 1, . . . , n.

(4.3.1)
We are now ready to derive the recursion equations. We will not do so in the order of the vector
Ft(x, y), but rather in four groups of states that have similar equations. We consider the four
groups specified in Table 4.3.1, where we also provide an overview of where the results can be
found.

Group Combinations of states States Results
First Dormant states (10, 10), (10, 11), Proposition 4.3.1.

(11, 10), (11, 11).

Second Active and dormant states (00, 10), (00, 11), Proposition 4.3.2 - 4.3.4.
(01, 10), (01, 11),

(10, 00), (10, 01),

(11, 00), (11, 01).

Third Active states with different types (00, 01), (01, 00). Proposition 4.3.5.
Fourth Active states with identical types (00, 00), (01, 01). Proposition 4.3.6 - 4.3.7.

Table 4.3.1. Specification of the four groups considered for the recursion equations.

Proposition 4.3.1 (First group). For x, y ∈ T,

ft((x, 10), (y, 10)) =

∫ t

0
ρe−2ρs

(
ft−s((x, 00), (y, 10)) + ft−s((x, 10), (y, 00))

)
ds, (4.3.2)

ft((x, 10), (y, 11)) =

∫ t

0
ρe−2ρs

(
ft−s((x, 00), (y, 11)) + ft−s((x, 10), (y, 01))

)
ds, (4.3.3)

ft((x, 11), (y, 10)) =

∫ t

0
ρe−2ρs

(
ft−s((x, 01), (y, 10)) + ft−s((x, 11), (y, 00))

)
ds, (4.3.4)

ft((x, 11), (y, 11)) =

∫ t

0
ρe−2ρs

(
ft−s((x, 01), (y, 11)) + ft−s((x, 11), (y, 01))

)
ds. (4.3.5)

Proof. It suffices to give the proof for (4.3.2), as the other relations can be proven similarly.
The reasoning is as follows. A dormant individual can only change states by becoming active,
with rate ρ. The probability of one individual not changing state before time s is e−ρs, while the
probability density of the other individual changing state at time s is ρe−ρs. The product of the
two equals the probability in the integral. We multiply this probability with the corresponding
ft−s. In the first term, the x-individual changes state from i = 10 to i = 00, i.e., from A-
dormant to A-active. The y-individual does not change. In the second term, we observe the
same behaviour but with the roles of x and y reversed. �



36 4. MULTI-COLONY MORAN MODEL WITH SEED-BANK, SELECTION, MIGRATION AND MUTATION

For the second group, note that the equations for the first four and the last four combinations,
as given in Table 4.3.1, will be identical with the roles of x and y reversed. As the equations for
i = 00 and i = 01 are also similar, we first state and prove the equations for i = 00.

Proposition 4.3.2 (Second group, i = 00). For x, y ∈ T,

ft((x, 00), (y, 10))

=

∫ t

0

[
ρ

ρ+ χ+ νA
ρe−2ρsft−s((x, 10), (y, 10)) +

χ

ρ+ χ+ νA
χe−(ρ+χ)sft−s((x, 01), (y, 10))

]
ds

+
∑
z∈T

p(x, z)

∫ t

0

νA
ρ+ χ+ νA

νAe
−(ρ+νA)sft−s((z, 00), (y, 10)) ds

+

∫ t

0
ρe−(2ρ+χ+νA)sft−s((x, 00), (y, 00)) ds,

(4.3.6)
ft((x, 00), (y, 11))

=

∫ t

0

[
ρ

ρ+ χ+ νA
ρe−2ρsft−s((x, 10), (y, 11)) +

χ

ρ+ χ+ νA
χe−(ρ+χ)sft−s((x, 01), (y, 11))

]
ds

+
∑
z∈T

p(x, z)

∫ t

0

νA
ρ+ χ+ νA

νAe
−(ρ+νA)sft−s((z, 00), (y, 11)) ds

+

∫ t

0
ρe−(2ρ+χ+νA)sft−s((x, 00), (y, 01)) ds.

(4.3.7)

Proof. We only give the proof for (4.3.6), as (4.3.7) can be derived in a similar way. The
y-individual can only change state by becoming active. However, the x-individual has three
possibilities to change state. Namely, it can become dormant with rate ρ, mutate to type a
with rate χ, or migrate with rate νA. Consider the first integral. Due to (3.3.1) and (4.3.1), the
x-individual becomes dormant with probability ρ/(ρ + χ + νA) with corresponding probability
density ρe−ρs. The probability for the y-individual to remain in the same state is e−ρs. We
multiply these terms and multiply them with the corresponding ft−s. The same reasoning
applies to the second term in the first integral, and to the second integral, where we must also
sum over the possible states z ∈ T.

In the last integral, we consider the event in which the y-individual changes state at time s and
the x-individual does not change state before time s. The former has probability density ρe−ρs,
while the latter has probability e−(ρ+χ+νA)s by (4.3.1), as this corresponds to the minimum of
exponential random variables with rate ρ, χ and νA being larger than s. �

It is clear that we obtain similar equations for i = 01, with νA replaced by νa and with the
states updated correspondingly. Hence, we state these without proof.
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Proposition 4.3.3 (Second group, i = 01). For x, y ∈ T,

ft((x, 01), (y, 10))

=

∫ t

0

[
ρ

ρ+ χ+ νa
ρe−2ρsft−s((x, 11), (y, 10)) +

χ

ρ+ χ+ νa
χe−(ρ+χ)sft−s((x, 00), (y, 10))

]
ds

+
∑
z∈T

p(x, z)

∫ t

0

νa
ρ+ χ+ νa

νae
−(ρ+νa)sft−s((z, 01), (y, 10)) ds

+

∫ t

0
ρe−(2ρ+χ+νa)sft−s((x, 01), (y, 00)) ds,

(4.3.8)
ft((x, 01), (y, 11))

=

∫ t

0

[
ρ

ρ+ χ+ νa
ρe−2ρsft−s((x, 11), (y, 11)) +

χ

ρ+ χ+ νa
χe−(ρ+χ)sft−s((x, 00), (y, 11))

]
ds

+
∑
z∈T

p(x, z)

∫ t

0

νa
ρ+ χ+ νa

νae
−(ρ+νa)sft−s((z, 01), (y, 11)) ds

+

∫ t

0
ρe−(2ρ+χ+νa)sft−s((x, 01), (y, 01)) ds.

(4.3.9)

Finally, we obtain identical equations for j = 00 and j = 01 as in Propositions 4.3.2 and 4.3.3,
respectively, with only the roles of x and y reversed.

Proposition 4.3.4 (Second group, j = 00 and j = 01). For x, y ∈ T,

ft((x, 10), (y, 00))

=

∫ t

0

[
ρ

ρ+ χ+ νA
ρe−2ρsft−s((x, 10), (y, 10)) +

χ

ρ+ χ+ νA
χe−(ρ+χ)sft−s((x, 10), (y, 01))

]
ds

+
∑
z∈T

p(y, z)

∫ t

0

νA
ρ+ χ+ νA

νAe
−(ρ+νA)sft−s((x, 10), (z, 00)) ds

+

∫ t

0
ρe−(2ρ+χ+νA)sft−s((x, 00), (y, 00)) ds,

(4.3.10)
ft((x, 10), (y, 01))

=

∫ t

0

[
ρ

ρ+ χ+ νa
ρe−2ρsft−s((x, 10), (y, 11)) +

χ

ρ+ χ+ νa
χe−(ρ+χ)sft−s((x, 10), (y, 00))

]
ds

+
∑
z∈T

p(y, z)

∫ t

0

νa
ρ+ χ+ νa

νae
−(ρ+νa)sft−s((x, 10), (z, 01)) ds

+

∫ t

0
ρe−(2ρ+χ+νa)sft−s((x, 00), (y, 01)) ds,

(4.3.11)
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ft((x, 11), (y, 00))

=

∫ t

0

[
ρ

ρ+ χ+ νA
ρe−2ρsft−s((x, 11), (y, 10)) +

χ

ρ+ χ+ νA
χe−(ρ+χ)sft−s((x, 11), (y, 01))

]
ds

+
∑
z∈T

p(y, z)

∫ t

0

νA
ρ+ χ+ νA

νAe
−(ρ+νA)sft−s((x, 11), (z, 00)) ds

+

∫ t

0
ρe−(2ρ+χ+νA)sft−s((x, 01), (y, 00)) ds,

(4.3.12)
ft((x, 11), (y, 01))

=

∫ t

0

[
ρ

ρ+ χ+ νa
ρe−2ρsft−s((x, 11), (y, 11)) +

χ

ρ+ χ+ νa
χe−(ρ+χ)sft−s((x, 11), (y, 00))

]
ds

+
∑
z∈T

p(y, z)

∫ t

0

νa
ρ+ χ+ νa

νae
−(ρ+νa)sft−s((x, 11), (z, 01)) ds

+

∫ t

0
ρe−(2ρ+χ+νa)sft−s((x, 01), (y, 01)) ds.

(4.3.13)

For the third group, we consider the combinations of active individuals with different types.
Each of the individuals now has three options for changing state, so we get a total of six terms
within the recursion relation. The separate terms can be derived by using reasoning similar to
that for the second group and hence we state the equations without proof.

Proposition 4.3.5 (Third group). For x, y ∈ T,

ft((x, 00), (y, 01)) =

∫ t

0

ρ

ρ+ χ+ νA
ρe−(2ρ+χ+νa)sft−s((x, 10), (y, 01)) ds

+

∫ t

0

χ

ρ+ χ+ νA
χe−(ρ+2χ+νa)sft−s((x, 01), (y, 01)) ds

+
∑
z∈T

p(x, z)

∫ t

0

νA
ρ+ χ+ νA

νAe
−(ρ+χ+νA+νa)sft−s((z, 00), (y, 01)) ds

+

∫ t

0

ρ

ρ+ χ+ νa
ρe−(2ρ+χ+νA)sft−s((x, 00), (y, 11)) ds

+

∫ t

0

χ

ρ+ χ+ νa
χe−(ρ+2χ+νA)sft−s((x, 00), (y, 00)) ds

+
∑
z∈T

p(y, z)

∫ t

0

νa
ρ+ χ+ νa

νae
−(ρ+χ+νA+νa)sft−s((x, 00), (z, 01)) ds,

(4.3.14)
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ft((x, 01), (y, 00)) =

∫ t

0

ρ

ρ+ χ+ νa
ρe−(2ρ+χ+νA)sft−s((x, 11), (y, 00)) ds

+

∫ t

0

χ

ρ+ χ+ νa
χe−(ρ+2χ+νA)sft−s((x, 00), (y, 00)) ds

+
∑
z∈T

p(x, z)

∫ t

0

νa
ρ+ χ+ νa

νae
−(ρ+χ+νA+νa)sft−s((z, 01), (y, 00)) ds

+

∫ t

0

ρ

ρ+ χ+ νA
ρe−(2ρ+χ+νa)sft−s((x, 01), (y, 10)) ds

+

∫ t

0

χ

ρ+ χ+ νA
χe−(ρ+2χ+νa)sft−s((x, 01), (y, 01)) ds

+
∑
z∈T

p(y, z)

∫ t

0

νA
ρ+ χ+ νA

νAe
−(ρ+χ+νA+νa)sft−s((x, 01), (z, 00)) ds.

(4.3.15)

For the fourth group, we consider the combinations of active individuals with identical types.
The main difference with the other groups is that we now have an opportunity of coalescence
occurring. We first state and prove the result for (i, j) = (00, 00).

Proposition 4.3.6 (Fourth group, (i, j) = (00, 00)). For x, y ∈ T,

ft((x, 00), (y, 00))

=

∫ t

0

ρ

ρ+ χ+ νA
ρe−(2ρ+χ+νA)sft−s((x, 10), (y, 00)) ds

+

∫ t

0

χ

ρ+ χ+ νA
χe−(ρ+2χ+νA)sft−s((x, 01), (y, 00)) ds

+
∑
z∈T

p(x, z)

[∫ t

0

νA
ρ+ χ+ νA

νAe
−(ρ+χ+2νA)s

(
1{z ̸= y}ft−s((z, 00), (y, 00))

+ 1{z = y}N − 1

N
ft−s((y, 00), (y, 00))

)
ds+ 1{z = y} 1

N

νA
ρ+ χ+ νA

νAe
−(ρ+χ+2νA)t

]

+

∫ t

0

ρ

ρ+ χ+ νA
ρe−(2ρ+χ+νA)sft−s((x, 00), (y, 10)) ds

+

∫ t

0

χ

ρ+ χ+ νA
χe−(ρ+2χ+νA)sft−s((x, 00), (y, 01)) ds

+
∑
z∈T

p(y, z)

[∫ t

0

νA
ρ+ χ+ νA

νAe
−(ρ+χ+2νA)s

(
1{z ̸= x}ft−s((x, 00), (z, 00))

+ 1{z = x}N − 1

N
ft−s((x, 00), (x, 00))

)
ds+ 1{z = x} 1

N

νA
ρ+ χ+ νA

νAe
−(ρ+χ+2νA)t

]
.

(4.3.16)
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Proof. We only explain the first three integrals, in which the x-individual changes state. In
the last three integrals, the y-individual changes state which yields similar results. The only
difference compared to the third group is in the part concerning the migration. Indeed, we must
now keep track of whether or not coalescence occurs and what the effect is of coalescence:

• If the x-individual migrates to a colony z ̸= y, then coalescence never occurs, so we
continue from colonies z and y.

• If the x-individual migrates to colony y, then with probability (N − 1)/N it does not
coalesce with the y-individual and we continue with both (distinct) individuals from
colony y. These two cases account for the third integral.

• If the x-individual migrates to colony y, then with probability 1/N it does coalesce
with the y-individual. As we are still interested in the most recent common ancestor
at time t, we only get a positive contribution when the coalescence happens exactly at
time t. This accounts for the extra term.

�

It is clear that for (i, j) = (01, 01), we obtain a similar equation with νA replaced by νa and with
the states updated correspondingly.

Proposition 4.3.7 (Fourth group, (i, j) = (01, 01)). For x, y ∈ T,

ft((x, 01), (y, 01))

=

∫ t

0

ρ

ρ+ χ+ νa
ρe−(2ρ+χ+νa)sft−s((x, 11), (y, 01)) ds

+

∫ t

0

χ

ρ+ χ+ νa
χe−(ρ+2χ+νa)sft−s((x, 00), (y, 01)) ds

+
∑
z∈T

p(x, z)

[∫ t

0

νa
ρ+ χ+ νa

νae
−(ρ+χ+2νa)s

(
1{z ̸= y}ft−s((z, 01), (y, 01))

+ 1{z = y}N − 1

N
ft−s((y, 01), (y, 01))

)
ds+ 1{z = y} 1

N

νa
ρ+ χ+ νa

νae
−(ρ+χ+2νa)t

]

+

∫ t

0

ρ

ρ+ χ+ νa
ρe−(2ρ+χ+νa)sft−s((x, 01), (y, 11)) ds

+

∫ t

0

χ

ρ+ χ+ νa
χe−(ρ+2χ+νa)sft−s((x, 01), (y, 00)) ds

+
∑
z∈T

p(y, z)

[∫ t

0

νa
ρ+ χ+ νa

νae
−(ρ+χ+2νa)s

(
1{z ̸= x}ft−s((x, 01), (z, 01))

+ 1{z = x}N − 1

N
ft−s((x, 01), (x, 01))

)
ds+ 1{z = x} 1

N

νa
ρ+ χ+ νa

νae
−(ρ+χ+2νa)t

]
.

(4.3.17)
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Using (4.2.3), we see that the previous propositions in turn imply relations for ψ((x, i), (y, j)),
i, j ∈ {0, 1}2. We again determine these relations according to the four groups specified in Table
4.3.1. Combining these relations, we then find a recursive relation for Ψ(x, y) itself. An overview
of the results according to the groups can be found in Table 4.3.2.

Group Results
First Proposition 4.3.8.
Second Proposition 4.3.9.
Third Proposition 4.3.10.
Fourth Proposition 4.3.11 - 4.3.12.

Table 4.3.2. Overview of the results for relations for ψ((x, i), (y, j)) per group.

Proposition 4.3.8 (First group). For x, y ∈ T,

ψ((x, 10), (y, 10)) =
ρ

2(µ+ ρ)

(
ψ((x, 00), (y, 10)) + ψ((x, 10), (y, 00))

)
, (4.3.18)

ψ((x, 10), (y, 11)) =
ρ

2(µ+ ρ)

(
ψ((x, 00), (y, 11)) + ψ((x, 10), (y, 01))

)
, (4.3.19)

ψ((x, 11), (y, 10)) =
ρ

2(µ+ ρ)

(
ψ((x, 01), (y, 10)) + ψ((x, 11), (y, 00))

)
, (4.3.20)

ψ((x, 11), (y, 11)) =
ρ

2(µ+ ρ)

(
ψ((x, 01), (y, 11)) + ψ((x, 11), (y, 01))

)
. (4.3.21)

Proof. It suffices to prove (4.3.18); the other equations follow similarly. We apply the relation
in (4.2.3) to (4.3.2). As the integral is a linear operator, we can consider the two terms separately.
Since they are similar, we only consider the first term. We have that∫ ∞

0
e−2µt

[∫ t

0
ρe−2ρsft−s((x, 00), (y, 10)) ds

]
dt

=

∫ ∞

0
ρe−2(µ+ρ)s

[∫ ∞

s
e−2µ(t−s)ft−s((x, 00), (y, 10)) dt

]
ds

=
ρ

2(µ+ ρ)
ψ((x, 00), (y, 10)).

(4.3.22)

�

For the second group, note that the only difference is that we now have a term in which we sum
over z ∈ T. However, this does not change anything about the evaluation of the two integrals,
so results for the second group can be found in exactly the same way as for the first group. We
thus state the results for the second group without proving them.
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Proposition 4.3.9 (Second group). For x, y ∈ T,

ψ((x, 00), (y, 10))

=
ρ

ρ+ χ+ νA

ρ

2(µ+ ρ)
ψ((x, 10), (y, 10)) +

χ

ρ+ χ+ νA

χ

2µ+ ρ+ χ
ψ((x, 01), (y, 10))

+
νA

ρ+ χ+ νA

νA
2µ+ ρ+ νA

∑
z∈T

p(x, z)ψ((z, 00), (y, 10)) +
ρ

2µ+ 2ρ+ χ+ νA
ψ((x, 00), (y, 00)),

(4.3.23)

ψ((x, 00), (y, 11))

=
ρ

ρ+ χ+ νA

ρ

2(µ+ ρ)
ψ((x, 10), (y, 11)) +

χ

ρ+ χ+ νA

χ

2µ+ ρ+ χ
ψ((x, 01), (y, 11))

+
νA

ρ+ χ+ νA

νA
2µ+ ρ+ νA

∑
z∈T

p(x, z)ψ((z, 00), (y, 11)) +
ρ

2µ+ 2ρ+ χ+ νA
ψ((x, 00), (y, 01)),

(4.3.24)

ψ((x, 01), (y, 10))

=
ρ

ρ+ χ+ νa

ρ

2(µ+ ρ)
ψ((x, 11), (y, 10)) +

χ

ρ+ χ+ νa

χ

2µ+ ρ+ χ
ψ((x, 00), (y, 10))

+
νa

ρ+ χ+ νa

νa
2µ+ ρ+ νa

∑
z∈T

p(x, z)ψ((z, 01), (y, 10)) +
ρ

2µ+ 2ρ+ χ+ νa
ψ((x, 01), (y, 00)),

(4.3.25)

ψ((x, 01), (y, 11))

=
ρ

ρ+ χ+ νa

ρ

2(µ+ ρ)
ψ((x, 11), (y, 11)) +

χ

ρ+ χ+ νa

χ

2µ+ ρ+ χ
ψ((x, 00), (y, 11))

+
νa

ρ+ χ+ νa

νa
2µ+ ρ+ νa

∑
z∈T

p(x, z)ψ((z, 01), (y, 11)) +
ρ

2µ+ 2ρ+ χ+ νa
ψ((x, 01), (y, 01)),

(4.3.26)

ψ((x, 10), (y, 00))

=
ρ

ρ+ χ+ νA

ρ

2(µ+ ρ)
ψ((x, 10), (y, 10)) +

χ

ρ+ χ+ νA

χ

2µ+ ρ+ χ
ψ((x, 10), (y, 01))

+
νA

ρ+ χ+ νA

νA
2µ+ ρ+ νA

∑
z∈T

p(y, z)ψ((x, 10), (z, 00)) +
ρ

2µ+ 2ρ+ χ+ νA
ψ((x, 00), (y, 00)),

(4.3.27)

ψ((x, 11), (y, 00))

=
ρ

ρ+ χ+ νA

ρ

2(µ+ ρ)
ψ((x, 11), (y, 10)) +

χ

ρ+ χ+ νA

χ

2µ+ ρ+ χ
ψ((x, 11), (y, 01))

+
νA

ρ+ χ+ νA

νA
2µ+ ρ+ νA

∑
z∈T

p(y, z)ψ((x, 11), (z, 00)) +
ρ

2µ+ 2ρ+ χ+ νA
ψ((x, 01), (y, 00)),

(4.3.28)
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ψ((x, 10), (y, 01))

=
ρ

ρ+ χ+ νa

ρ

2(µ+ ρ)
ψ((x, 10), (y, 11)) +

χ

ρ+ χ+ νa

χ

2µ+ ρ+ χ
ψ((x, 10), (y, 00))

+
νa

ρ+ χ+ νa

νa
2µ+ ρ+ νa

∑
z∈T

p(y, z)ψ((x, 10), (z, 01)) +
ρ

2µ+ 2ρ+ χ+ νa
ψ((x, 00), (y, 01)),

(4.3.29)

ψ((x, 11), (y, 01))

=
ρ

ρ+ χ+ νa

ρ

2(µ+ ρ)
ψ((x, 11), (y, 11)) +

χ

ρ+ χ+ νa

χ

2µ+ ρ+ χ
ψ((x, 11), (y, 00))

+
νa

ρ+ χ+ νa

νa
2µ+ ρ+ νa

∑
z∈T

p(y, z)ψ((x, 11), (z, 01)) +
ρ

2µ+ 2ρ+ χ+ νa
ψ((x, 01), (y, 01)).

(4.3.30)

For the third group, note that we again obtain similar results to those of the first and the second
group, only with more terms, as each individual now has three possibilities to change state.

Proposition 4.3.10 (Third group). For x, y ∈ T,

ψ((x, 00), (y, 01)) =
ρ

ρ+ χ+ νA

ρ

2µ+ 2ρ+ χ+ νa
ψ((x, 10), (y, 01))

+
χ

ρ+ χ+ νA

χ

2µ+ ρ+ 2χ+ νa
ψ((x, 01), (y, 01))

+
νA

ρ+ χ+ νA

νA
2µ+ ρ+ χ+ νA + νa

∑
z∈T

p(x, z)ψ((z, 00), (y, 01))

+
ρ

ρ+ χ+ νa

ρ

2µ+ 2ρ+ χ+ νA
ψ((x, 00), (y, 11))

+
χ

ρ+ χ+ νa

χ

2µ+ ρ+ 2χ+ νA
ψ((x, 00), (y, 00))

+
νa

ρ+ χ+ νa

νa
2µ+ ρ+ χ+ νA + νa

∑
z∈T

p(y, z)ψ((x, 00), (z, 01)),

(4.3.31)

ψ((x, 01), (y, 00)) =
ρ

ρ+ χ+ νa

ρ

2µ+ 2ρ+ χ+ νA
ψ((x, 11), (y, 00))

+
χ

ρ+ χ+ νa

χ

2µ+ ρ+ 2χ+ νA
ψ((x, 00), (y, 00))

+
νa

ρ+ χ+ νa

νa
2µ+ ρ+ χ+ νA + νa

∑
z∈T

p(x, z)ψ((z, 01), (y, 00))

+
ρ

ρ+ χ+ νA

ρ

2µ+ 2ρ+ χ+ νa
ψ((x, 01), (y, 10))

+
χ

ρ+ χ+ νA

χ

2µ+ ρ+ 2χ+ νa
ψ((x, 01), (y, 01))

+
νA

ρ+ χ+ νA

νA
2µ+ ρ+ χ+ νA + νa

∑
z∈T

p(y, z)ψ((x, 01), (z, 00)).

(4.3.32)
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For the fourth group, we will see a difference compared to the other groups. Namely, in these
equations we encounter coalescence, which will also be represented in the relation obtained for
ψ((x, i), (y, j)). We first state and prove the result for (i, j) = (00, 00).

Proposition 4.3.11 (Fourth group, (i, j) = (00, 00)). For x, y ∈ T,

ψ((x, 00), (y, 00)) =
ρ

ρ+ χ+ νA

ρ

2µ+ 2ρ+ χ+ νA
ψ((x, 10), (y, 00))

+
χ

ρ+ χ+ νA

χ

2µ+ ρ+ 2χ+ νA
ψ((x, 01), (y, 00))

+
νA

ρ+ χ+ νA

νA
2µ+ ρ+ χ+ 2νA

∑
z∈T

p(x, z)ψ((z, 00), (y, 00))

− νA
ρ+ χ+ νA

νA
2µ+ ρ+ χ+ 2νA

1

N
p(x, y)ψ((y, 00), (y, 00))

+
νA

ρ+ χ+ νA

νA
2µ+ ρ+ χ+ 2νA

1

N
p(x, y)

+
ρ

ρ+ χ+ νA

ρ

2µ+ 2ρ+ χ+ νA
ψ((x, 00), (y, 10))

+
χ

ρ+ χ+ νA

χ

2µ+ ρ+ 2χ+ νA
ψ((x, 00), (y, 01))

+
νA

ρ+ χ+ νA

νA
2µ+ ρ+ χ+ 2νA

∑
z∈T

p(y, z)ψ((x, 00), (z, 00))

− νA
ρ+ χ+ νA

νA
2µ+ ρ+ χ+ 2νA

1

N
p(y, x)ψ((x, 00), (x, 00))

+
νA

ρ+ χ+ νA

νA
2µ+ ρ+ χ+ 2νA

1

N
p(y, x).

(4.3.33)

Proof. We only focus on the terms in (4.3.16) that concern the x-individual. Note that for the
first two terms, we obtain similar results to those of the first three groups. For the third term,
as in the proof of Proposition 3.3.2, first rewrite∑

z∈T
1{z ̸= y}ft−s((z, 00), (y, 00)) + 1{z = y}N − 1

N
ft−s((y, 00), (y, 00))

=
∑
z∈T

ft−s((z, 00), (y, 00))− 1{z = y} 1

N
ft−s((y, 00), (y, 00)).

(4.3.34)

It follows that we only have to apply the relation between Ψ(x, y) and Ft(x, y) to the three
seperate terms∑

z∈T
p(x, z)

∫ t

0

νA
ρ+ χ+ νA

νAe
−(ρ+χ+2νA)sft−s((z, 00), (y, 00)) ds, (4.3.35)

− 1

N
p(x, y)

∫ t

0

νA
ρ+ χ+ νA

νAe
−(ρ+χ+2νA)sft−s((y, 00), (y, 00)) ds, (4.3.36)

1

N
p(x, y)

νA
ρ+ χ+ νA

νAe
−(ρ+χ+2νA)t. (4.3.37)
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As these are again similar to the terms in the other groups, the desired result follows. �

It is clear that we obtain a similar result for (i, j) = (01, 01). Note that by symmetry, we have
p(x, y) = p(y, x), so the final term for the x-individual and for the y-individual are identical.

Proposition 4.3.12 (Fourth group, (i, j) = (01, 01)). For x, y ∈ T,

ψ((x, 01), (y, 01)) =
ρ

ρ+ χ+ νa

ρ

2µ+ 2ρ+ χ+ νa
ψ((x, 11), (y, 01))

+
χ

ρ+ χ+ νa

χ

2µ+ ρ+ 2χ+ νa
ψ((x, 00), (y, 01))

+
νa

ρ+ χ+ νa

νa
2µ+ ρ+ χ+ 2νa

∑
z∈T

p(x, z)ψ((z, 01), (y, 01))

− νa
ρ+ χ+ νa

νa
2µ+ ρ+ χ+ 2νa

1

N
p(x, y)ψ((y, 01), (y, 01))

+ 2
νa

ρ+ χ+ νa

νa
2µ+ ρ+ χ+ 2νa

1

N
p(x, y)

+
ρ

ρ+ χ+ νa

ρ

2µ+ 2ρ+ χ+ νa
ψ((x, 01), (y, 11))

+
χ

ρ+ χ+ νa

χ

2µ+ ρ+ 2χ+ νa
ψ((x, 01), (y, 00))

+
νa

ρ+ χ+ νa

νa
2µ+ ρ+ χ+ 2νa

∑
z∈T

p(y, z)ψ((x, 01), (z, 01))

− νa
ρ+ χ+ νa

νa
2µ+ ρ+ χ+ 2νa

1

N
p(y, x)ψ((x, 01), (x, 01)).

(4.3.38)

To formulate the expression for Ψ(x, y), we first introduce some notation. For α ∈ {A, a}, define

f(α) = ρ+ χ+ να, g1(α) = 2µ+ ρ+ χ+ 2να,

h1 = 2µ+ ρ+ χ+ νA + νa, g2(α) = 2µ+ 2ρ+ χ+ να,

h2 = 2µ+ ρ+ χ, g3(α) = 2µ+ ρ+ 2χ+ να,

h3 = 2µ+ 2ρ, g4(α) = 2µ+ ρ+ να.

(4.3.39)

Next, for α, β ∈ {A, a} define

P1(α) =
ν2α

f(α)g4(α)
, Q1(α, β) =

ρ2

f(α)g2(β)
, Q4 =

ρ
h3
,

P2(α) =
ν2α

f(α)h1
, Q2(α) =

ρ
g2(α)

, R1(α, β) =
χ2

f(α)g3(β)
,

P3(α) =
ν2α

f(α)g1(α)
, Q3(α) =

ρ2

f(α)h3
, R2(α) =

χ2

f(α)h2
.

(4.3.40)

Let Φx,y be the vector of length 16 and let Ax,y be the 16× 16-matrix with elements given by

[Φx,y]k =
1

N
p(x, y)


2P3(A), k = 1,

2P3(a), k = 6,

0, otherwise,

(4.3.41)



46 4. MULTI-COLONY MORAN MODEL WITH SEED-BANK, SELECTION, MIGRATION AND MUTATION

[Ax,y]k,l = − 1

N
p(x, y)


2P3(A), (k, l) = (1, 1),

2P3(a), (k, l) = (6, 6),

0, otherwise.

(4.3.42)

Define the 16× 16-matrices Cρ, Cχ, D and E by

Cρ =



0 0 Q1(A,A) 0 0 0 0 0 Q1(A,A) 0 0 0 0 0 0 0
0 0 0 Q1(a,A) 0 0 0 0 0 Q1(A,a) 0 0 0 0 0 0

Q2(A) 0 0 0 0 0 0 0 0 0 Q3(A) 0 0 0 0 0
0 Q2(A) 0 0 0 0 0 0 0 0 0 Q3(A) 0 0 0 0
0 0 0 0 0 0 Q1(A,a) 0 0 0 0 0 Q1(a,A) 0 0 0
0 0 0 0 0 0 0 Q1(a,a) 0 0 0 0 0 Q1(a,a) 0 0
0 0 0 0 Q2(a) 0 0 0 0 0 0 0 0 0 Q3(a) 0
0 0 0 0 0 Q2(a) 0 0 0 0 0 0 0 0 0 Q3(a)

Q2(A) 0 0 0 0 0 0 0 0 0 Q3(A) 0 0 0 0 0
0 Q2(a) 0 0 0 0 0 0 0 0 0 Q3(a) 0 0 0 0
0 0 Q4 0 0 0 0 0 Q4 0 0 0 0 0 0 0
0 0 0 Q4 0 0 0 0 0 Q4 0 0 0 0 0 0
0 0 0 0 Q2(A) 0 0 0 0 0 0 0 0 0 Q3(A) 0
0 0 0 0 0 Q2(a) 0 0 0 0 0 0 0 0 0 Q3(a)
0 0 0 0 0 0 Q4 0 0 0 0 0 Q4 0 0 0
0 0 0 0 0 0 0 Q4 0 0 0 0 0 Q4 0 0


, (4.3.43)

Cχ =



0 R1(A,A) 0 0 R1(A,A) 0 0 0 0 0 0 0 0 0 0 0
R1(a,A) 0 0 0 0 R1(A,a) 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 R2(A) 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 R2(A) 0 0 0 0 0 0 0 0

R1(a,A) 0 0 0 0 R1(A,a) 0 0 0 0 0 0 0 0 0 0
0 R1(a,a) 0 0 R1(a,a) 0 0 0 0 0 0 0 0 0 0 0
0 0 R2(a) 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 R2(a) 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 R2(A) 0 0 0 0 0 0
0 0 0 0 0 0 0 0 R2(a) 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 R2(A) 0 0
0 0 0 0 0 0 0 0 0 0 0 0 R2(a) 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


, (4.3.44)

D =



P3(A) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 P2(a) 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 P2(A) 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 P3(a) 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 P1(A) 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 P1(a) 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 P1(A) 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 P1(a) 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


, (4.3.45)

E =



P3(A) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 P2(A) 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 P1(A) 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 P1(A) 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 P2(a) 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 P3(a) 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 P1(a) 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 P1(a) 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


. (4.3.46)
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It is clear that we obtain the vector and the matrices by combining all equations from Proposi-
tions 4.3.8 through 4.3.12. Using these definitions, we thus obtain an expression for Ψ(x, y).

Corollary 4.3.13. Let δx,y = 1{x = y}. For x, y ∈ T,

Ψ(x, y) = Φx,y +Ax,yΨ(0, 0) +
∑

w,z∈T
Bw,zΨ(w, z) (4.3.47)

where
Bw,z = δw,xδz,yC + δw,xp(y, z)D + δz,yp(x,w)E (4.3.48)

with
C = Cρ + Cχ. (4.3.49)

As it is not obvious how to obtain a closed-form expression for Ψ(x, y) from Corollary 4.3.13,
we consider its Fourier transform.

4.4. Fourier analysis

Consider the Fourier transform and the Fourier inversion formula given by (3.4.1) and (3.4.2),
respectively. Recall that the dynamics of the model are translation-invariant, so we may consider

Ψ̂(θ) := Ψ̂(θ,−θ) =
∑
x,y∈T

e2πiθ·(x−y)Ψ(x− y, 0). (4.4.1)

Write Ψ(0) = Ψ(0, 0). Using Corollary 4.3.13, we find a relation for Ψ̂(θ).

Proposition 4.4.1. For θ ∈ T̂,

Ψ̂(θ) = p̂(θ)Φ + p̂(θ)AΨ(0) + [C + p̂(θ)(D + E)]Ψ̂(θ), (4.4.2)

where
C = Cρ + Cχ (4.4.3)

with Φ the vector of length 16 and A the 16× 16-times matrix with elements given by

[Φ]k =
1

N


2P3(A), k = 1,

2P3(a), k = 6,

0, otherwise,

(4.4.4)

[A]k,l = − 1

N


2P3(A), (k, l) = (1, 1),

2P3(a), (k, l) = (6, 6),

0, otherwise.

(4.4.5)

Proof. First, note that the Fourier transform is a linear operator, so that we may determine
the Fourier transform of each of the terms in the sum separately. Second, note that Ψ(0) and
the matrices C, D and E are all constant, so that they will not be affected. Finally, note that
the vector Φx,y and the matrix Ax,y are not constant, but we may take the Fourier transform
per element of the vector and the matrix, respectively.
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Consider the first term of (4.3.47). For any non-zero element of Φx,y, we have that∑
x,y∈T

e2πi(θ·(x−y)) 1

N
p(x− y, 0)2P3(α) =

1

N
p̂(θ)2P3(α). (4.4.6)

Define Φ to be given by (4.4.4). Then it is clear that Φ̂x,y = p̂(θ)Φ. For the second term, note
that the elements of Ax,y are similar to those of Φx,y. It follows immediately that Âx,y = p̂(θ)A,
where A is defined by (4.4.5).

For the third term, we have that∑
x,y∈T

e2πi(θ·(x−y))

[ ∑
w,z∈T

δw,xδz,yCΨ(w−z, 0)

]
=
∑
x,y∈T

e2πi(θ·(x−y))CΨ(x−y, 0) = CΨ̂(θ). (4.4.7)

For the fourth term, we have that∑
x,y∈T

e2πi(θ·(x−y))

[ ∑
w,z∈T

δw,xp(y − z, 0)DΨ(w − z, 0)

]

=
∑
x,y∈T

∑
z∈T

e2πi(θ·(z−y))p(y − z, 0)e2πi(θ·(x−z))DΨ(x− z, 0)

= p̂(θ)DΨ̂(θ),

(4.4.8)

where we use that, by symmetry, p(y− z, 0) = p(z− y, 0). Similarly, for the fifth term we obtain

p̂(θ)EΨ̂(θ). (4.4.9)

Adding all terms, we get the desired result. �

From Proposition 4.4.1, we obtain a closed-form expression for Ψ̂(θ).

Theorem 4.4.2. Let I16 be the 16× 16-identity matrix. For θ ∈ T̂,

Ψ̂(θ) = p̂(θ)X̂(θ)(Φ +AΨ(0)), (4.4.10)

where

Ψ(0) =

I16 − 1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂(θ)A

−1

1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂(θ)Φ (4.4.11)

with
X̂(θ) = [I16 − C − p̂(θ)(D + E)]−1. (4.4.12)

Proof. From (4.4.2), it follows that

[I16 − C − p̂(θ)(D + E)]Ψ̂(θ) = p̂(θ)(Φ +AΨ(0)). (4.4.13)

Write
X̂(θ) = [I16 − C − p̂(θ)(D + E)]−1. (4.4.14)
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Then (4.4.10) follows. It remains to determine the value of Ψ(0). For this we use the Fourier
inversion formula (3.4.2), which yields

Ψ(0) =
1

|T̂|2
∑
θ∈T̂

Ψ̂(θ). (4.4.15)

Substitute the expression for Ψ̂(θ) to get

Ψ(0) =
1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂(θ)(Φ +AΨ(0)). (4.4.16)

Solving for Ψ(0), we obtain

Ψ(0) =

I16 − 1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂(θ)A

−1

1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂(θ)Φ. (4.4.17)

�

We found a closed-form expression for Ψ̂(θ). However, to obtain an explicit expression, we
have to invert several matrices. As these are all 16 × 16-matrices, determining the inverse is
computationally complex. In the next section we consider a special regime of the parameters
for which it is possible to derive a more tangible expression for Ψ̂(θ).

4.5. Special choice of parameters

In this section, we consider a special regime of the parameters for which we can determine an
explicit expression for Ψ̂(θ). First, we consider (ρ, χ) = (0, 0), i.e., no exchange between the
active and the dormant population and no harmless mutation. We show that Proposition 4.4.1
simplifies to a result similar to Proposition 3.4.1. Next, we expand Ψ̂(θ) around (ρ, χ) = (0, 0)

to analyze the effect of the seed-bank and of harmless mutation.

We denote all quantities in the case that (ρ, χ) = (0, 0) with subscript 0. We obtain the equivalent
of Proposition 4.4.1 for Ψ̂0(θ).

Proposition 4.5.1 (No seed-bank and no harmless mutation). Let ρ = χ = 0. For θ ∈ T̂,

[Ψ̂0(θ)]k =


νA

µ+νA
1
N p̂(θ)−

νA
µ+νA

1
N p̂(θ)[Ψ0(0)]k +

νA
µ+νA

p̂(θ)[Ψ̂0(θ)]k, k = 1,

νa
µ+νa

1
N p̂(θ)−

νa
µ+νa

1
N p̂(θ)[Ψ0(0)]k +

νa
µ+νa

p̂(θ)[Ψ̂0(θ)]k, k = 6,

0, otherwise.

(4.5.1)

Proof. By multiplying the matrices and vectors involved, we first find that [Ψ̂0(θ)]k = 0 for
all k /∈ {1, 6}. Indeed, this is what we would expect. The only opportunity for coalescence is
when an active x-individual migrates and chooses the same ancestor as the y-individual (or vice
versa). The x-individual then chooses an ancestor with a type identical to itself, the y-individual
has an identical type as well. As ρ = 0 corresponds to no exchange between the active and the
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dormant population, it follows that the corresponding probability is zero for any combination
of states involving a dormant individual. As χ = 0 corresponds to no mutation between the
types A and a, the corresponding probability is also zero for any combination of states with an
individual of type A and an individual of type a.

Hence the only non-zero probability occurs for active individuals of identical types, i.e., the
states (i, j) = (00, 00) and (i, j) = (01, 01). These correspond to k = 1 and k = 6, respectively.
So we indeed should have that [Ψ̂0(θ)]k = 0 for all k /∈ {1, 6}.

Let C(ρ, χ) be the 16 × 16-matrix given by (4.3.49) and put C0 = C(0, 0). Let D(ρ, χ) be the
16× 16-matrix given by (4.3.45) and put D0 = D(0, 0). Let E(ρ, χ) be the 16× 16-matrix given
by (4.3.46) and put E0 = E(0, 0). For k ∈ {1, 6}, the k-th element is given by

[Ψ̂0(θ)]k = p̂(θ)[Φ0]k + p̂(θ)
16∑
r=1

[A0]kr[Ψ0(0)]r +
16∑
r=1

[C0 + p̂(θ)(D0 + E0)]kr[Ψ̂0(θ)]r. (4.5.2)

We determine all elements. First,

[Φ0]k =
1

N


νA

µ+νA
, k = 1,

νa
µ+νa

, k = 6,

0, otherwise,

(4.5.3)

and

[A0]kr = − 1

N


νA

µ+νA
, (k, r) = (1, 1),

νa
µ+νa

, (k, r) = (6, 6),

0, otherwise.

(4.5.4)

Next, [C0]kr = 0 for all k and r. AsD0 and E0 are diagonal matrices, we have that [D0+E0]kr ̸= 0

if and only if r = k, and hence
16∑
r=1

[C0 + p̂(θ)(D0 + E0)]kr[Ψ̂0(θ)]r = p̂(θ)[D0 + E0]kk[Ψ̂0(θ)]k = p̂(θ)[Ψ̂0(θ)]k

 νA
µ+νA

, k = 1,

νa
µ+νa

, k = 6.

(4.5.5)
Combining these terms we get the desired result. �

Observe that we obtain a decoupled system, where the A-active and the a-active individuals
behave as independent systems with mutation rate µ and migration rate ν equal to νA and νa,
respectively. As we considered this model in Chapter 3, it is no surprise that we find the same
relation for Ψ̂(θ) as in Proposition 3.4.1.

We next determine an expression for Ψ̂(θ) when ρ and χ are small and compare it to the
expression found for (ρ, χ) = (0, 0). Let 0 < ρ, χ≪ 1 be such that

ρχ≪ ρ, ρχ≪ χ. (4.5.6)
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We use Taylor expansion up to first order around (ρ, χ) = (0, 0) of the functions given in (4.3.40),
obtaining for α ∈ {A, a},

P1(α) =
να

2µ+ να
− ρ

2(µ+ να)

(2µ+ να)2
− χ+ o(ρχ),

P2(α) =
να

2µ+ νA + νa
− (ρ+ χ)

2µ+ νA + νa + να
(2µ+ νA + νa)2

+ o(ρχ),

P3(α) =
να

2(µ+ να)
− (ρ+ χ)

2µ+ 3να
(2µ+ 2να)2

+ o(ρχ).

(4.5.7)

Furthermore, for α, β ∈ {A, a},

Q1(α, β) = o(ρχ), Q2(α, β) = ρ 1
2µ+να

+ o(ρχ),

Q3(α) = o(ρχ), Q4 = ρ 1
2µ + o(ρχ),

(4.5.8)

and
R1(α, β) = o(ρχ), R2(α) = o(ρχ). (4.5.9)

Using these expansions, we can split the vector Φ and the matrices A,C,D and E into inde-
pendent terms, terms depending on ρ and on χ, and terms of higher order. Define Φ1 to be the
vector of length 16 and A1 to be the 16× 16-times matrix with elements given by

[Φ1]k =
1

N


2 2µ+3νA
(2µ+2νA)2

, k = 1,

2 2µ+3νa
(2µ+2νa)2

, k = 6,

0, otherwise,

(4.5.10)

[A1]k,l = − 1

N


2 2µ+3νA
(2µ+2νA)2

, (k, l) = (1, 1),

2 2µ+3νa
(2µ+2νa)2

, (k, l) = (6, 6),

0, otherwise.

(4.5.11)

Consider Φ0 and A0 given by (4.5.3) and (4.5.4), respectively. It follows that

Φ = Φ0 + (ρ+ χ)Φ1 + o(ρχ), (4.5.12)

A = A0 + (ρ+ χ)A1 + o(ρχ). (4.5.13)

Define C1 to be the 16× 16-matrix with elements given by

[C1]kl =



1
2µ+νA

, (k, l) ∈ {(3, 1), (4, 2), (9, 1), (13, 5)},
1

2µ+νa
, (k, l) ∈ {(7, 5), (8, 6), (10, 2), (14, 6)},

1
2µ , (k, l) ∈ {(11, 3), (11, 9), (12, 4), (12, 10), (15, 7), (15, 13), (16, 8), (16, 14)},

0, otherwise.
(4.5.14)

It follows that
C = ρC1 + o(ρχ). (4.5.15)
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Before we determine the remaining expansions, we introduce extra notation. For α ∈ {A, a},
define

P ∗
1 (α) = − 2(µ+να)

(2µ+να)2
, P ∗

2 (α) = −2µ+νA+νa+να
(2µ+νA+νa)2

, P ∗
3 (α) = − 2µ+3να

(2µ+2να)2
. (4.5.16)

Let D0 and E0 be defined as in the proof of Proposition 4.5.1. It follows that

D = D0 + ρD1 + χD2 + o(ρχ), (4.5.17)

E = E0 + ρE1 + χE2 + o(ρχ), (4.5.18)

where D1, D2, E1 and E2 are the 16× 16-matrices given by

D1 =



P ∗
3 (A) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 P ∗
2 (a) 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 P ∗

2 (A) 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 P ∗
3 (a) 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 P ∗

1 (A) 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 P ∗
1 (a) 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 P ∗

1 (A) 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 P ∗
1 (a) 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


, (4.5.19)

D2 =



P ∗
3 (A) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 P ∗
2 (a) 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 P ∗

2 (A) 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 P ∗
3 (a) 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


, (4.5.20)

E1 =



P ∗
3 (A) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 P ∗
2 (A) 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 P ∗
1 (A) 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 P ∗
1 (A) 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 P ∗
2 (a) 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 P ∗
3 (a) 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 P ∗
1 (a) 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 P ∗
1 (a) 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


, (4.5.21)
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E2 =



P ∗
3 (A) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 P ∗
2 (A) 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 P ∗

2 (a) 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 P ∗
3 (a) 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


. (4.5.22)

Using these expansions, we can also expand X̂(θ) and Ψ(0) around (ρ, χ) = (0, 0) to find an
expansion for Ψ̂(θ). We first state and prove a useful fact that we will need throughout the
calculations.

Lemma 4.5.2. Let M0,M1 and M2 be n× n-matrices such that M0 is invertible. Then

[M0 − ρM1 − χM2]
−1 =M−1

0 + (ρM−1
0 M1 + χM−1

0 M2)M
−1
0 + o(ρχ). (4.5.23)

Proof. Let In be the n× n-identity matrix. It is easy to verify that

[In − ρM1 − χM2]
−1 = In + ρM1 + χM2 + o(ρχ). (4.5.24)

It follows that
[M0 − ρM1 − χM2]

−1 = [M0(In − ρM−1
0 M1 − χM−1

0 M2)]
−1

= [In − ρM−1
0 M1 − χM−1

0 M2]
−1M−1

0

= (In + ρM−1
0 M1 + χM−1

0 M2)M
−1
0 + o(ρχ).

(4.5.25)

�

We state and prove an expansion for X̂(θ).

Proposition 4.5.3. Let X̂(θ) be given by (4.4.12). Define

M0(θ) = I16 − p̂(θ)(D0 + E0),

M1(θ) = C1 + p̂(θ)(D1 + E1),

M2(θ) = p̂(θ)(D2 + E2).

(4.5.26)

Then
X̂(θ) = X̂0(θ) + ρX̂1(θ) + χX̂2(θ) + o(ρχ), (4.5.27)

where
X̂0(θ) =M−1

0 (θ),

X̂1(θ) =M−1
0 (θ)M1(θ)M

−1
0 (θ),

X̂2(θ) =M−1
0 (θ)M2(θ)M

−1
0 (θ).

(4.5.28)

Note that X̂0(θ) is indeed the expression we obtain when we substitute (ρ, χ) = (0, 0) in (4.4.12).
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Proof. Since D0 and E0 are non-zero diagonal matrices, M0(θ) is invertible. We have that

X̂(θ) = [I16 − ρC1 − p̂(θ)(D0 + ρD1 + χD2 + E0 + ρE1 + χE2)]
−1 + o(ρχ)

= [M0(θ)− ρM1(θ)− χM2(θ)]
−1 + o(ρχ)

=M−1
0 (θ) + (ρM−1

0 (θ)M1(θ) + χM−1
0 (θ)M2(θ))M

−1
0 (θ) + o(ρχ),

(4.5.29)

where we apply Lemma 4.5.2 in the last equality. �

Next, we obtain an expansion for Ψ(0). First, observe that, due to (4.4.11), Ψ(0) consists of
two terms multiplied by each other. Second, the expansion for the second term is clear, as we
already have an expansion for X̂(θ) and Φ. It remains to determine an expansion for the first
term. Abbreviate

Y =

I16 − 1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂(θ)A

−1

. (4.5.30)

Proposition 4.5.4. Define

N0 = I16 −
1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂0(θ)A0,

N1 =
1

|T̂|2
∑
θ∈T̂

X̂0(θ)A1 + X̂1(θ)A0,

N2 =
1

|T̂|2
∑
θ∈T̂

X̂0(θ)A1 + X̂2(θ)A0.

(4.5.31)

Then
Y = Y0 + ρY1 + χY2 + o(ρχ), (4.5.32)

where
Y0 = N−1

0 , Y1 = N−1
0 N1N

−1
0 , Y2 = N−1

0 N2N
−1
0 . (4.5.33)

Note that Y0 is indeed the expression we obtain when we substitute (ρ, χ) = (0, 0) in (4.5.30).

Proof. Since X̂0(θ) and A0 are non-zero diagonal matrices, N0 is invertible. We have that

Y =

I16 − 1

|T̂|2
∑
θ∈T̂

p̂(θ)
(
X̂0(θ) + ρX̂1(θ) + χX̂2(θ)

)(
A0 + (ρ+ χ)A1

)−1

+ o(ρχ)

=

[
I16 −

1

|T̂|2
∑
θ∈T̂

p̂(θ)
[
X̂0(θ)A0 + ρ

(
X̂0(θ)A1 + X̂1(θ)A0

)
+ χ

(
X̂0(θ)A1 + X̂2(θ)A0

)]]−1

+ o(ρχ)

= [N0 − ρN1 − χN1]
−1 + o(ρχ)

= N−1
0 + (ρN−1

0 N1 + χN−1
0 N2)N

−1
0 + o(ρχ),

(4.5.34)
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where we again use Lemma 4.5.2 in the final equality. �

Using Proposition 4.5.4, we obtain the expansion for Ψ(0).

Proposition 4.5.5. Let Ψ(0) be given by (4.4.11). Then

Ψ(0) = Ψ0 + ρΨ1 + χΨ2 + o(ρχ), (4.5.35)

where

Ψ0 = Y0
1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂0(θ)Φ0,

Ψ1 = Y0
1

|T̂|2
∑
θ∈T̂

p̂(θ)
(
X̂0(θ)Φ1 + X̂1(θ)Φ0

)
+ Y1

1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂0(θ)Φ0,

Ψ2 = Y0
1

|T̂|2
∑
θ∈T̂

p̂(θ)
(
X̂0(θ)Φ1 + X̂2(θ)Φ0

)
+ Y2

1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂0(θ)Φ0.

(4.5.36)

Note that Ψ0 is indeed the expression we obtain when we substitute (ρ, χ) = (0, 0) in (4.4.11).

Proof. Using the previous expansions, we have that

Ψ(0) = Y

 1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂(θ)Φ


= (Y0 + ρY1 + χY2)

 1

|T̂|2
∑
θ∈T̂

p̂(θ)
(
X̂0(θ) + ρX̂1(θ) + χX̂2(θ)

)(
Φ0 + (ρ+ χ)Φ1)

)
+ o(ρχ)

= Y0
1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂0(θ)Φ0

+ ρ

Y0 1

|T̂|2
∑
θ∈T̂

p̂(θ)
(
X̂0(θ)Φ1 + X̂1(θ)Φ0

)
+ Y1

1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂0(θ)Φ0


+ χ

Y0 1

|T̂|2
∑
θ∈T̂

p̂(θ)
(
X̂0(θ)Φ1 + X̂2(θ)Φ0

)
+ Y2

1

|T̂|2
∑
θ∈T̂

p̂(θ)X̂0(θ)Φ0

+ o(ρχ).

(4.5.37)
�

We now have all the terms that are necessary to derive an expansion for Ψ̂(θ) around
(ρ, χ) = (0, 0), which we state in the following theorem.
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Theorem 4.5.6. For θ ∈ T̂,

Ψ̂(θ) = Ψ̂0(θ) + ρΨ̂1(θ) + χΨ̂2(θ) + o(ρχ), (4.5.38)

where
Ψ̂0(θ) = p̂(θ)X̂0(θ)

(
Φ0 +A0Ψ0

)
,

Ψ̂1(θ) = p̂(θ)
(
X̂0(θ)

(
Φ1 +A0Ψ1 +A1Ψ0

)
+ X̂1(θ)

(
Φ0 +A0Ψ0

))
,

Ψ̂2(θ) = p̂(θ)
(
X̂0(θ)

(
Φ1 +A0Ψ2 +A1Ψ0

)
+ X̂2(θ)

(
Φ0 +A0Ψ0

))
.

(4.5.39)

Note that Ψ̂0(θ) is indeed the expression we obtain when we substitute (ρ, χ) = (0, 0) in (4.4.10).
By considering Ψ̂(θ)− Ψ̂0(θ), it is clear that we obtain the influence of the seed-bank and of the
harmless mutation. The influence of the former is reflected in Ψ̂1(θ), while the influence of the
latter is reflected in Ψ̂2(θ).

Proof. We have that
Ψ̂(θ) = p̂(θ)X̂(θ)(Φ +AΨ(0))

= p̂(θ)
[
X̂0(θ) + ρX̂1(θ) + χX̂2(θ)

][
Φ0 + ρΦ1 + χΦ2

+
(
A0 + (ρ+ χ)A1

)(
Ψ0 + ρΨ1 + χΨ2

)]
+ o(ρχ)

= p̂(θ)X̂0(θ)
(
Φ0 +A0Ψ0

)
+ ρ p̂(θ)

(
X̂0(θ)

(
Φ1 +A0Ψ1 +A1Ψ0

)
+ X̂1(θ)

(
Φ0 +A0Ψ0

))
+ χ p̂(θ)

(
X̂0(θ)

(
Φ2 +A0Ψ2 +A1Ψ0

)
+ X̂2(θ)

(
Φ0 +A0Ψ0

))
+ o(ρχ).

(4.5.40)

�

By inverting the expansion found for Ψ̂(θ), we obtain an expansion of Ψ(x) := Ψ(x, 0) around
(ρ, χ) = (0, 0). However, as in Section 3.4 in Chapter 3, the degree of difficulty depends on the
model chosen. In the next section, for a special choice of p(x, y), we invert (4.5.38) and show
that it can be written in terms of the Green function of a simple random walk.

4.6. Fourier inversion

In this section, we consider a special choice of p(x, y) for which we are able to invert the expression
found for Ψ̂(θ) in Theorem 4.5.6. The inverse can be expressed in terms of the Green function of
a simple random walk. We first simplify the expression found. For i ∈ {0, 1, 2}, consider X̂i(θ)

as defined in Proposition 4.5.3. Define

X̂i(θ) = p̂(θ)X̂i(θ), (4.6.1)

with Xi and Xi their respective Fourier inverses. Next, recall that the Fourier inverse is defined
by (3.4.2). Then, for any f̂ : T → R with Fourier inverse f , we have
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f(0) =
1

|T̂|2
∑
θ∈T̂

f̂(θ). (4.6.2)

It is now possible to simplify the expressions given in Propositions 4.5.4 and 4.5.5, and in
Theorem 4.5.6. Note that this simplification is not dependent on p and indeed is true for any
choice of p. Recall that Φi is given by (4.5.12) and Ai is given by (4.5.13).

Proposition 4.6.1 (Simplification of Proposition 4.5.4). Define

N0 = I16 −X0(0)A0, N1 = X0(0)A1 +X1(0)A0, N2 = X0(0)A1 +X2(0)A0. (4.6.3)

Then
Y = Y0 + ρY1 + χY2 + o(ρχ), (4.6.4)

where
Y0 = N−1

0 , Y1 = N−1
0 N1N

−1
0 , Y2 = N−1

0 N2N
−1
0 . (4.6.5)

Proposition 4.6.2 (Simplification of Proposition 4.5.5). Let Ψ(0) be given by (4.4.11). Then

Ψ(0) = Ψ0 + ρΨ1 + χΨ2 + o(ρχ), (4.6.6)

where
Ψ0 = Y0X0(0)Φ0

Ψ1 = Y0(X0(0)Φ1 + X1(0)Φ0) + Y1X0(0)Φ0

Ψ2 = Y0(X0(0)Φ1 + X2(0)Φ0) + Y2X0(0)Φ0.

(4.6.7)

Theorem 4.6.3 (Simplification of Theorem 4.5.6). For θ ∈ T̂,

Ψ̂(θ) = Ψ̂0(θ) + ρΨ̂1(θ) + χΨ̂2(θ) + o(ρχ), (4.6.8)

where
Ψ̂0(θ) = X̂0(θ)(Φ0 +A0Ψ0),

Ψ̂1(θ) = X̂0(θ)(Φ1 +A0Ψ1 +A1Ψ0) + X̂1(θ)(Φ0 +A0Ψ0),

Ψ̂2(θ) = X̂0(θ)(Φ1 +A0Ψ2 +A1Ψ0) + X̂2(θ)(Φ0 +A0Ψ0).

(4.6.9)

It is clear that to invert (4.6.8) and to determine all constants involved, we only have to determine
the Fourier inverse functions Xi and Xi, i ∈ {0, 1, 2}. We introduce several functions and
constants, which we use to determine expressions for the functions X̂i and X̂i and their respective
inverses.

First, consider two basic functions. For θ ∈ T̂ and c ∈ R, let

α̂c(θ) =
1

1− cp̂(θ)
, β̂c(θ) =

cp̂(θ)

1− cp̂(θ)
, (4.6.10)

with αc and βc their respective Fourier inverses. From this, we construct three more functions.
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For θ ∈ T̂ and c, d ∈ R, let

γ̂c,d(θ) =
1

(1− cp̂(θ))(1− dp̂(θ))
, ε̂c(θ) =

(
cp̂(θ)

1− cp̂(θ)

)2

, ζ̂c,d(θ) =
cp̂(θ)

(1− cp̂(θ))(1− dp̂(θ))
,

(4.6.11)
with Fourier inverses γc,d, εc and ζc,d, respectively. Finally, for α ∈ {A, a}, define

c1(α) =
να

2µ+ να
, c2 =

νA + νa

2µ+ νA + νa
, c3(α) =

να

µ+ να
, c4(α) = −

2(µ+ να)

(2µ+ να)2
,

c5 = −
2µ+ 3νA + 3νa

(2µ+ νA + νa)2
, c6(α) = −

2µ+ 3να

2(µ+ να)2
, c7(α) =

1

2µ+ να
c8 =

1

2µ
.

(4.6.12)
It is now possible to express X̂i and X̂i solely in terms of these functions and constants.

Proposition 4.6.4. Let X̂0(θ) be given by Proposition 4.5.3. For θ ∈ T̂, X̂0(θ) and X̂0(θ) are
the diagonal matrices with elements given by

[X̂0(θ)]kk =



α̂c3(A)(θ), k = 1,

α̂c2(θ), k ∈ {2, 5},

α̂c1(A)(θ), k ∈ {3, 4, 9, 13},

α̂c3(a)(θ), k = 6,

α̂c1(a)(θ), k ∈ {7, 8, 10, 14},

1, k ∈ {11, 12, 15, 16},

(4.6.13)

[X̂0(θ)]kk =



1
c3(A) β̂c3(A)(θ), k = 1,

1
c2
β̂c2(θ), k ∈ {2, 5},
1

c1(A) β̂c1(A)(θ), k ∈ {3, 4, 9, 13},
1

c3(a)
β̂c3(a)(θ), k = 6,

1
c1(a)

β̂c1(a)(θ), k ∈ {7, 8, 10, 14},

p̂(θ), k ∈ {11, 12, 15, 16}.

(4.6.14)

Proof. As defined in Proposition 4.5.3, we have that

X̂0(θ) =M−1
0 (θ) = [I16 − p̂(θ)(D0 + E0)]

−1. (4.6.15)

Since D0 and E0 are diagonal matrices, it follows that X̂0(θ) is again a diagonal matrix with
elements given by

[X̂0(θ)]kk =
1

[I16 − p̂(θ)(D0 + E0)]kk
, k ∈ {1, . . . , 16}. (4.6.16)

Using the definitions of D0 and E0, and the notation introduced, (4.6.13) follows. By definition,

[X̂0(θ)]kk = [p̂(θ)X̂0(θ)]kk, k ∈ {1, . . . , 16}. (4.6.17)
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Observe that for all c ̸= 0,
p̂(θ)α̂c(θ) =

1

c
β̂c(θ) (4.6.18)

and hence (4.6.14) follows. �

Proposition 4.6.5. Let X̂1(θ) be given by Proposition 4.5.3. For θ ∈ T̂, X̂1(θ) and X̂1(θ) are
the matrices with elements given by

[X̂1(θ)]kl =



c6(A)
c3(A) ζ̂c3(A),c3(A)(θ), (k, l) = (1, 1),

c5
c2
ζ̂c2,c2(θ), (k, l) ∈ {(2, 2), (5, 5)},

c7(A)γ̂c1(A),c3(A)(θ), (k, l) ∈ {(3, 1), (9, 1)},
c4(A)
c1(A) ζ̂c1(A),c1(A)(θ), (k, l) ∈ {(3, 3), (4, 4), (9, 9), (13, 13)},

c7(A)γ̂c1(A),c2(θ), (k, l) ∈ {(4, 2), (13, 5)},
c6(a)
c3(a)

ζ̂c3(a),c3(a)(θ), (k, l) = (6, 6),

c7(a)γ̂c1(a),c2(θ), (k, l) ∈ {(7, 5), (10, 2)},
c4(a)
c1(a)

ζ̂c1(a),c1(a)(θ), (k, l) ∈ {(7, 7), (8, 8), (10, 10), (14, 14)},

c7(a)γ̂c1(a),c3(a)(θ), (k, l) ∈ {(8, 6), (14, 6)},

c8α̂c1(A)(θ), (k, l) ∈ {(11, 9), (12, 4), (15, 13)},

c8α̂c1(a)(θ), (k, l) ∈ {(15, 7), (16, 8), (16, 14)},

0, otherwise,

(4.6.19)

[X̂1(θ)]kl =



c6(A)
c3(A)2

ε̂c3(A)(θ), (k, l) = (1, 1),

c5
c22
ε̂c2(θ), (k, l) ∈ {(2, 2), (5, 5)},

c7(A)
c1(A) ζ̂c1(A),c3(A)(θ), (k, l) ∈ {(3, 1), (9, 1)},
c4(A)
c1(A)2

ε̂c1(A)(θ), (k, l) ∈ {(3, 3), (4, 4), (9, 9), (13, 13)},
c7(A)
c1(A) ζ̂c1(A),c2(θ), (k, l) ∈ {(4, 2), (13, 5)},
c6(a)
c3(a)2

ε̂c3(a)(θ), (k, l) = (6, 6),

c7(a)
c1(a)

ζ̂c1(a),c2(θ), (k, l) ∈ {(7, 5), (10, 2)},
c4(a)
c1(a)2

ε̂c1(a)(θ), (k, l) ∈ {(7, 7), (8, 8), (10, 10), (14, 14)},
c7(a)
c1(a)

ζ̂c1(a),c3(a)(θ), (k, l) ∈ {(8, 6), (14, 6)},
c8

c1(A) β̂c1(A)(θ), (k, l) ∈ {(11, 9), (12, 4), (15, 13)},
c8

c1(a)
β̂c1(a)(θ), (k, l) ∈ {(15, 7), (16, 8), (16, 14)},

0, otherwise.

(4.6.20)

Proof. As defined in Proposition 4.5.3, we have that

X̂1(θ) =M−1
0 (θ)M1(θ)M

−1
0 (θ). (4.6.21)
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Here, M−1
0 (θ) = X̂0(θ) and hence is given in (4.6.13). Further, we have that

M1(θ) = C1 + p̂(θ)(D1 + E1). (4.6.22)

Using the definitions of C1, D1 and E1, the notation introduced and by multiplying the three
matrices, (4.6.19) follows. By definition,

[X̂1(θ)]kl = [p̂(θ)X̂1(θ)]kl, (k, l) ∈ {1, . . . , 16} × {1, . . . , 16}. (4.6.23)

Observe that in addition to (4.6.18), for all c ̸= 0 and for all d,

p̂(θ)ζ̂c,c(θ) =
1

c
ε̂c(θ), p̂(θ)γ̂c,d(θ) =

1

c
ζ̂c,d(θ), (4.6.24)

and hence (4.6.20) follows. �

Proposition 4.6.6. Let X̂2(θ) be given by Proposition 4.5.3. For θ ∈ T̂, X̂2(θ) and X̂2(θ) are
the diagonal matrices with elements given by

[X̂2(θ)]kk =



c6(A)
c3(A) ζ̂c3(A),c3(A)(θ), k = 1,

c5
c2
ζ̂c2,c2(θ), k ∈ {2, 5},

−1
c1(A) ζ̂c1(A),c1(A)(θ), k ∈ {3, 4, 9, 13},
c6(a)
c3(a)

ζ̂c3(a),c3(a)(θ), k = 6,

−1
c1(a)

ζ̂c1(a),c1(a)(θ), k ∈ {7, 8, 10, 14},

0, k ∈ {11, 12, 15, 16},

(4.6.25)

[X̂2(θ)]kk =



c6(A)
c3(A)2

ε̂c3(A)(θ), k = 1,

c5
c22
ε̂c2(θ), k ∈ {2, 5},
−1

c1(A)2
ε̂c1(A)(θ), k ∈ {3, 4, 9, 13},

c6(a)
c3(a)2

ε̂c3(a)(θ), k = 6,

−1
c1(a)2

ε̂c1(a)(θ), k = {7, 8, 10, 14},

0, k ∈ {11, 12, 15, 16}.

(4.6.26)

Proof. As defined in Proposition 4.5.3, we have that

X̂2(θ) =M−1
0 (θ)M2(θ)M

−1
0 (θ). (4.6.27)

Here, M−1
0 (θ) = X̂0(θ) and given by (4.6.13). We also have that

M2(θ) = p̂(θ)(D2 + E2). (4.6.28)

Using the definitions of D2 and E2, the notation introduced and by multiplying the three ma-
trices, (4.6.25) follows. By definition,

[X̂2(θ)]kk = [p̂(θ)X̂2(θ)]kk, k ∈ {1, . . . , 16}. (4.6.29)
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Observe that (4.6.24) is true and hence (4.6.26) follows. �

Our objective is to find the inverse functions Xi and Xi, i ∈ {0, 1, 2}. In Propositions 4.6.4
through 4.6.6, we expressed X̂i and X̂i solely in terms of the functions α̂c, β̂c, γ̂c,d, ε̂c and ζ̂c,d.
As the Fourier inversion formula is applied to each element of a matrix seperately, it suffices to
determine the inverse functions αc, βc, γc,d, εc and ζc,d. As in Chapter 3, we consider a special
choice of p, for which we are able to determine the inverses in terms of the Green function of a
simple random walk. We briefly recall our choice for p.

Let λ ∈ [0, 1] and consider

p(x, y) = (1− λ)δx,y + λq(x, y), x, y ∈ T (4.6.30)

where δx,y = 1{x = y} and with q the transition kernel of a simple random walk (see (3.5.5)).
Note that p is indeed translation invariant, so we may consider p(x) := p(x, 0). It follows that

p̂(θ) = (1− λ) + λq̂(θ). (4.6.31)

For x ∈ T and ℓ ∈ N0, let ql(x) be the probability that a simple random walk starting from the
origin is at site x at time l. The Green function of a simple random walk at site x is

Gx(z) =
∑
l∈N0

ql(x)z
l, |z| < 1. (4.6.32)

Note that while the functions α̂c, β̂c, γ̂c,d, ε̂c and ζ̂c,d are defined for all c, d ∈ R, the Green
function is only defined for z such that |z| < 1. In determining the inverses, we only consider
the appropriate values for c and d.

Proposition 4.6.7. Let p as in (4.6.30). For x ∈ T and 0 < c < 1,

αc(x) =
1

1− bc
Gx

(
ac

1− bc

)
,

βc(x) =
1

1− bc
Gx

(
ac

1− bc

)
− δx,0,

(4.6.33)

with ac = cλ and bc = c(1− λ).

Proof. Note that if 0 < c < 1, then

0 <
ac

1− bc
=

cλ

1− c+ cλ
< 1. (4.6.34)

To derive the claims, we refer to the proof of Proposition 3.5.2, where they are shown to be
true for the fixed constant c = ν/(µ+ ν). All steps used are valid for any constant c such that
0 < c < 1, so this concludes the proof. �

Before we invert the remaining functions, we state the convolution theorem for Fourier inverse
functions (cf. [5], Chapter 6, Section 6) and prove a property for convolutions of Green functions.
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Theorem 4.6.8 (Convolution Theorem). Let f̂ , ĝ : T̂ → R and let f, g : T → R be their respective
Fourier inverses. Let ĥ(θ) = f̂(θ)ĝ(θ). Then the Fourier inverse of ĥ is given by

h(x) =
∑
y∈T

f(x− y)g(y) =
∑
y∈T

f(y)g(x− y). (4.6.35)

Lemma 4.6.9. Let G′
x be the derivative of Gx. For x ∈ T and for any |z1|, |z2| ≤ 1,

∑
y∈T

Gx−y(z1)Gy(z2) =


1

z1 − z2
[z1Gx(z1)− z2Gx(z2)] , z1 ̸= z2,

Gx(z1) + z1G
′
x(z1), z1 = z2.

(4.6.36)

Proof. For any |z1|, |z2| ≤ 1, we have that∑
y∈T

Gx−y(z1)Gy(z2) =
∑

l1,l2∈N0

zl11 z
l2
2

∑
y∈T

ql1(x− y)ql2(y)

=
∑

l1,l2∈N0

zl11 z
l2
2 ql1+l2(x)

=
∑
k∈N0

qk(x)
∑

l1,l2∈N0:
l1+l2=k

zl11 z
l2
2

=
∑
k∈N0

qk(x)
k∑

l2=0

zk−l2
1 zl22 .

(4.6.37)

If z1 ̸= z2, then we continue on from (4.6.37) as∑
k∈N0

qk(x)z
k
1

k∑
l2=0

(
z2
z1

)l2

=
∑
k∈N0

qk(x)z
k
1

1− (z2/z1)
k+1

1− z2/z1

=
1

z1 − z2
[z1Gx(z1)− z2Gx(z2)].

(4.6.38)

If z1 = z2, then we continue on from (4.6.37) as

∑
k∈N0

(k + 1)qk(x)z
k
1 =

d

dz1

∑
k∈N0

qk(x)z
k+1
1


=

d

dz1
[z1Gx(z1)]

= Gx(z1) + z1G
′
x(z1),

(4.6.39)

which concludes the proof. �

Using these convolutions, the remaining inverse functions can be determined.
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Proposition 4.6.10. Let p as in (4.6.30). For x ∈ T and 0 ≤ c, d < 1,

γc,d(x) =


1

ac(1−bd)−ad(1−bc)

[
ac

1−bc
Gx

(
ac

1−bc

)
− ad

1−bd
Gx

(
ad

1−bd

)]
, c ̸= d,

1
(1−bc)2

[
Gx

(
ac

1−bc

)
+ ac

1−bc
G′

x

(
ac

1−bc

)]
, c = d,

(4.6.40)

εc(x) =
1

(1− bc)2

[
(1− 2(1− bc))Gx

(
ac

1− bc

)
+

ac
1− bc

G′
x

(
ac

1− bc

)]
+ δx,0, (4.6.41)

ζc,d(x) =


1

ac(1−bd)−ad(1−bc)

[
ac

1−bc
Gx

(
ac

1−bc

)
− ad

1−bd
Gx

(
ad

1−bd

)]
− 1

1−bd
Gx

(
ad

1−bd

)
, c ̸= d,

1
(1−bc)2

[
Gx

(
ac

1−bc

)
+ ac

1−bc
G′

x

(
ac

1−bc

)]
− 1

1−bc
Gx

(
ac

1−bc

)
, c = d,

(4.6.42)

with ac = cλ, bc = c(1− λ), ad = dλ and bd = d(1− λ).

Proof. We have that
γ̂c,d(x) = α̂c(θ)α̂d(θ). (4.6.43)

By Theorem 4.6.8, it follows that

γc,d(x) =
∑
y∈T

αc(x− y)αd(y) =
1

(1− bc)(1− bd)

∑
y∈T

Gx−y

(
ac

1− bc

)
Gy

(
ad

1− bd

)
. (4.6.44)

We then apply Lemma 4.6.9 to the convolution of Green functions. If c ̸= d, then

γc,d(x) =
1

(1− bc)(1− bd)

1
ac

1−bc
− ad

1−bd

[
ac

1− bc
Gx

(
ac

1− bc

)
− ad

1− bd
Gx

(
ad

1− bd

)]
=

1

ac(1− bd)− ad(1− bc)

[
ac

1− bc
Gx

(
ac

1− bc

)
− ad

1− bd
Gx

(
ad

1− bd

)]
.

(4.6.45)

If c = d, then

γc,c(x) =
1

(1− bc)2

[
Gx

(
ac

1− bc

)
+

ac
1− bc

G′
x

(
ac

1− bc

)]
. (4.6.46)

To obtain the claims for εc and ζc,d, note that

ε̂c(θ) = (β̂c(θ))
2, ζ̂c,d(θ) = β̂c(θ)α̂d(θ), (4.6.47)

and apply Theorem 4.6.8 and Lemma 4.6.9 consecutively. �

Using Propositions 4.6.4 through 4.6.6, we need to determine the inverse functions with constants
c1(α), c2 and c3(α). For the definition of all constants, see (4.6.12). As µ, να > 0, it is clear that

0 < c1(α), c2, c3(α) < 1. (4.6.48)

The inverse functions Xi and Xi now follow immediately.
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Corollary 4.6.11. For p as in (4.6.30) and x ∈ T, X0(x) and X0(x) are the 16× 16 diagonal
matrices with elements given by

[X0(x)]kk =



αc3(A)(x), k = 1,

αc2(x), k ∈ {2, 5},

αc1(A)(x), k ∈ {3, 4, 9, 13},

αc3(a)(x), k = 6,

αc1(a)(x), k ∈ {7, 8, 10, 14},

δx,0, k ∈ {11, 12, 15, 16},

(4.6.49)

[X0(x)]kk =



1
c3(A)βc3(A)(x), k = 1,

1
c2
βc2(x), k ∈ {2, 5},
1

c1(A)βc1(A)(x), k ∈ {3, 4, 9, 13},
1

c3(a)
βc3(a)(x), k = 6,

1
c1(a)

βc1(a)(x), k ∈ {7, 8, 10, 14},

p(x), k ∈ {11, 12, 15, 16}.

(4.6.50)

Corollary 4.6.12. For p as in (4.6.30) and x ∈ T, X1(x) and X1(x) are the 16× 16 matrices
with elements given by

[X1(x)]kl =



c6(A)
c3(A)ζc3(A),c3(A)(x), (k, l) = (1, 1),

c5
c2
ζc2,c2(x), (k, l) ∈ {(2, 2), (5, 5)},

c7(A)γc1(A),c3(A)(x), (k, l) ∈ {(3, 1), (9, 1)},
c4(A)
c1(A)ζc1(A),c1(A)(x), (k, l) ∈ {(3, 3), (4, 4), (9, 9), (13, 13)},

c7(A)γc1(A),c2(x), (k, l) ∈ {(4, 2), (13, 5)},
c6(a)
c3(a)

ζc3(a),c3(a)(x), (k, l) = (6, 6),

c7(a)γc1(a),c2(x), (k, l) ∈ {(7, 5), (10, 2)},
c4(a)
c1(a)

ζc1(a),c1(a)(x), (k, l) ∈ {(7, 7), (8, 8), (10, 10), (14, 14)},

c7(a)γc1(a),c3(a)(x), (k, l) ∈ {(8, 6), (14, 6)},

c8αc1(A)(x), (k, l) ∈ {(11, 9), (12, 4), (15, 13)},

c8αc1(a)(x), (k, l) ∈ {(15, 7), (16, 8), (16, 14)},

0, otherwise,

(4.6.51)
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[X1(x)]kl =



c6(A)
c3(A)2

εc3(A)(x), (k, l) = (1, 1),

c5
c22
εc2(x), (k, l) ∈ {(2, 2), (5, 5)},

c7(A)
c1(A)ζc1(A),c3(A)(x), (k, l) ∈ {(3, 1), (9, 1)},
c4(A)
c1(A)2

εc1(A)(x), (k, l) ∈ {(3, 3), (4, 4), (9, 9), (13, 13)},
c7(A)
c1(A)ζc1(A),c2(x), (k, l) ∈ {(4, 2), (13, 5)},
c6(a)
c3(a)2

εc3(a)(x), (k, l) = (6, 6),

c7(a)
c1(a)

ζc1(a),c2(x), (k, l) ∈ {(7, 5), (10, 2)},
c4(a)
c1(a)2

εc1(a)(x), (k, l) ∈ {(7, 7), (8, 8), (10, 10), (14, 14)},
c7(a)
c1(a)

ζc1(a),c3(a)(x), (k, l) ∈ {(8, 6), (14, 6)},
c8

c1(A)βc1(A)(x), (k, l) ∈ {(11, 9), (12, 4), (15, 13)},
c8

c1(a)
βc1(a)(x), (k, l) ∈ {(15, 7), (16, 8), (16, 14)},

0, otherwise.

(4.6.52)

Corollary 4.6.13. For p as in (4.6.30) and x ∈ T, X2(x) and X2(x) are the 16× 16 diagonal
matrices with elements given by

[X2(x)]kk =



c6(A)
c3(A)ζc3(A),c3(A)(x), k = 1,

c5
c2
ζc2,c2(x), k ∈ {2, 5},

−1
c1(A)ζc1(A),c1(A)(x), k ∈ {3, 4, 9, 13},
c6(a)
c3(a)

ζc3(a),c3(a)(x), k = 6,

−1
c1(a)

ζc1(a),c1(a)(x), k ∈ {7, 8, 10, 14},

0, k ∈ {11, 12, 15, 16},

(4.6.53)

[X2(x)]kk =



c6(A)
c3(A)2

εc3(A)(x), k = 1,

c5
c22
εc2(x), k ∈ {2, 5},
−1

c1(A)2
εc1(A)(x), k ∈ {3, 4, 9, 13},

c6(a)
c3(a)2

εc3(a)(x), k = 6,

−1
c1(a)2

εc1(a)(x), k = {7, 8, 10, 14},

0, k ∈ {11, 12, 15, 16}.

(4.6.54)

Since we have determined Xi and Xi, all the constants in Propositions 4.6.1 and 4.6.2 are now
known. It only remains to invert the expressions in Theorem 4.6.3.
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Theorem 4.6.14. For p as in (4.6.30) and x ∈ T,

Ψ(x) = Ψ0(x) + ρΨ1(x) + χΨ2(x) + o(ρχ), (4.6.55)

where
Ψ0(x) = X0(x)(Φ0 +A0Ψ0),

Ψ1(x) = X0(x)(Φ1 +A1Ψ1 +A1Ψ0) + X1(x)(Φ0 +A0Ψ0),

Ψ2(x) = X0(x)(Φ1 +A0Ψ2 +A1Ψ0) + X2(x)(Φ0 +A0Ψ0).

(4.6.56)

Recall that the inverse functions Xi are used in the constants Ψi, as can be seen in Propositions
4.6.1 and 4.6.2. For our choice of p, we thus obtain an expansion of Ψ(x) around (ρ, χ) = (0, 0)

in terms of the Green function for a simple random walk. Note that for (ρ, χ) = (0, 0), we again
obtain the expression for Ψ(x) found in Theorem 3.5.3.

The Green function has been studied extensively, both for the infinite and the finite torus. For
an overview of properties of the Green function, see den Hollander and Pederzani [9], Section
4.2. In dimensions d ≥ 2, no closed form is available but some asymptotic formulas exist. In
dimension d = 1, closed forms do exist. To conclude, we present the closed form for the Green
function on the infinite and finite torus in dimension d = 1. This will give an impression of the
form that the expansion of Ψ(x) will take in dimension d = 1.

Example 4.6.15 (Finite torus in d = 1). Pick L <∞ and T = {0, . . . , L− 1}. Then the Green
function has the closed form

Gx(z) =
y(z)x + y(z)L−x

1− y(z)L
(1− z2)−1/2, x ∈ {0, . . . , L− 1}, 0 < |z| < 1, (4.6.57)

where

y(z) =
1− (1− z2)1/2

z
. (4.6.58)

With these formulas and Propositions 4.6.7 and 4.6.10, the functions αc, βc, γc,d, εc and ζc,d are
explicitly computable. This in turn yields an explicit expression for the expansion of Ψ(x) in
(4.6.55).

Example 4.6.16 (Infinite torus in d = 1). Pick T = Z. Then the Green function has the closed
form

Gx(z) = y(z)|x|(1− z2)−1/2, x ∈ Z, 0 < |z| < 1, (4.6.59)
where y(z) is given by (4.6.58).

With these formulas, it is again possible to get an explicit expression for the expansion of Ψ(x)

in (4.6.55).
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