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1 Introduction

When lifting well-known results from probability theory to random variables that take values in spaces other
than the real numbers, one usually considers the ones that take values in separable Banach spaces. This is
done for technical reasons, in particular because a necessary condition for a random variable to be integrable
is to be (a version of) a separably valued random variable. However, this does not mean that these results
cannot be lifted to the setting of non-separable Banach spaces. It turns out that restricting to separable
subspaces allows us to lift a lot of results from the separable case to the non-separable one. A lot of care has
to be taken in this process and therefore it is necessary to keep all definitions and arguments very precise.
Many of the arguments will turn out to be far more subtle and involved than may be thought at first sight.
Moreover, we will rigorously prove several elementary results, that usually are assumed to hold in this more
general setting, but are almost never proven.

There is not much literature on this subject (see, e.g. [1], [2], [3] and [4]) and the existing literature is not
always consistent or precise in its definitions. Therefore we thought it useful to start by making a detailed
overview of all the definitions and basic results necessary to prove our results later on. Chapters 2 to 7
provide some well-known elementary concepts and results from Functional Analysis and Measure Theory. In
Chapters 8 to 12 we consider the standard construction of random variables and Bochner integrals in Banach
spaces. When working in the non-separable setting, it turns out that the concept of independence of random
variables is less straight-forward and that none of the literature rigorously builds up this concept, even in
the separable setting. Therefore, we spent a lot of effort in Chapters 13 and 14 to develop this concept from
scratch. Moreover, this allows us to lift one of the main results from [11] to the non-separable setting.

One of the main reasons to consider non-separable spaces is because if E is a Banach space and T > 0, then
the Banach space
Dg[0,T]:={f:[0,T] = E | f cadlag}

equipped with supremum norm is not separable if E # {0}.

In Chapter 15 it turns out that our thorough set-up allows us to find a simple proof for another main result
from [11], which gives a set of conditions for a series of elements in the space Dg[0,T] to converge. In
Chapter 16 and 17 we describe the standard set-up of conditional expectations and martingales in Banach
spaces. Finally in Chapter 18, we obtain several new results on the convergence of series of random variables.

The main new results can be found in Chapter 13, in particular Theorem 13.20, Chapter 14 and Chapter
18.



2 Sets

In this section we will give some basic definitions about sets, such as the definition of a m-system in a set
Q and the definition of a o-algebra in a set (2. We will also give some basic properties that deal with these
definitions.

Definition 2.1. Let Q be a set. A family Z of subsets of 2 is a m-system if for all I1, Is € Z we have that
LNl eT.
Definition 2.2. Let Q be a set. A family D of subsets of Q) is a d-system in (2 if the following hold

1. QeD,

2. f E,F € D with E C F then also F'\ E € D,

3. If E,eDforalln e Nand E, C E, 4 for all n € N then also |J E, € D.

- n=1

Definition 2.3. Let Q be a non-empty set. A family o of subsets of €2 is an algebra in ( if:
1. Q € & or, equivalently, </ # 0,
2. If A,B € & then also AUB € &,
3. If A € o then also A :=Q\ A€ .
If, additionally, for (A,)nen C & we have |2 | A,, € & then & is called a o-algebra.
Definition 2.4. Let Q be a set and let Z be a family of subsets of 2. Then we define ¢(Z) as the smallest

o-algebra in  that contains Z, which is the intersection of all o-algebras in €2 that contain Z. We say that
o(Z) is the o-algebra generated by 7.

There are several connections between the above definitions. Some of these connections will be useful and
are therefore stated below.

Proposition 2.5. [8, Proposition 1.13] Let Q2 be a set. Let ¥ be a family of subsets of Q. ¥ is a o-algebra

if and only if ¥ is a w-system and a d-system.

Lemma 2.6. [8, Corollary 1.15] Let Q be a set, let T be a mw-system in Q and let D be a d-system in Q. If
Z C D theno(Z)CD.
Definition 2.7. Let € be a set. A family S of subsets of {2 is a semiring if it is nonempty and:
1. 0es,
2. If A,B € S thenalso ANB € S,
3. If A,B € S then there exist n € N, C1,...,C,, € S such that C; N C; =0 for all 4,5 € {1,...,n} with
i # j and such that A\ B =J., C;.
Remark 2.8. Note that every algebra is a semiring.
Definition 2.9. Let € be a set. A relation < on € is called a partial order if:
1. < is transitive i.e. if x,y,2z € Q with x <y and y < z, then also x < z;
2. < isreflexive i.e. x < z for all z € Q;
3. < is antisymmetric i.e. if z,y € Q with x <y and y < z, then z = y.

The set Q) equipped with a partial order < is called a partially ordered set.



Definition 2.10. Let T be a topological space. The Borel o-algebra of T, denoted by B(T), is the
smallest o-algebra containing all open subsets of T'. Sets of B(T') are called the Borel sets of T.

Definition 2.11. Let V be a real vector space. We define the convex hull of a set A CV by
conv(S) := {Z?Zl Az | A >0, Zle Aj=1and z; € Sforall j € {1,...,k} and for some k € N}.

Definition 2.12. Let V be a real vector space. We define the linear span of a set S C V by
span(S) := {Z?Zl Ajv; | for some k € N, A\; € R for j € {1,...,k} and v; € S for j € {1, ,k}}

3 Vector spaces and metric spaces

In this section we will introduce the notion of a Banach space and a Riesz space, and we will also give some

properties of Banach spaces. After that we will define separability and discuss properties of separability, for

instance subspaces of separable spaces.

Definition 3.1. Let (E,d) be a metric space. A sequence (z,)neny C E is a Cauchy sequence if for

each € > 0 there exists an ng (depending on €) satisfying d(x,,, x,) < € for all n,m > ng. (Or equivalently
lim d(zp,zm)=0.)

n,m— o0

Definition 3.2. Let (E,d) be a metric space. (F,d) is called complete if every Cauchy sequence in E
converges in F.

Definition 3.3. Let F be a vector space. F is called a Banach space if it is a normed space that is also
a complete metric space under the metric induced by the norm, i.e. d(z,y) = ||z — y|| for z,y € E.

Theorem 3.4. [7, Theorem 2.28.(e)] Let E be a Banach space and F C E a closed linear subspace of E.
Then F is also a Banach space.

Definition 3.5. Let E be a metric space and ¢ : E — R a function. ¢ is called lower semi coninuous if
¢(zo) < liminf ¢(x) for all xg € E.
Tr—T0o

Definition 3.6. Let E, F; and E3 be normed spaces and let 8 : E; X F; — E3 be a bilinear map. Then
is called bounded if for some constant ¢ € R we have ||8(z,y)|| < ¢||z|| - ||y for all x € Ey and all y € Es.

Definition 3.7. Let V be a vector space over R equipped with a partial order. V is called a (partially)
ordered vector space if for all z,y,z € V and all A € R>y we have

1. fz <ythenalsoxz+ 2z <y+ z;
2. If z < y then also Az < Ay.

Definition 3.8. Let V be a partially ordered vector space, S C V a subset and b € V' a vector. b is called
an upper (lower) bound of S'ifb> s (b <s) forall s € S.

Furthermore b is called the supremum (infimum) of S, denoted by sup S (inf S), if b is an upper (lower)
bound of S and if for each upper (lower) bound a of S it holds that a > b (a < b).

Definition 3.9. A partially ordered vector space V is called a Riesz space if for all z,y € V we have that
sup{z,y} and inf{z,y} exist in V.

The functions (z,y) — sup{x,y} and (x,y) — inf{z,y} are called the lattice operations on V, and the
absolute value of x € V' is defined as |z| = sup{z, —z}.

Definition 3.10. A normed Riesz space is a Riesz space V equipped with a lattice norm, i.e. a norm
| - || such that for x,y € V with |z| < |y| we have that ||z|| < ||y]|.



Definition 3.11. A complete normed Riesz space is called a Banach lattice.

Definition 3.12. Let V be a metric (or topological) space. V' is called separable if it contains a countable
dense subset, i.e. a countable subset D C V such that D = V.

Now we will consider some simple properties of separability that are often used without proof.

Theorem 3.13. [7, Theorem 1.43] Let E be a separable metric space and F C E a subset of E. Then F is
also separable.

Lemma 3.14. Let E be a metric space and (A;)ien C FE separable subsets. Then A := Ufil A; 1s also
separable.

Proof. Let (D;)ien C E with D; C A; a countable dense subset of A; for all ¢ € N. Then we have that
D = U;’il D; C A and D is countable. Now let x € A. Then we have that © € A; for at least one i € N
and since D; is dense in A; we have that there exists a sequence (z;);eny C D; with z; — x for i — co. Since
D; C D, we thus have a sequence in D converging to x. So D is dense in A and thus A is separable. ]

Theorem 3.15. Let E be a metric space with metric d and F C E a separable subset. Then F is also
separable.
Proof. Let A C F be a countable dense subset of F' and let z € F. Then we have two cases.

e If x € F then there exists a sequence (z;);en € A with x; — x for i — oo since A is dense in F.

e If z € F\ F, then there exists a sequence (;);eny C F with 2; — x for i — oo, since z is an element
of the closure of F. Now for all i € N there exists a sequence (y)nen € A with y! — x; for n — oo
since z; € F and A is dense in F. Now consider the sequence (z;);en given by z; := y}l where n; such
that d(y’., ;) < +. Now we obviously have that z; € A for all i € N and z; — « for i — oo.

Thus in both cases there exists a sequence in A converging to z. Thus A is also dense in F, hence F is
separable. -

Theorem 3.16. Let E be a normed vector space and V' C E a separable subset of E. Then span(V') is also
separable in E and hence span(V') is seperable as well.

Proof. Let W C V be a countable dense subset of V. Define
D:={Mwi+..+ w,:neNw, e WVie N\ € QVi € N}.
Then we know that D is countable and that D C span(V'). We will show that D is dense in span(V).
Let 2 € span(V). Then we can write, for some n € N, vq,...,v, € V and Ay, ..., A\, € R\ {0} that 2 = > A\u;.
i=1

For all i € {1,...,n} we have that v; € V and thus there exists a sequence (w!,)men € W with wi, — v, for
m — oo since W is dense in V. Now consider the sequence (y;);en defined by

J

n
Y s | Joapy § Joi
y] - Q1me1 + + q'nwm"f - qz wm;J
i=1

where we have, for all ¢ and all j that

1

m’ satisfies ||w? ; — v;|| < ———

J



and that i

(e, [T+ 1) - 20

q) satisfies g/ — \i| <

Then we obviously have that y; € D for all j € N and we have

n
=) v
i=1

||yj - $|| = j’w:nb — \v; + )\wan; — /\i’wi i

m
J

n
=1

n
|)\,w;n1 —)\Z’UZH) = (|qf—)\2| . wanl
i1 ! i=1 !

] - [ = i]])

d [l

il S
J
(o [+ 1205 Nl 20 =21 (i, 1+

H i=1

||}, :

1 + 1
+1) 2nj = 2nj

n

1 1 1 1
< —t+t—)=n-2-— ==
; <2n3 2n3> 2nj  j’
thus we obtain that y; — x for j — oo. Thus there exists a sequence in D converging to x and thus D is
dense in span(V'). Since D is a countable dense subset of span(V'), it follows that span(V') is separable.
With Theorem 3.15 we now obtain that span(V') is also separable since F is a normed vector space and
consequently a metric space. |

Definition 3.17. For a topological vector space E over K (i.e. a vector space equipped with a topology
such that the vector space operations are continuous with respect to the topology, where K =R or K = Q)
the dual space, denoted by E*, is the vector space of all continuous linear mappings from E to K. For
x* € E*, the norm of z* is defined by ||z*||= sup |(z,z*)| where (z,z*) := z*(x).

z€eE:||z||<1

Definition 3.18. Let E be a Banach space with dual space E*.

1. A linear subspace F' C E* is called norming for a subset S C F if for all x € S we have
lzll= sup  [(z,27)|.
z*eF:||x*||<1

2. A linear subspace that is norming for F is simply called norming.

Definition 3.19. Let E be a Banach space with dual space E*. A linear subspace F of E* is said to
seperate the points of a subset S of F if for every pair z,y € S with = # y there exists an z* € F such

that (x,2*) # (y,z*).

Definition 3.20. Let E, F' be two ordered vector spaces. An operator T : ' — FE is a positive operator
if it is a linear operator that maps positive vectors to positive vectors, i.e. T is positive if z > 0 in F' implies
T(x) >0in E.

4 Set functions

Sometimes we will consider set functions that are more general than the standard setting of measures.

Definition 4.1. A set function p: S — RU {c0, —cc0} on a semiring S is
e monotone if A C B with A, B € § imply p(A) < u(B);

e (finitely) additive if for each finite family {4, ..., A, } of pairwise disjoint sets in S with (JI__, 4; € S
we have p(Ui_; 4i) = 3272, w(A);



e g-additive(or countably additive) if for each countable family (A, ),cn of pairwise disjoint sets in
S with ;2 4; € S we have u(U;2; Ai) = Doy (4

e subadditive if {4;,...,4,} C S and |JI_, A; € S imply p(U;_, 4;) < > n(A);
e o-subadditive if (A,)nen € S and J;2; A; € S imply p(lU;o Ai) < 3oy p(As).

Definition 4.2. A set function p: S — [—00, 00] on a semiring is
e a signed charge if it is additive, assumes at most one of the values —oco and oo and (@) = 0;
e a charge if it is a signed charge that assumes only nonnegative values;
e a signed measure if it is o-additive, assumes at most one of the values —oco and oo and u(0) = 0;

e a measure if it is a signed measure that assumes only nonnegative values.

5 Measure spaces

In this section we will define what a measure space is. When considering measure spaces it can be useful
to widen the o-algebra we are working with, and there is a very intuitive method to do this, and therefore
we will explain this. With this expansion introduced, we can consider two different o-algebras and thus two
different measure spaces. Therefore we will, as well in this section as in later sections, have some definitions
that appear similar, but have subtle differences. These subtle differences, however, can have major effects.
They make proving several theorems significantly more difficult and the proofs become more subtle. For
generalities on measure theory we refer to [5] and [13].

Definition 5.1. The triple (Q, %, u) with  a set, ¥ a o-algebra on 2 and p a measure on ¥ is called a
measure space.

Proposition 5.2. [8, Proposition 1.8] Let (Q,3, ) be a measure space and let (E,)nen be a sequence in X.

1. If the sequence is increasing with limit E = |J FE; then lim p(E;) = p(E).
i—=1 1—00

2. If the sequence is decreasing with limit E = (| E; and if p(E;) < oo for i > n for some n € N, then
i=1
lim p(E;) = p(E).
1—> 00
Definition 5.3. Let (2, %, 1) be a measure space. N C ) is called a p-null set if there exists an A € £

such that N C A and u(A4) =0.
Notation 5.4. The collection of all p-null sets is denoted by N,.

Definition 5.5. Let (Q, X, 1) be a measure space. (2, %, i) is called complete if 3 contains all g-null sets,
ie. NV, CX. Then p is called a complete measure.

Definition 5.6. Let (2,X, 1) be a measure space. Define ¥, := (3, N,,).

Lemma 5.7. [18, Theorem 13.B] Let (2, X, 1) be a measure space. Then A € X, if and only if there exists
B € ¥ with (AAB) € N,,, where AAB := (A\ B)U(B\ A)=(AUB)\ (AN B).

Definition 5.8. Let (2, %, 1) be a measure space. For A € £, we define fi(A) = u(B) where B € 3 such
that (AAB) € N,,.
Remark 5.9. fi is a measure on (£2,%,).

Definition 5.10. Let (£2,%, 1) be a measure space. Then (2, X, /i) is a complete measure space and it is
called the completion of (2,X, ).



Remark 5.11. This definition gives an alternative way to define a complete measure space: Let (Q, %, 1) be
a measure space. If ¥ =X, then (Q, %, 1) is complete.
Definition 5.12. Let (2, X, 1) be a measure space.

e A set S CQis called measurable if S € X.

o Aset S C Qis called y-measurable if S € 3,,.

Definition 5.13. Let (Q, %, u) be a measure space. (Q,%, u) is called o-finite if there exist (A, )nen with
A, € ¥ and p(A,) < oo for all n € N such that Q = ;7 | A,.

Lemma 5.14. [9, Lemma 2.10] Let (2,3, ) be a measure space and (An)nen C X such that > u(A,) < oo

then ,u( N u An) =0. -

k>1n>k

6 Functions to a (Banach) space

Notation 6.1. For a set  and a subset A C Q) we denote the indicator function with 1 4, i.e.

lifweA
1 p—
aw) {Oifng

Definition 6.2. Let Q) be a set, &/ an algebra on €, p a charge and E a vector space. Let ¢ : Q@ — E be a
function that assumes only a finite number of values in F, say x1, ...,z, € E.

¢ is called an E-simple function if A; := ¢~ 1({z;}) € & for each i, and ¢ is called an E-step function
if additionally p(A;) < oo for each nonzero x;.

The standard representation of ¢ is given by ¢ = > 1" | 2;14,.

Definition 6.3. Let (2,3, ) be a measure space and E a Banach space. Then we define
Lg:={f:Q— E| fis an E-step function}. This is a vector space.

Definition 6.4. Let (2, %, ) be a measure space and E a Banach space. Then we define
EY:={f| f:Q— E afunction}. This is also a vector space.

Definition 6.5. Let (Q, %, 1) be a measure space, E a Banach space and f :  — E a function. Then the
real-valued, nonnegative function ||f|| : Q@ — R, defined by ||f||(w) = ||f(w)]| for each w € §, is called the
norm function of f.

The following definition will introduce a notion that will become very important later on.
Definition 6.6. Let (2, %, 1) be a measure space, E a vector space and f, g : Q@ — E be two functions with
f = g p-almost everywhere. Then they are called p-versions of each other.

7 Measurable functions

Definition 7.1. Let (Q2,%, ) and (Y, F,v) be two measure spaces and let f : Q — Y be a function.

1. fis called measurable (or ¥\ F-measurable if it is not clear which o-algebras are used) if f~1(A) €
for all A e F.

2. f is called p-measurable (or ¥,\F-measurable if it is not clear which o-algebras are used) if f is
measurable with respect to X, i.e. f71(A) € ¥, forall A € F.



Lemma 7.2. Let (2,3, u) be a measure space and E a Banach space equipped with the Borel o-algebra. Let
f:Q — FE be a function. If f has a measurable p-version, then f is u-measurable.

Proof. Let g : Q@ — FE be a measurable p-version of f and let N € ¥ with u(N) = 0 be such thatf = g on Q\N.
Let A be a Borel set of E. Then f~*(A)\ g '(A) C N and g~ *(A4)\ f~1(4) C N, so f~1(A)Ag~1(A) C N,
hence f~!'(A)Ag~'(A) € N,. Since g is measurable we have g~'(A4) € ¥ and thus Lemma 5.7 yields that
/7Y(A) € £,. Thus f is y-measurable. n

A partial converse is given in Theorem 9.11

8 Strongly measurable functions

A major part of the analysis of measurable real functions relies on the fact that they can be appriximated
by simple functions or step functions. For functions with values in Banach spaces mere measurability is too
weak for such an approximation property. In this section we will define strongly measurable functions and
strongly p-measurable functions as being a suitable limit of simple or step functions and mention some of
their known properties. There are two definitions of strong p-measurability that we can use and that appear
to be different. One uses step functions and the other simple functions. However we will show that the defini-
tions are equivalent if we assume that the measure space is o-finite. First we will define strong measurability.

Definition 8.1. Let (2, X, 4) be a measure space, E a Banach space and f :  — E be a function. We
say that f is strongly measurable (or strongly Y-measurable if it is not clear which o-algebra is used)
if there exists a sequence (p;,)nen of E-simple functions such that lim ¢, = f pointwise on Q (i.e. for all

n—0o0
w € Q it holds that lim ¢, (w) = f(w)).
n—oo

Next we will define strong pu-measurability.

Definition 8.2. Let (£2,%, ) be a measure space, E a Banach space and f : Q@ — E a function. f is
called strongly p-measurable if there exists a sequence (¢, )nen of E-simple functions that converge to f
p-almost everywhere.

Theorem 8.3. Let (2,3, ) be a o-finite measure space, E a Banach space and f : Q — E a function.
Then the following are equivalent:

1. fis strongly p-measurable;

2. there exists a sequence (pn)nen of E-step functions converging to [ u-almost everywhere.
Proof.

”=" Let f be a function such that there exists a sequence (@, )neny of E-simple functions converging to

f p-almost everywhere, and let (¢,)nen be such a sequence. Let (Bp)neny € X with u(B,) < oo for all
[e%e} N,

n and such that Q = B,,. This is possible, since (2,3, ) is o-finite. Write ¢, = Z Lapzy with
n=1 k=1
Ni+...+N,
A} € ¥ and z} € E for all £ and all n € N. Define C,, = U Bj.. Then for all n we have that
k=1

Ni+...+N, Ni+...+N,

w(Cp) = u( U Bk> < > u(By) < oo since p(By) < oo for all k and Ny + ... + N, is finite.
= k=1

Now consider ¢!, := ¢,1¢,. Then we have that ¢/, is an E-step function for all n and since 1o, — 1o we

obtain that (¢, )nen converges to f p-almost everywhere since (¢, )nen converges to f p-almost everywhere.

So there exists a sequence (p,)nen of E-step functions converging to f p-almost everywhere.

7<= Since a sequence of E-step functions is also a sequence of E-simple functions we have that (2) implies

(1)



So we have that the statements are equivalent. ]

In the theorem above we assumed that the measure space was o-finite, and then the two properties turned
out to be equivalent. However, when we do not assume that the measure space is o-finite, the two statements
turn out to be completely different. To illustrate this, consider the following example.

Ezample 8.4. Let E be a Banach space and consider the measure space (Q, %, 1) with Q # () and p defined

by
0 ifA=0
“(A):{oo it Aex\ {0}

Then obviously (2, ¥, 1) is not o-finite.

Now consider the function f given by f(w) =1 for all w € 2. Then f is obviously an E-simple function,
but clearly not an E-step function. Thus there exists a sequence (¢ )nen of E-simple functions such that
lim ||f(w) — pn(w)]| =0 for p-almost all w € Q, by taking ¢, = f for all n € N. However, the only E-step
n—oo

function is given by 1y = 0 since ) is the only element of ¥ with finite measure. Moreover we have that 0
does not converge p-almost everywhere to f. So there does not exist a sequence (¢, )nen of E-step functions
converging to f p-almost everywhere.

In the remainder of this section we will consider some results.
Definition 8.5. For (2, %, ) a o-finite measure space and E a Banach space, we define
M(QE) :={f € E? : fis strongly y-measurable} and SM(Q, E) := {f € E® : f is strongly measurable}.

Remark 8.6. [6, Lemma 11.40] Note that Ly C M(Q, E) C E®, and it is easy to verify that M(Q, E) is a
vector subspace of E%. Similarly, SM(Q, E) is a vector subspace of .

Lemma 8.7. [6, Lemma 11.39] Let (2,3, u) be a measure space and E a Banach space. If f : Q — E is
strongly p-measurable, then the real function ||f|| is p-measurable.

The following Proposition will be frequently used.
Proposition 8.8. [9, Proposition 1.10] Let (2,3, u) be a o-finite measure space and E a Banach space.
For f: QQ — E are equivalent:

1. f is strongly p-measurable;

2. f has a strongly measurable p-version.

Lemma 8.9. Let (2,2, 1) be a o-finite measure space, E a Banach space and f : Q — E a strongly
w-measurable function. Let f be a p-version of f. Then f is also strongly p-measurable.

Proof. By Proposition 8.8 f has a p-version g which is strongly measurable. By definition of p-versions we
have that g is also a p-version of f and thus we obtain with Proposition 8.8 that f is strongly y-measurable. m

9 Pettis measurable functions

In this section we will define one more notion of measurability and after that we will connect the different
notions of measurabilty. This will be very useful for some later theorems, since sometimes we will be given
one notion of measurability while needing another notion.

Definition 9.1. Let (Q,3, ) be a measure space, E a Banach space, F a norming subspace of E* and
f:Q — FE a function.
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1. f is called Pettis measurable(or weakly measurable) if (f,2*) : Q@ = K, (f, 2*) (w) := (f(w), z*),
is measurable for all * € E*.
Furthermore we say that f is Pettis measurable on F if (f, 2*) is measurable for all 2* € F.

2. If (Q,%, p) is o-finite then f is called Pettis py-measurable(or weakly py-measurable) if
(f,x*) is p-measurable for all z* € E*.
Furthermore we say that f is Pettis y-measurable on F if (f, z*) is y-measurable for all z* € F.

Definition 9.2. Let (2, %, ) be a measure space, E a Banach space and f : 2 — E a function.

1. f is called separably valued if there exists a separable subspace F' C E such that f(w) € F for all
w € Q.

2. If (Q, %, ) is o-finite then f is called u-separably valued if there exists a separable subspace F C FE
such that f(w) € F for p-almost all w € Q.

Theorem 9.3. [9, Theorem 1.5 and Proposition 1.8] Let (0, %, i1) be a measure space, E a Banach space,
F a norming subspace of E*. For f:Q — E are equivalent:

1. f is strongly measurable;

2. f is separably valued and Pettis measurable;

3. f is separably valued and Pettis measurable on F;

4. f is separably valued and measurable.

Corollary 9.4. Let (2,3, u) be a measure space, E a separable Banach space and f : Q — E a function. f
is measurable if and only if [ is strongly measurable.

Corollary 9.5. [9, Corollary 1.6] The pointwise limit of a sequence of strongly measurable functions is
strongly measurable.

Corollary 9.6. [9, Corollary 1.7] Let (2,%,u) be a measure space, E and F two Banach spaces and
f:Q — FE a strongly measurable function. Let ¢ : E — F a continuous function. Then ¢ o f is strongly
measurable.

Theorem 9.7. [9, Theorem 1.11] Let (2, %, u) be a o-finite measure space, E a Banach space, F' a norming
subspace of E*. For f:Q — E are equivalent:

1. f is strongly p-measurable;

2. f is p-separably valued and Pettis p-measurable;

3. f is u-separably valued and Pettis pu-measurable on F.

Corollary 9.8. [9, Corollary 1.12] The p-almost everywhere limit of a sequence of strongly p-measurable
functions is strongly p-measurable.

Corollary 9.9. [9, Corollary 1.13] Let (2,3, ) be a o-finite measure space, E and F two Banach spaces
and f : Q@ — E a strongly p-measurable function. Let ¢ : E — F a continuous function. Then ¢ o f is
strongly p-measurable.

Corollary 9.10. [9, Corollary 1.14] Let (2,%,u) be a o-finite measure space, E a Banach space and
f,9:Q — E two strongly p-measurable functions. Let F be a subspace of E* separating the points of E.
If we have that (f,x*) = (g,2*) p-almost everywhere for all x* € F, then we have that f = g p-almost
everywhere.

Theorem 9.11. Let (Q,3, 1) be a o-finite measure space and E a separable Banach space. For f : Q — E
are equivalent:

11



1. f is strongly p-measurable;
2. f is Pettis p-measurable;
3. f is u-measurable.

4. f has a measurable p-version.

Proof. Combining Theorem 9.3 and Theorem 9.7 give the equivalence of 1,2 and 3. The implication 4 = 3
is contained in Lemma 7.2. Proposition 8.8 and Theorem 9.3 yield that 1 implies 4. ]

With some more care, the implication 1 = 3 of Theorem 9.11 can be proven also for non-separable Banach
spaces F.

The next convenient relation seems to be missing in [9].

Lemma 9.12. Let (Q,%, 1) be a o-finite measure space, E a Banach space and f : Q@ — E a strongly
p-measurable function. Then f is p-measurable.

Proof. With Proposition 8.8 there exists a function f: 1 — E such that fis strongly measurable and f = f
p-a.s., so let * C Q such that Q* € 3, pu(Q*) =1 and f(w) = f(w) for all w € Q*. Let B be a Borel set in
E. Then we can write:

[HB) = (B N U (B N @\ ) L (FHB) N U (U B) N\ )

where () follows since f = f on Q* and thus f~1(B) N Q* = f~1(B) N Q*.

Now we have that f=1(B) N (Q2\ Q%) is a p-null set, since u(Q\ Q) = 0 (because pu(Q2*) = 1), and thus
HB)NEQ\Q) ex,.

Furthermore we have that f~*(B)NQ* = f~1(B)\ (f_l(B) N(Q\Q%)). Since f is strongly measurable we
have with Theorem 9.3 that f is measurable, so we obtain that f~1(B) €  and thus that f~(B) € ¥,,. In
the same way as above we get that f~1(B)N (2\ Q%) is a p-null set and thus f~1(B) N (Q\ Q*) € £,,. Since
%, is a o-algebra, we obtain that f~1(B)NQ* = f~1(B)\ (f"1(B)N(Q2\ Q) € ,..

Thus f~1(B) = (f 1(B)NQ*) U (f~1(B) N (Q\ Q) € ¥, since 3, is a o-algebra. So f is ¥,-measurable,
i.e. f is p-measurable. u

10 Bochner Integral

Definition 10.1. Let €2 be a set, &/ an algebra on ), u a charge, F a vector space and ¢ an FE-step
function with standard representation ¢ = > | z;14,. The integral of ¢ is the vector fﬂ wdy defined by
Jo edp = i, w(A;)z;. This integral is independent of the representation and will later be known as the
Bochner Integral. For B € &/ we define the integral of ¢ over B as fB wdp = fQ wlpdu.

Theorem 10.2. [6, Theorem 11.34] Let (2,%,u) be a measure space and E a Banach space. For all
0, € Lg and all o, 8 € R we have [(ap + BY)du =« [ pdu+ B [du. (i.e. the operator [ -du is a linear
operator from Lg to E.)

If E is a Banach lattice then we have that Lg is a Riesz space under the pointwise lattice operations (i.e.
we use the pointwise ordening on Lg, so f < g if and only if f(w) < g(w) for all w € Q, and then

sup{f, g} (w) = sup{f(w), g(w)} and inf{f, g}(w) = inf{f(w), g(w)} for all w € Q) and the operator [ -du is
a positive operator from Lg to E.
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Lemma 10.3. [6, Lemma 11.34] Let (0, %, 1) be a measure space and E a Banach space. Let ¢ € Lg with
standard representation ¢ = > . x;14,. Then the norm function ||¢|| of ¢ is a real step function (i.e.
|l¢|| € Lg) with standard representation ||p|| = >°1; ||z4||La,. Moreover, [, |lo|ldu = >"71 ||2i||n(A;) and

| Jo edull < [, Il dp.

Lemma 10.4. [6, Lemma 11.41] Let (Q,%, 1) be a o-finite measure space and E a Banach space. Let
f:Q — FE be a strongly p-measurable function. Suppose that for two sequences (¢n)nen and (Yn)nen of
E-step functions the real pi-measurable functions || f —n|| and ||f —n|| are Lebesgue integrable for alln € N
and

lim /Ilf —¢nlldp = lim /IIf — ¢nldp = 0.
n—oo n—oo
Then for each A € ¥ we have

n—oo

lim pndy = lim / U di
A n—oo A
where the last two limits are taken with respect to the norm topology on E.

Definition 10.5. Let (2, %, 1) be a o-finite measure space and F a Banach space. Let f: Q — FE be a
strongly p-measurable function. We say that f is uy-Bochner integrable if there exists a sequence (¢, )nen
of E-step functions such that the real y-measurable function ||f — ¢,]|| is Lebesgue integrable for all n € N

and lim [||f — ¢n|ldp = 0.
n—oo
In this case we define for each A € ¥ the Bochner Integral of f over A by fA fdu = lim fA pndp where
n—oo
the last limit is in the norm topology of E.

Theorem 10.6. [6, Theorem 11.43] Let (2,3, u) be a o-finite measure space and E a Banach space. Let
f,9:Q — E be u-Bochner integrable functions and let o, B € R. Then af + B¢ is u-Bochner integrable and

Jalaf +Bg)du=a [, fdu+ B [, gdu for all A€ X.
Moreover, if E is a Banach lattice and f(w) < g(w) for p-almost all w € Q then [, fdu < [, gdu for all
AeX.

Theorem 10.7. [6, Theorem 11.44] Let (2, %, 1) be a finite measure space and E a Banach space. Let
f:Q — E be a p-measurable function. Then f is p-Bochner integrable if and only if its norm function || f||
is Lebesgue integrable (i.e. [ ||f]|d\ < co with X the Lebesgue measure).

Lemma 10.8. [6, Lemma 11.45] Let (Q,%, 1) be a o-finite measure space, let E and F be two Banach
spaces and let f: Q — E be a p-Bochner integrable function. If T : E — F is a bounded operator, then the
function Tf : Q — F, defined by (T f)(w) = T(f(w)), is pu-Bochner integrable with [, T fdu = T( [, fdp).

Proposition 10.9. [9, Proposition 1.16] Let (2,3, 1) be a o-finite measure space, let E be a Banach space
and let f : Q@ — E be a strongly pi-measurable function. f is ji-Bochner integrable if and only if [, || f||dp < oo
and in this case we have || [, fdu|| < [o || f]]dp.

Proposition 10.10. [9, Proposition 1.17] Let (2, X, 1) be a o-finite measure space, let E be a Banach space
and let f : Q — E be a p-Bochner integrable function. If u(2) = 1, then [, fdu € conv{ f(w) : w € Q}.

Theorem 10.11. [9, Proposition 1.18] Let (2,3, u) be a o-finite measure space, let E be a Banach space,
let (fn)nen, with fr, : Q = E for alln € N, be a sequence of u-Bochner integrable functions. Assume that
there exists a function f : — E and a p-Bochner integrable function g : 0 — R such that

1. lim f, = f p-almost everywhere;
n—oo

2. | fall < gl p-almost everywhere.
Then f is u-Bochner integrable and li_>m Jollfn = flldp = 0.
In particular we have li_>m Jo fndp = g fdp.

13



The following Proposition is known as Jensen’s inequality.
Proposition 10.12. Let (Q, %, 1) be a o-finite measure space with 1(2) = 1, E a Banach space, f : Q@ - E
a Bochner integrable function and ¢ : E — R a conver and lower semi continuous function. If ¢ o f is

intergrable, then we have QS( fQ fdu) < fQ ¢ o fdu.

11 LP-spaces

Let (Q,%, 1) be a measure space and F a normed space. On E® we define the equivalence relation ~ by
f ~ g if and only if f = g u-almost everywhere. Recall the following definitions.

Definition 11.1. Let (2,%, ) be a measure space. For 1 < p < oo we define LP(Q) := {f : Q@ —
R | f measurable and [, [f[Pdp < oo}/ ~.

Definition 11.2. Let (2, X, 1) be a measure space. We define L*°(Q) := {f : @ — R | f measurable and IM >
0 such that |f| < M a.s.}/ ~.

Lemma 11.3. [7, Theorem 1.61, Example 2.5] Let (2,2, 1) be a measure space and 1 < p < oo. Then
1
1 flLr) = (o |fIPdu)? is a norm on LP() and LP(Q) equipped with this norm is a Banach space.

Lemma 11.4. [7, Theorem 1.61, Example 2.5] Let (Q2, %, 1) be a measure space. Then || f|| (o) := inf{M >
0 : |fl <M as.} is a norm on L®(Q) and L (Q) equipped with this norm is a Banach space.

However we will not consider R but general Banach spaces in this thesis. Therefore we will give the above
definitions in a similar fashion but for general Banach spaces.

Definition 11.5. Let (2, %, u) be a o-finite measure space and E a Banach space. For 1 < p < co we define
LP(GE) :=={f:Q— E | f strongly p-measurable and [, ||f|[Pdu < oo}/ ~.

Definition 11.6. Let (2, %, 4) be a o-finite measure space and E a Banach space. We define L>*°(Q; E) :=
{f:Q — E| f strongly y-measurable and 3r > 0 such that pu({||f]| > r}) =0}/ ~.

Lemma 11.7. [9, p. 12] Let (2, X, 1) be a o-finite measure space, E a Banach space and 1 < p < oco. Then

fleem = (Jq ||f||pdu)% is a norm on LP(; E) and LP(Q; E) equipped with this norm is a Banach
space.

Lemma 11.8. [9, p. 12] Let (2, %, 1) be a o-finite measure space, E a Banach space and 1 < p < oco. Then
the set of all E-step functions is dense in LP(; E).

Lemma 11.9. [9, p. 12] Let (Q, %, p) be a o-finite measure space and E a Banach space. Then || f||p.p) :=
inf{r >0 : u({||f|] >r}) =0} is a norm on L= (Q; E) and L*>(Q; E) equipped with this norm is a Banach
space.

Remark 11.10. Let (Q,%, 1) be a o-finite measure space and 1 < p < co. Then we have that LP(;R) =
LP(£2) and that L>(;R) = L>°(2). It is straightforward to prove this.

Definition 11.11. Let (2,3, u) be a o-finite measure space, E a Banach space and 1 <p < oo. Let G C X
be a sub-o-algebra. Then we define
LP(Q,G; E) :={f € LP(S}; E) | f has a p-version that is strongly p-measurable with respect to G}.

Definition 11.12. Let (2,3, ) be a o-finite measure space with u(Q2) < oo, E a Banach space and let

1<p<oo. TCLP(Q;E) is uniformly p-integrable (or just uniformly integrable if p = 1) if for all
€ > 0 there exists an r > 0 such that

. 1 —
;IEIIT)Q/ {HfH>r}||f|| dp <e
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Remark 11.13. [10, above Proposition 2.6.39] Definition 11.12 is equivalent with the statement that for all
€ > 0 there exists an r > 0 such that

sup /]l ) lgldp <e.
se{liflP:rer} & {lal>r}

12 Random Variables

Approximation by step functions plays an essential role in probability theory. Reduction steps in proofs
to step functions are even commonly referred to as the standard machinery. Banach space valued random
variables are therefore defined as strongly P-measurable maps, to keep the ability to use these approximations
in proofs.

Definition 12.1. Let (Q, F,P) be a probability space (i.e. P(2) = 1) and E a Banach space. X : Q@ — E
is a random variable if X is strongly P-measurable.

Definition 12.2. Let (2, F,P) be a probability space, F a Banach space and X : Q — F a random variable.
e If X is P-Bochner integrable, the expectation of X is defined as the Bochner integral E(X) := [, XdP.

e The distribution of X is the Borel probability measure pux on E defined by px(B) :=P(X € B) :=
P(X € B) :=P{w € Q : X(w) € B}) for B € B(FE) where X is a strongly measurable P-version of
X. (All goes well by Proposition 8.8 and Theorem 9.3.)

Definition 12.3. Let E be a Banach space. If E-valued random variables, not necessarily defined on the
same probability spaces, have the same distribution they are said to be identically distributed.

Theorem 12.4. Let (2, F,IP) be a probability space, E a Banach space and X : Q2 — E a random variable.
Denote by Y a strongly measurable P-version of X. Define B := {Y (w) : w € Q}. Then B as well as B are
separable.

Proof. With Proposition 8.8 we have that Y exists, since X is a random variable and thus strongly P-
measurable. Y is strongly measurable thus there exists a sequence of E-simple functions (¢, )nen such that
lim ¢, (w) = Y(w) for all w € 2. For every n € N we have that {¢,(w) : w € Q} is finite since ¢y, is an

n—oo

E-simple function. Now consider A := |J {pn(w) : w € Q}. Then A is obviously countable and dense in
n=1

A, so A is separable. Now we will show that B C A. Let x € B. Then there exists an w € € such that
Y (w) = z, and thus le ©n(w) = . By definition of A we obviously have that ¢, (w) € A for all n € N and

thus by definition of the closure we obtain that 2 € A. Thus we have that B C A, and since A is a separable
metric space we obtain by Theorem 3.13 that B is separable. Furthermore by Theorem 3.15 we now obtain
that B is also separable. ]

Lemma 12.5. [9, above Proposition 2.3] Let E and F be Banach spaces and let X and'Y be two identically
distributed E-valued random wvariables defined on some, not necessarily the same, probability spaces. Let
f: E — F be a Borel measurable function. Then f(X) and f(Y') are identically distributed.

Proposition 12.6. [9, Proposition 2.53] Let (0, F,IP) be a probability space, E a Banach space and X : ) —
E a random variable. Then for every € > 0 there exists a compact set K C E such that P({X ¢ K}) <e.

Definition 12.7. Let (2, F,P) be a probability space, E a Banach space and £  a family of E-valued

random variables on 2. 2" is called uniformly tight if for every ¢ > 0 there exists a compact set K C FE
such that P({X ¢ K}) <eforall X € 2.
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Lemma 12.8. [9, Lemma 2.5] Let (0, F,P) be a probability space, E a Banach space and 2 a family of
E-valued random variables on Q. If 2" is uniformly tight, then ' — 2 ={X; — Xo : X1,Xo€ 2} is
uniformly tight.

Definition 12.9. Let (Q, F,P) be a probability space, E a Banach space and (X, )nen @ sequence of E-
valued random variables on 2. We say that (X, ),ecn converges in probability to the random variable
X:Q— Eif lim P(||X, — X|| >r)=0 for all » > 0.

n—oo

The following lemma is called Chebyshev’s inequality.
Lemma 12.10. [9, p. 20] Let (0, F,P) be a probability space and X € LP(Q). ThenP(|X|>r) < LE(|X?)
forallr >0 and 1 <p < cc.

Corollary 12.11. [9, p. 20] Let (0, F,P) be a probability space, E a Banach space and (X, )nen a sequence
of E-valued random variables on Q. If (X, )nen converges to a random variable X : Q — E in LP(Q; E) for
some 1 < p < oo, then li_>m X, = X in probability.

n oo

Definition 12.12. Let (2, F,P) be a probability space, E a Banach space and (X,,)nen a sequence of E-
valued random variables on Q. We say that (X, ),en converges a.s. to some random variable X : Q@ — F
if P(w: lim [|X,(w) — X(w)|]| =0)=1.

n— oo

Proposition 12.13. [9, Proposition 2.11] Let (Q,F,P) be a probability space, E a Banach space and
(X0 )nen a sequence of E-valued random variables on Q. If (X,,)nen converges in probability, then it has a
subsequence (X, )ken that is a.s. convergent.

Definition 12.14. Let (92, F,P) be a probability space, F a Banach space and X : Q@ — E a random
variable. X is called symmetric if X and —X are identically distributed.

Lemma 12.15. Let (2, F,P) be a probability space, E a Banach space and X : Q@ — E a symmetric random

variable. Let X be a P-version of X. Then X is also a symmetric random variable.

Proof. By Lemma 8.9 we have that X is a random variable. By definition we have that X and —X are
identically distributed. Furthermore we have by definition that X = X a.s. and thus we obtain that X and
X are identically distributed. We also have by definition of P-versions that —X = —X as. and thus -X
and —X are identically distributed. Thus we obtain that X and —X are identically distributed, and so X
is a symmetric random variable. ]

Lemma 12.16. Let (Q,F,P) be a probability space, £ a Banach space and let X, (X;)ien : @ = E be random
variables. Let X be a stmngly measurable P-version of X and for i € N, let X be a strongly measurable

P-version of X;. Then X — Z Xi is a strongly measurable P-version of X — Z X; for all k € N.
i=1 i=1
Proof. X and (Xl)leN exist by Proposition 8.8 and by deﬁmtlon we have that X =% X and .,X'V 2 X for

all i € N. Now let & € N. Then we thus have that X — Z X =X - Z X; so we obtain that X — Z X;
i=1 i=1 i=1

k
is a P-version of X — >~ X, for all k € N.

i=1
Furthermore we have that (Q, F,P) is a probability space so with Remark 8.6 we have that SM(Q, F) is

~ k.~ ~ ~
a vector subspace of E? and thus X — Y X; is strongly measurable on € since X, X; € SM(Q, E) for all
i=1
k

~ k
i € N. Hence X — > Xi is a strongly measurable P-version of X — >~ X; for all kK € N. [
i=1 i=1
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13 Independence

Many results we want to lift to the non-separable setting involve independence of random variables. As
pointed out in Chapter 1, we need to build up this concept from scratch, since the literature is somewhat
sloppy with the non-separable case. The main goal of this section is to lift [11, Theorem 2.4], which is
described in Theorem 13.19, to the non-separable setting.

Definition 13.1. Let (2, F,P) be a probability space and Z an index set. A sequence of o-algebras (F;)iez
with F; C F for all i € 7 is called independent if for every n € N and for all choices of F; € Fj, for

i €{1,...,n} and with j; # ji for all i,k € {1,...,n} with ¢ # k it holds that P(Ey N...N E,) = [[ P(E;) .
i=1

Definition 13.2. Let (2, F,P) be a probability space, let Z be an index set, and let E; be a Banach space
and X; : Q — E; a random variable for all i € Z. We say that (X;);cz are independent if for all N € N,
11,....,tny € L, and By, ..., By Borel sets in E; , ..., E;,, we have that

N
P(X;, € By, .., Xiy € By) = [[ P(X,, € B).

n=1

Definition 13.3. Let (92, F,P) be a probability space, let Z and J be two index sets, and let E; and F; be
Banach spaces and X; :  — E; and Y; : Q — F}; be random variables for all ¢ € 7 and all j € J. We say
that (X;)iez is independent of (Y));es if for all n,m € N, iy,...,i, € Z, j1,...,Jm € J, Bi,..., By, Borel
sets in E;, ..., E;, and Cy,...,Cy, Borel sets in F) F; we have that

Jir S Jm

P(X,, € B1,...X;, € B,,Y;, € C4,...,Y;, € Cp) =P(X;, € By,...,X;, € B,)P(Y;, € C1,....Y,;, € Cp).

S dm T JIm

The next proposition is a result that is often used, though a proof is difficult to find. It is however proven
in [12], as Lemma 4.2. As the proof in [12] omits some details, we include a detailed proof here.

Proposition 13.4. Let (Q,F,P) be a probability space. Let Ty,Ts, ... be m-systems with T; C F for all
i € N. Suppose that for all m € N and all choices of I; € I;, for j € {1,...,m} and with i; # i} for all

J.k e {1,...,m} with j # k it holds that P(I; N...N I,) = [] P(I;).
j=1

Then o(Zy),0(Zs), ... are independent.

Proof. Without loss of generality we assume that Q € Z; for all ¢ € N. This is possible since if Q ¢ Z; for
some i € N, then Z; U {Q} is still a w-system, o(Z;) = o(Z; U{Q}) and Ty, ....Z;—1, Z; U{Q}, Z;11, ... satisfy
the same property as stated in the Proposition for Z;,Z,, ... Define

D= {A €F : P(ANB) =P(A)P(B) VB € {I,N..N 1, :n € Nsy and I; € T; Vi € {2, ...,n}}}.

First I will prove that Z; C D. Let C' € Z;. Then for all choices of n € N and B, € I, ..., B,, € Z,, we have

(*:1) (*2)

P(CNByN..NB,) = P(C)P(Bs)-...-P(B,) = P(C)P(B2N...N By),

where (%1) and (x9) follow by the assumption. Thus for all B € {Ig N..NI,:n€Nspand [; € Z; Vi €
{2,...,n}} we have that P(C' N B) = P(C)P(B). So we have that C € D since C' € F, and thus Z; C D.

Next I will prove that D is a d-system.

o F is a o-algebra, and thus we have that Q € F. For B € {ILb,N..NI, :n € Nsyand [; € Z; Vi €
{2,...,n}} we obviously have that P(2N B) = P(B) = 1-P(B) = P(Q)P(B). Hence Q € D.
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e Let A, Be D with AC Bandlet C e {IQ N..NI,:neNsyand [; € Z; Vi € {2,...,n}}. Then we
have

P(B\ A)NC)=P(BNC)\ (AnC)) L pBNC)—PANC) 2 PB)PC) - PA)PC)

= (P(B) - P(A)F(C) 2 P(B\ A)P(C),

where (1) holds since A C B and thus (ANC) C (BNC), (x2) since A, B € D and (x3) since A C B.
Thus we obtain that B \ A € D since C was arbitrary.

o Let A,, € D for m € N with A,,, C A,,41 for all m € N. Let B € {Igﬂ...ﬂ[n:neNZQ and I; €
Z; Vi € {2,...,n}}. Then we have

P G An)nB) =B( G (A (1 B)).

m=1 m=1

Now consider the sequence Ey = Ugbzl(Am N B). Then this is an increasing sequence with limit
E=UY_ Ev = U, UY_ (AN B) = U>_ (A, N B). With part (i) of Proposition 5.2 we get
lim P(Ey) = P(E), i.e. lim P(Uﬁzl(Am N B)) - P(Uﬁzl(Am N B)). Thus we have

N—oo N—oo

oo N
(U (A, N B) ) — lim IE”( U (4 mB)) () Jim P(Ay N B) (z2) lim P(AN)P(B)
m=1 m=1

= P(B) Jim P(4y) * (z) ( U AN) :1@( G AN)IP’ B
N=1

where (%) follows since (Ax)nen is an increasing sequence and thus ngl(Am N B) = Ay N B, (*2)
follows since Ay € D for all N € N and (x3) follows with part (i) of Proposition 5.2 since (An)nen i8
an increasing sequence with limit |J3y_; Ax. This yields {J;°_, A,, € D.

So D is a d-system.

Thus D is a d-system containing the w-system Z; and thus by Lemma 2.6 we have that o(Z;) C D. So for
all choices A € ¢(Z;) and all choices B € {12 N..NI,:n€Nsyand I; € Z; Vi € {2, ,n}} we have that
P(ANB) =P(A)P(B). Since 2 € Z; for all : € N we obtain that o(Z;), Zs, Zs, ... satisfy the same property
as stated in the Proposition for Z;, Zs,..., since a o-algebra is also a m-system by Proposition 2.5.

Now we can apply the above repeatedly to obtain that o(Zy),...,0(Z,),Zn41, ... satisfy the same property
for each n € N. By definition, this yields that o(Z;),0(Zs), ... are independent. m

Next we will study independence of random variables. Let (Q, F,P) be a probability space and E a Banach
space. Recall that an E-valued random variable is a strongly P-measurable map X : Q — E. For F-valued
random variables defined on (€2, F,P) it can be useful to consider the o-algebra generated by the random
variables. However the definition of this o-algebra is not necessarily clear, since this o-algebra has to be
contained in F. When discussing independence of random variables the definition below appears useful,
but this definition only works when all the random variables are measurable. Therefore we introduce the
following assumption.

Assumption Al. Let (Q, F,P) be a probability space, Z an index set, (E;);cz Banach spaces and (X;);e7 :
Q) — E; random variables. X; is measurable for all i € Z.

When F is complete, we have with Lemma 9.12 that random variables on (2, F,P) are measurable. If F is
not complete, we can consider the completion of F, Fp, and thus we can still use the next definition with
respect to (2, Fp, P).
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Definition 13.5. Let (2, F,P) be a probability space, Z an index set, (E;);ez Banach spaces and (X;);ez :
) — F; random variables. Assume that Al is satisfied. Then the o-algebra generated by (X;)iez,
denoted by o(X; : i € I), is the smallest o-algebra such that X; is measurable with respect to this o-algebra
for all : € Z. We can write

o(X;:i€l):=

o ({{weQ:X;,(w) € Bj, foralli € N} : j; €T for all i € N, B}, a Borel set in Ej, for all i € N}).

Remark 13.6. Note that
{{w € Q: Xj,(w) € By, foralli € N} : j; € T for all i € N, B}, a Borel set in Ej, for all i € N}

=I(X;:1€1)

is a w-system and for Z = {1} it is a o-algebra.

Definition 13.5 corresponds with the definition of the generated o-algebra for R-valued random variables,
but since the general definition of an E-valued random variable involves strong P-measurability, we might
want to consider a different construction of the generated o-algebra than the above, namely the smallest
o-algebra such that the random variables are strongly measurable. But for this o-algebra to be contained
in F, and thus to be well-defined, there has to be a stronger assumption on the random variables than in
Definition 13.5. Under this assumption the o-algebras turn out to be the same, and with Proposition 8.8 it
seems that the assumption is not really a restriction.

Lemma 13.7. Let (Q,F,P) be a probability space, T an index set, (E;)icz Banach spaces and (X;)iez :
Q — E; random variables. Assume that X; is strongly F-measurable for all i € Z. The smallest o-algebra
such that X; is strongly measurable with respect to this o-algebra for alli € T equals o(X; : i € T).

Proof. Denote by oo(X; : i € Z) the smallest o-algebra such that for all ¢ € Z the random variable X; is
strongly measurable with respect to this o-algebra. Let ¢ € Z. Since X; is strongly measurable with respect
to 00(X; : j € T) we have with Theorem 9.3 that X; is measurable with respect to oo (X, : j € T) and that
X, is separably valued. Now since X; is measurable with respect to o(X; : j € Z) and separably valued we
have with Theorem 9.3 that X, is strongly measurable with respect to o(X; : j € Z). Thus we obtain that
o(X;:i€l)=00(X;:i€1). m

Proposition 13.8. Let (Q, F,P) be a probability space and T an index set. Let E; be a Banach space and
X; : Q = E; a random variable for all i € T. Assume that A1 is satisfied. Then we have that (X;);ez are
independent if and only if the o-algebras generated by the random variables are independent, i.e. (0(X;))iez
are independent o-algebras.

Proof. Since we assume that Al is satisfied the generated o-algebras are well-defined.

e Suppose that (X;);ez are independent. Let n € N, j; € T for i € {1,...,n} with j; # ji for all
i,k e{l,..,n} with ¢ # k, and let A; € 0(X},) for ¢ € {1,...,n}. Then we have for ¢ € {1,...,n} that
A; ={w € Q: Xj,(w) € B;} for some Borel set B; C E;,. We obtain

n

P(A;N..NA,) —]P’( {we:X;,(w) e Bl-}) =P(X;, € B1,...,X,, € By)
=1

n

OTIE(X, € B) = [[Pw € Q: X,,(w) € B}) = [[P(4).

i=1 =1 i=1

where (k) follows since (X;);cz are independent. So we obtain that (0(X;));ez are independent o-
algebras.
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e Now suppose that (o(X;))iez are independent c-algebras. Let n € N, ji,...,j, € Z and By, ..., B,
Borel sets in Ej , ..., E;, . Then we have:

P(X,, € By,..., X, € By) (ﬂ{weQ X, (w )eBi}>

® ﬁ PHwe Q: X, (w) € B;}) = ﬁP(in € B)),

i=1
where () holds since {w € Q : X,,(w) € B;} € o(Xj,) for all i € {1,...,n} and (0(X;))icz are
independent o-algebras. Thus we have that (X;);cz are independent.

Proposition 13.9. Let (2, F,P) be a probability space, T and J index sets and E; and F; Banach spaces
foralli € T and all j € J. Let X; : Q — E; and Y; : Q@ — F; be random variables for all i € T and all
Jj € J. Assume that Al is satisfied. Then (X;)icz and (Y;)jcg are independent if and only if o(X; : i € T)
and o(Y; : j € J) are independent.

Proof. As before the generated o-algebras are well-defined.

e Suppose that (X;),cz and (Y),es are independent. Let A; € TI(X; : i € 7) and let A, € II(Y; : j € J),
where we use the notation of Remark 13.6. Then we have that 4; = {w € Q: X;, (w) € By, for all k €
N} with for all k£ € N, By, a Borel set in E;,. Similarly, Ay = {w € Q : Y}, (w) € C) for all | € N} with
for all [ € N, C; a Borel set in F;,. Then we have:

P(A1NAy) =P{weQ: X, (w) € B forall k e N}N{we Q:Yj,(w) € C; for all | € N})

=P ((ﬁ{w €N X, (w)e Bk}> N (ﬁ{w €N:Yj(w) e Cl}>>

i=1 i=1

:P(ﬁ{weQ:Xik(w) €BitN{w e N:Y}(w) EC’Z}>.

Now consider the sequence given by E, = (i_;{w € Q: X;, (w) € Bg} N{w € Q: Y}, (w) € C;} for
n € N. Then we have for all n € N that E, 1 = 5 {w € Q: X;, (w) € Bi}n{w e Q:Yj,(w) e G} C
N fwe: X, (w) € Bt N{weQ:Y,,(w) € Ci} = E, so the sequence is decreasing. Furthermore
we have that P(E,) <1 for all n € N and the sequence has limit £ := (), E, =2, ie,;{w € Q:
Xi(w) €BrN{w e Y, (w) € Ci} =Ny {w € Q: X, (w) € By} N{w € Q: Y, (w) € Ci}. So with
part (ii) of Proposition 5.2 we have that nlLIr;O P(E,) =P(E). Thus we obtain:

P <ﬁ{w €N: X, (w)eBtN{weN: Y (w) € C’l}> =P(E) = lim P(E,)

! n—oo
=1

= lim ]P’(ﬂ{weQ X, (w )eBk}ﬂ{weQ:le(w)eCl}>

n— 00
i=1

= nlgI;oIP’ ((ﬁ{w eN: X, (w) e Bk}> N (ﬁ{w €N:Y,;(w) e Cl}>>
i=1 i=1
(1) nlin;OP<ﬂ{weQ X, (w) eBk}> (ﬂ{weQ )eCl}> ,

=1

where (1) follows since (X;);ez and (Y;);es are independent.
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Now consider the sequence given by G, = (;_;{w € Q: X;, (w) € By} for all n € N and the sequence
given by D,, = N/_,{w € Q : Y},(w) € C;}. Then we have for all n € N that G, 11 = 7 {w €
Q: X (w) € By} CNij{w e Q: Xi(w) € By} = Gyoand Dypyy = N5 H{w € Q: V(W) €

Ci} CNit{w € Q: Y, (w) € Ci} = D, thus the sequences are decreasing. Furthermore we have
that P(G,,) < 1 and IP’(D ) <1 for all n € N and the sequences have the limits G := (', G,, =

n=1

Mo Nicyfw € Q¢ X, (w) € B} = N {w E Q: X, (w) € By} = Ay and D=\, D, =

Ny Nis{w € QY ( )EC} =Nt {w € Q:Y),(w) € C;} = As. So with part (ii) of Proposition
5.2 we have that lim ]P’(Gn) =P(G) =P(A;) and hm P(D,) =P(D) = P(As), thus we obtain:

nan;CIP <ﬁ{w €N: X, (w)e Bk}> P (ﬁ{w €N:Yj(w) e C’l}>

i=1 i=1

= lim P (ﬁ{w eN: X, (w) e Bk}> 'HILH;OP (ﬁ{w €N:Y;(w) e Cl}>

n— oo ! !
i=1 =1

= lim P(4,) - lim P(D,) = P(4;)P(4).

n— oo

Thus we have that P(A1NAs) = P(A;)P(As) so now we obtain with Proposition 13.4 that o(X; : i € 7)
is independent of o(Y; : j € J).

o Now suppose that o(X; : ¢ € Z) is independent of o(Y; : j € J). Let n,m € N, i1,...,4,, € I,
Jisesjm € J, B, ..., B, Borel sets of E;,, ..., E; and Ci,...,C), Borel sets of Fj,,..., Fj, . Then we

have: "
P(X;, € B1,...,X;, € Bp,Y;, € C1,....,Y;,, € Cp)

in T Jm

=P{weQ:X; (w)eB;forallke{l,..,n}}N{weN:Y; (w) €C;foral ke {1,...,m}})

)P({w €eN: X, (wyeB;forallke{l,.. ., n}}H)P{weQ:Y,, (w) e C,foral ke{l,..,m}})

= ]P)(X“ € Bl, ,Xin € Bn)P(}/}l S Cl, ...,Y}'m € Cm)
where (x) since {w € Q: X;, (w) € B;forallk € {1,..,n}} € o(X; : i € Z) and {w € Q : Y}, (w) €
Cjforall ke {1,...m}} € o(Y;:j€ J)and o(X; :i € Z) is independent of o(Y; : j € J). Thus we
have that (X;);ez is independent of (Y})es.

So (X;)iez and (Y;);jes are independent if and only if o(X; : ¢ € 7) and o(Y; : j € J) are independent. =

Lemma 13.10. /9, p. 21] Let (2, F,P) be a probability space, let T be an index set and let E; be a Banach
space and X; : Q — E; a random variable for all i € T. We have that (X;);ez are independent if and only if
every finite subfamily of (X;)iez is independent.

Proposition 13.11. [9, Proposition 2.13] Let (2, F,P) be a probability space, Ey, ..., Exy Banach spaces and
X1:Q— Ey,..., Xy : Q — Enx random variables. Xi,..., Xy are independent if and only if px, .. xy) =
B, X XXy, where fi(x, . xy) 05 the distribution of the Ey X ... x En-valued random variable (X1, ..., Xn)
and px, X ... X px, s the product measure.

Proposition 13.12. [9, Proposition 2.14] Let (Q, F,P) be a probability space, Ey,Es Banach spaces,
(Xi)nen, X : Q@ — Ey random variables and (Yy)nen,Y : @ — Es random variables. If li_>m X, =X

in probability, li_>m Y, =Y in probability and if for each n € N we have that X,, is independent of Yy, then
X andY are independent.

Lemma 13.13. Let (Q, F,P) be a probability space, T an index set, (E;);cz Banach spaces and (X;)iez :
O — E; random variables. Let (X;)iez : Q@ — E; such that X; is a P-version of X; for alli € Z. Then we
have that (X;);ez are independent if and only if ( Z)ZEI are independent.
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Proof By Lemma 8.9 we have that (Xz)zEI are random variables, and thus we can speak of independence
of (Xz)zel'

e Suppose (X;);ez are independent. Let N € N, iy,....,iy € Z and By, ..., By Borel sets in E;,, ..., E; .
Then we have:

Cr )

N N
P(X;, € Bi,... Xiy € By) ‘2 P(X,, € Bi, ... Xy, € By) 2 [[ B(X,, € By) H (X, € By,)

n=1

where (1) and (x3) since we have that X; = X; as. foralli € T and (*2) since (X;);ez are independent.
So ( 1)161 are independent random variables.

e Suppose (Xi)iGI are independent. Let N € N, iy,...,iy € Z and By, ..., By Borel sets in E; , ..., E; .
Then we have:

N N
P(Xi, € Bi,... Xiy € Bx) 2 P(X,, € Bi,os Koy € By) 2 [ P(X, € Ba) @ ] B(Xi, € Ba)

in in
n=1 n=1

where (*1) and (*3) hold since we have that X; = X; a.s. for all i € 7 and (*2) since (X;);ez are
independent. So (X;);ez are independent random variables.

So (X;)iez are independent if and only if ( Z)ZEI are independent. ]

Lemma 13.14. Let (2, F,P) be a probability space, T and J index sets, (E;);cz and (F;);cg Banach spaces,
and X; : Q = E; and Y; : Q@ — F; random variables for alli € 7 and all j € J. Let )z be a P-version of X;
forz’ €T and let ? be a P-version of Y; for j € J. Then (X;)icz and (Y;)jes are independent if and only
if (Xi)iez and (Y; i)jeg are independent.

Proof. By Lemma 8.9 we have that (Xz)zez and (/Y?) jeg are sequences of random variables, and thus we can
speak of independence of (X;)iez and (Y )jea-

e Suppose (X;);ez is independent of (Y;);ey. Let n,m € N, i1, ...,4,, €L, j1, ..., jm € J, Bu, ..., By, Borel
sets in E;, , ..., E;, and Ci,...,C), Borel sets in F},, ..., F}; . Then we have:

in
P(X;, € By,...,X;, € Bp,Y;, € Ch,....Y;, € Cp)

(*:1) ]P)(X,Ll S Bl; ,Xan S an}/jl S Cla "'7}/}m € Cm)

W p(X, €Bi,...Xi, € B)P(Y, € Cy,....Y;, € Cr)

@ p(X; € B,... X, € B))P(Y, €C4,...Y,. € Cp)

T Im

where (x1) and (x3) follow since we have that X; = X; a.s. for alli € T and Y, = ? a.s. forall j € J,
and (x2) since (X;);ez is independent of (Y;),jes. So ( X)icz is independent of ( i )jed-

e Suppose (Xz)zez is independent of (Y Jjeg- Letn,m € N, 41, ..., €I, j1,.... jm € J, Bu, ..., By, Borel
sets in £, ..., E;, and Ci,...,Cy, Borel sets in Fj,, ..., F}, . Then we have:

P(X;, € By,...,X;, € B,,Y;, € C1,....Y;, € Cyp)

2 Pp(X;, €By,... X5,

in

€ Bn7i—/.\]/1 € 017“.7?;: € Cm)

@ p(X; € By,... X, € B))P(Y, €C4,...Y,. € Cp)

T Im

W p(x;, € B,....Xs, € Bp)P(Y;, € C4,....Y;, € Cp)

Im

where (1) and (*3) hold since we have that X; = )? a.s. forallie€Z and Y, = ? a.s. for all j € 7,
and (*2) since (Xz)zez is independent of ( i)jea- So (X;)iez is independent of (Y;),ec.
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So (Xi)iez and (Yj);jes are independent if and only if (X;);ez and (Yj);es are independent. L]

Proposition 13.15. [9, Proposition 2.16] Let (Q, F,P) be a probability space, E a Banach space, and
X,Y : Q — FE random variables. If X is symmetric and independent of Y, then for all 1 < p < oo we have
E([|X[7) < E(||X + YI[P).

The following theorem is called the It6-Nisio theorem.
Theorem 13.16. [9, Theorem 2.17] Let (0, F,P) be a probability space and E a Banach space. Let X, :

n

Q — E for n > 1 be independent symmetric random variables. Put S, := > X; and let S : Q@ — E be a
i=1

random variable. The following are equivalent:

1. lim (S,,z*) = (S,z*) a.s. for all x* € E*;

n—oo

2. lm (S,,z*) = (S,z*) in probability for all x* € E*;

n—oo

3. lim S, =S5 as.;

n—oo

4. lim S, =S in probability.

n—oo

If these hold and E(]|S]|P) < oo for some 1 < p < oo then li_>m E(||S, — S||?) = 0.

Lemma 13.17. [9, Lemma 2.18] Let (Q, F,P) be a probability space and E a Banach space. Let X1, ..., X,, :
k
0 — E be independent symmetric random variables. Put Sy, := > X; fork=1,...,n. Then P(lr<nkaé( 1Skl >

i=1
r) < 2P(||S,|| > r) for all v > 0.

Theorem 13.18. [9, Theorem 8.1] Let (Q, F,P) be a probability space, E a Banach space and (Xy)nen :
Q — E a sequence of independent symmetric random variables. Then for all N € N, ay,...,any € R and

N N
1< p < 0o we have IE(H > aiXin) < ( max |a,-|)mE(|| > Xi||P>.
i=1 1<i<N i=1

The next result is the key tool in the analysis of [11].

Theorem 13.19. [11, Theorem 2.4] Let (2, F,P) be a probability space, E a separable Banach space and

(Xi)ien : Q@ = E a sequence of symmetric, independent random variables. Suppose there exists a random
k

variable X such that for all k € N there exists a random variable Ay with Ay, = X — > X, a.s. and Ay, is
i=1

N
independent of X1,...,Xp. Then Sy := > X; converges with probability 1 to a random variable S.
i=1

1=

With all preparations in hand we can lift this result to the non-separable setting.

Theorem 13.20. Let (2, F,P) be a probability space, E a Banach space and (X;)ien : @ — E a sequence of
symmetric, independent random variables. Suppose there exists a random variable X such that for all k € N

k
there exists a random variable A with A, = X — > X; a.s. and Ay is independent of X1, ..., Xy. Then
i=1

N
SN := > X; converges with probability 1 to a random variable S.
i=1

Proof. With Proposition 8.8 we can let (Z)ieN,)}:, (Avk)ng :  — F strongly measurable P-versions of

(Xi)ien, X and (Ag)ken respectively. With Lemma 13.13 and Lemma 12.15 we obtain that (X;);ey is a
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sequence of symmetric, independent random variables, and by Lemma 13.13 we also have for every k € N

— — — — ~ k
that Ay is independent of X7, ..., Xj. Furthermore we have that Ay = X — ) X, a.s. for every k € N, since
i=1

N k k k N
A A X - X2 XY e X oYX,
=1 =1 =1

Now consider (D;)ien where D; = {X;(w) : w € Q}, 4 := {X(w) : w € Q} and (Cy)pen where C :=
{AL(w) : w € Q}. Then we obviously have that A C E, that D; C E for all i € N and that Cy C E for all
k € N. Furthermore we have by Theorem 12.4 that A is separable, D; is separable for all i € N and C}, is
separable for all k£ € N.

Now define U := (U;2; Di) UAU (Up—; Ck). Then obviously U C E and we have that U is a countable
union of separable sets and thus by Lemma 3.14 U is also separable.

Now consider E := span(U ). Since E is a Banach space, and thus a normed vector space, we have with
Theorem 3.16 that E is separable, and since it is a closed subspace of ' we have with Lemma 3.4 that E
is a Banach space. Thus FE is a separable Banach space, and by construction we have that (XZ)ZeN, X and

(Ak)keN are E-valued.

Now we can apply Theorem 13.19 to obtain that 6/”7\; = vazl 5(; converges with probability 1 to a random
variable S.

Now for all N € N define Sy —Zl 1 X;. Then we have for all N € N, since X; = X; a.s. for all i € N, that
ZZ 1X ZZ 1 X; a.s. and thus that Sy = Sy as.

For all N € Nlet QY := {w € Q: Sy(w) = Sy(w)} and let Q€ := {w € Q : A}im Sn(w) = S(w)}. Then
—00
we have for all N € N that P(QV) = 1 and P(Q°) = 1. Let Q := (N, 2¥)NQ°. Then we know that

]P’(SNQ) = 1 since € is a countable intersection of sets with measure 1. Furthermore we have for w € € that

lim Sy(w) = A}i_r)nooéjvv(w):S(w)

N—o00

and thus Sy converges with probability 1 to the random variable S. [

14 Symmetrization

We want to extend Theorem 13.20 to more general settings. In particular, we want to apply it to sequences of
random variables which are not symmetric. It turns out to be useful to consider the so-called symmetrization
of a random variable. In this section we show that the process of symmetrization preserves properties like
independence, so that we can apply our previous results to these symmetrizations.

Definition 14.1. Let (92, F,P) be a probability space and E a Banach space.

e An identical copy (€, F",P) of (Q,F,P) is a probability space such that there exists a bijection
f:Q — QY satisfying

1. for all A € F we have f(A) € F' and P'(f(A)) = P(A);
2. for all A’ € F' we have f~1(A’) € F and P(f~1(A4")) =P'(A").

e Let X : Q — E be a random variable. The copy X' of X on (Q/,F',P’) is an E-valued random
variable on (€', F/,P’) such that for all w € Q we have that X (w) = X'(f(w)) with f the bijection
from the definition of (', 7', P’). (And we thus also have for all w’ € ' that X'(w') = X(f~*(w')).)

24



Lemma 14.2. Let (Q,F,P) be a probability space and E a Banach space. Let (', F',P') be a copy of
(Q, F,P) as defined in Definition 14.1. Let X : Q — E be a random variable and let X' be a copy of X on
(U, F',P) as defined in Definition 14.1. Then we have the following:

1. X is also a random variable on Q x Q' and on ' x Q, where we view X as a map (w,w’) — X (w) and
(W, w) = X (w), respectively.

2. X — X' is a random variable on Q x .

Proof. 1 will first prove the first statement, and then I will prove the second statement by using the first.

1. X is a random variable so let (¢, )nen be a sequence of E-simple functions on 2 such that hm on =X
P-a.s. Let * C Q such that Q* € F, P(Q*) = 1 and for all w € Q* we have that hm cpn( ) = X (w).

Write ¢, = va L7 1an and define ¢, = vazl zi'Lapxq. For every n € N 0bv10usly ¢ is an E-
simple function on € x € and for all (w,w") € Q* x Q' we have lim ¢ (w,w') = lim @,(w) = X(w).
n— oo n—oo
Furthermore, we have that P x P/(Q* x Q) = P(Q*)P'(£') = 1 and thus lim ¢!, = X P x P'-a.s. So
n—roo
X is a random variable on Q x . Similarly, we obtain that X is a random variable on Q' x .

2. Since X' is a copy of X it is a random variable. By the first statement we have that X and X’ are
E-valued random variables on Q x . (2 x Q', F x F',P xP’) is a probability space since (2, F,P) and
(', F',P') are probability spaces. Using Remark 8.6 it follows that M(Q x Q’, E) is a vector subspace
of E*?" and thus X — X’ is an E-valued random variable on Q x /.

Lemma 14.3. Let (Q,F,P) be a probability space and E a Banach space. Let (', F',P') be a copy of
(Q, F,P) as defined in Definition 14.1. Let X : Q — E be a random variable and let X' be a copy of X on
(Y, F',P") as defined in Definition 14.1. Let X be a strongly measurable P-version of X. Then )Z"(the copy
of X on V) is a strongly measurable P'-version of X'.

Proof. X exists by Proposition 8.8 and by definition we have that X = X P-as. So let Q* C Q be such that
O e F, P(Q*) =1 and for all w € QO* we have that X (w) = X(w). Let w € Q* and let f be as in Definition
14.1. Then we have _ _

X'(f(w)) = X(w) = X(w) = X'(f(w)),
and thus X' is a P'-version of X'. Since~)~( is strongly measurable and X' is the copy of X on ¥, we get
that X’ is also strongly measurable. So X’ is a strongly measurable P’-version of X'. [

Lemma 14.4. Let (Q,F,P) be a probability space and E a Banach space. Let (', F',P') be a copy of
(Q, F,P) as defined in Definition 14.1. Let X : Q — E be a random variable and let X' be a copy ofX on

(Y, F',P') as defined in Definition 14.1. Let X be a strongly measurable P-version of X and let X' be a
strongly measurable P’ -version of X'. Then X-X'isa strongly measurable P x P'-version of X — X'.

Proof. X and X' exist by Proposition 8.8 and by definition we have that X = X P-as. and X' = X' Pl-as.
So let ] C € such that Q] € F, P(]) =1 and X(w) = ( ) for all w € Qf. Furthermore let Q5 C
such that Q5 € 7', P'(Q5) = 1 and X’( ") = X'(o') for all W’ € Q3. Let (w,w’) € Q] x Q3. Then we have
(X — X)(w,w') = X(w) — X' (W) = X(w) — X’( N = (X — X’)( w’) so X — X' is a P x P/-version of
X -X'.

We have that (Q2x €', FxF’,PxP’) is a probability space since (2, F,P) and (€', 7', P') are probability spaces
so with Remark 8.6 we have that SM(Qx €', E) is a vector subspace of EY Since X, X' € SM(QxQ, E)

it follows that X — X/ is strongly measurable on Q x Q. So X—-X'isa strongly measurable P x P’-version
of X — X'. ]

25



Lemma 14.5. Let (Q,F,P) be a probability space and E a Banach space. Let (', F',P') be a copy of
(Q, F,P) as defined in Definition 14.1. Let X : Q — E be a random variable and let X' be a copy of X on
(Q, F',P) as defined in Definition 14.1. Then X° := X — X' is a symmetric random variable.

Proof. X? is well-defined and a random variable by Lemma 14.2. Let with Proposition 8.8 X be a strongly
measurable P-version of X. Let with Lemma 14.3 X’ be a strongly measurable P’-version of X’. With
Lemma 14.4 we have that X — X’ is a strongly measurable P x P’-version of X — X’. Let f as in Definition
14.1. Now we have for B a Borel set in F that

PxP(X*eB)=PxP((X-X)eB)=PxP({(w,uw)ecxQ:X(w) - X'(w) e B})

=P x P({(wi,ws) € A x Q: X(w1) — X'(f(w2)) € B}) =P x P({(w1,w2) € 2 x Q: X(w1) — X (w2) € B})
=P xP({(w,w) € Q' x Q: X(f1(w)) ~ X(w) € B}) =P x P({(/,w) € ¥ x Q: X'(') — X(w) € B})
=PxP({(w,w)eQxQ: X' ()~ X(w) e B}) =PxP(-X*¢€ B)

so X* is symmetric. So X® := X — X' is a symmetric random variable. [

Next we show that the symmetrization of independent random variables yield independent random variables.

Proposition 14.6. Let (2, F,P) be a probability space, let T be an index set, let E be a Banach space and let
(Y, F',P') be a copy of (2, F,P) as defined in Definition 14.1. Let (X;) ez : Q@ = E be independent random
variables and let for all j € T X} be a copy of X; on (S, F',P') as defined in Definition 14.1. Define for all
JET X;:QxQ = E by X7 :=X; — X]. Then we have that (X3);ez are independent random variables.

Proof. For all j € Z we have with part 2 of Lemma 14.2 that X7 is a random variable. Since for all j € Z
we have that X ]’ is a copy of X; we have that (X ]’) jez are also independent random variables. For all j € Z
consider X; and X ]’ as E-valued random variables on €2 x . This is possible by part 1 of Lemma 14.2. The
independence then obviously persists.

Let j € Z and let with Proposition 8.8 )7 be a strongly measurable P-version of X; defined on 2 and let E(V’
be a strongly measurable P'-version of X defined on €. Let X % be the strongly measurable P x P’-version

ofXS as defined in Lemma 14.4, i.e. XS—X X’

By Lemma 13.13 we have that ( j)jez are independent random variables since (X)) ez are and that (N) jeT

are independent random variables since (X ]) jez are. Now again consider, for all j € Z, X and X X' as E-

valued random variables on £ x ', which is possible by part 1 of Lemma 14.2. The mdependence then
obviously persists.

For all ¢ € 7 we have that Z(w, w'), with (w,w’) € 2 x ', does not depend on w’ and thus we can rewrite
foralli el . .
o(X;) = {{(w,w’) €O xQ: X;(w,w') € B} : B aBorel set in E}
= {{w €Q: X;(w) e B} x Q' : B a Borel set in E}
Similarly we can rewrite
0()?2) = {Q x {w' e Q' )/(v{(w’) € B} : B a Borel set in E}
Furthermore denote with F5 the o-algebra generated by Z with respect to (2, F,P) and with ]-';7/ the
o-algebra generated by )Z’ with respect to (', F',P’). Then we have that o(X ) Fz x Q' and
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o(X]) = x FL,.

Now we have for all ¢ € Z:

o(X3) = {{(wm/) €O xQ: Xi(w,w') € B} : B a Borel set in E}

= {{(w,w') €OxQ: X(w) — )7;((.0') € B} : B a Borel set in E}

Define Z, .= {Ax B: A€ Fx..B € .7-';?/} for all i € Z. Since X; is strongly measurable with respect to

i

(Q, F,P) we have with Theorem 9.3 that X is measurable with respect to (Q, F,P) and thus we obtain that
Fx. € F. Similarly we have that ]—";7, C F’' so we obtain that Z; C F x F’ for all 1 € Z and thus that

o(Z;) C F x F' for all i € T since F x F' is a o-algebra.

Now I will show that for all ¢ € Z we have that Z; is a m-system. Let ¢ € Z and let A x A’, Bx B’ € Z;. Then
we have that (A x A") N (B x B') = (AN B) x (A'N B’). Since F¢ is a o-algebra and A, B € F we have
that AN B € F% . Since .7-";7, is a o-algebra and A’, B’ € ]-";7, we have that A’ N B’ € ]-";7,. Thus we obtain

that (A x A)N(B x B') € Zi. So T; is a m-system. '

Next I will prove that 0'(5(:,}) Co(Z;) forall i € Z. Let i € T and let B be a Borel set in E. Then we have
that
—1

X; (B)={(w,w)eQxQ:X;j(w,w)eB={weN: X;(w) e B} x .

~ ~-1
Since {w € @ : X;(w) € B} € F5. and @' € .7:;7/ since ]-';7/ is a o-algebra, we obtain that X; (B) € o(Z;).

i i

So X; is measurable with respect to o(Z;). Similarly )Z’ is measurable with respect to o(Z;).

Since 5(: and )71’ are strongly measurable, we have with Theorem 9.3 that they are separably valued. Since
they are measurable with respect to ¢(Z;) and separably valued, we have with Theorem 9.3 that they are

strongly measurable with respect to o(Z;). By Remark 8.6 we have that 5(7 - X! = 5(73 is also strongly
measurable with respect to o(Z;) and thus by Theorem 9.3 we have that )A(:S is measurable with respect to
o(Z;). Since a()?}) is the smallest o-algebra such that )A(;S is measurable we obtain that a()?}) Co(Zy).
Thus for all ¢ € Z we have that a()z:;s) Co(Zy).

Now I will prove that (0(Z;));cz are independent o-algebras. Let n € N and let {Z;,,...,Z; } C{Z; : i € T}
be a collection of w-systems and for convenience of notation say i1 = 1,19 = 2, etc. Let I; € Z; fori =1, ..., n.
Then we have for all i € {1,...,n} that I; = A; x B; with A4; € F¢ and B; € ]-";7,. Then we have

PxP(LN..NIL)=PxP((A x B1)N..N (A4, x By))
=PxP((A1N...NA,) x (BiN...NB,))=P(A N..NA,)P(B1N...NB,).

Since (Z)ieI are independent random variables we have with Proposition 13.8 that (F5 );ez are independent

and thus since A, € F-,...,A; € F5— we have that P(A; N...NA4,) = [15—, P(Ag). Similarly we have that
P'(BiN..NBy,) =T[Ii_, P(By). So we obtain

P(A1N..NA,)P'(BiN..NB,) = (ﬁ P(Ak)> (ﬁ P’(Bk)>
k=1 k=1

n

P(AW)P'(Bi) = [[ P x P'(Ax x Bi) = [ P x P'(Ix).
k=1

k=1 k=1
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Thus by Proposition 13.4 we obtain that o(Z;),...,0(Z,) are independent. Since n was arbitrary and
{Ziy,-+ZL;,} CA{Z; :i € I} was an arbitrary Collectlon we obtain that (0(Z;));ez are independent. Since

for all ¢ € Z we have that U(X ) € o(Z;) we thus obtain that O'(X )iz are independent. So by Proposi-

tion 13.8 we obtain that (X )iez are independent and then with Lemma 13.13 we obtain that (X?);cz are
independent. L]

Proposition 14.7. Let (2, F,P) be a probability space, let E be a Banach space and let (', F',P') be a
copy of (Q, F,P) as defined in Definition 14.1. Let (X;)jen : @ — E be independent random variables and
suppose there exists a random variable X : Q — E such that for all k € N there exists a random variable Ay
with A, = X — Zle X; a.s. and Ay is independent of X1, ..., Xy. Let for all j € N X; be a copy of X; on
(Q, F', ') as defined in Definition 14.1 and define for all j € N X7 :Q x Q' — E by X7 = X; — XJ.

Then there exists a random variable Y : Q x Q' — E such that for all k € N there exists a random variable
Op with 6, =Y — Zle X? a.s. and 0y is independent of X7,..., X}.

Proof. Let X' be a copy of X on (€, F',P") as defined in Definition 14.1 and let A} be a copy of Ay on
(', F', ') as defined in Definition 14.1 for all k € N. Since X', A} and X} are copies of X, Ay, and X;
for all j € N and k € N we have that (X7);en are also 1ndependent random Varlables X' is albo a random

variable and for all £ € N we have that A}, = X’ — Zz’:l X/ a.s., A} is also a random variable and that Aj,
is independent of X7, ..., X;.

Define YV := X*® := X — X’ and define for all k € N §;, := Af := Ay, — A}. Then we have

k k b :
5 X Y X - (X =YX = (X - X) =D (K- XD = X=X
i=1 =1 =

i=1
We have with part 2 of Lemma 14.2 for all j € N and all k¥ € N that X7, Y and d, are random variables.

Let j € N and let with Propos;i\‘Eion 8.8 X; and Y := X be strongly measurable P-versions of X; and X,
respectively, defined on €2, and X’ * and X' strongly measurable IP’-versions of X  and X', respectively, defined
on €Y. Then let X ¢ and X* be the strongly measurable P x P’-versions of X7 respectively X* as defined in
Lemma 14.4, i.e. Xs = X X’ and X5 = X — X'. Let k e N. Let Ak be the strongly measurable P-version
of Ay as defined in Lemma 12.16, i.e. Ak =X- ijl s Ak the strongly measurable P’-version of A}, as
defined in Lemma 12.16, i.e. &é =X'— Z?:l Xv]’ and let (ic = Av,i be the strongly measurable P x P’-version
of A7 as defined in Lemma 14.4, i.e. A = A, — AJ.

By Lemma 13.13 we have that (X )jen are independent random variables since (X)) e are and that (Xv )jeN
are independent random variables since (X );jen are. By Lemma 13.14 we have that Ak is independent of
X Xk and that A is 1ndependent of X17 .. Xv’ for all £k € N. Now consider for all j € N and all kK € N,
X , X X/ X X’ Ak and A’ as E-valued random variables on €2 x ', which is possible with part 1 of Lemma
14 2 The 1ndependence then obviously persists.

Let k£ € N. Just like in the proof of Proposition 14.6 denote by F AL the o-algebra generated by Avk with

respect to (2, F,P), by .F'A~ the o-algebra generated by &7 with respect to (', F', "), by Fg %, the
o-algebra generated by XE, .. Xk with respect to (2, F,PP) and by f~ % the o-algebra generated by

175

)?{, ,Xv,; with respect to (Q', F/,P').

Define for all k € N the set J! :== {Ax B : A€ Fx ,B € F; } and the set JE={AxB:Ac¢
k

.7-'5{1, B € .7-" 5{,} Identically to the proof of Proposition 14.6, we obtain that 7! and J? are
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m-systems and that J(AVZ) Co(J}) CFxF and a()’(vf7 ,5(73) Co(J} CFxF.

Now I will prove that o(7;}) is independent of o(J?) for all k € N. Let k € N. Let A € J}!, i.e. A= A3 x Ay
with A; € ]:Awk and Ay € ]:/A“/’ and let B € ij, i.e. B= B x By with B; € ]:)“{1 X and By € ]-—;,(V/

.
A Xk (e X

Then we have
P x P/(Aﬁ B) =P x P,((Al X AQ) n (Bl X Bg))

=Px ]P)/((Al n Bl) X (AQ n Bg)) = P(Al n Bl)P/(AQ N BQ)

Since A; € ]:&’ B, € ]-";{1 e and Avk is independent of )/5/1,...,)/(2 and thus with Proposition 13.9
Fx, is independent of F & we obtain that P(A; N By) = P(A;)P(B1). Similarly we obtain that
P'(Ay N Bg) = P/(A2)P(B2). Thus we get

P(Ay N By)P'(Ay N By) = P(A1)P(By)P'(A2)P'(Bo)
=P xP(A; x Ay)-PxP(By x By) =P x P'(A)-P x P'(B).

So with Proposition 13.4 we obtain that o(J;!) is independent of o(J2). Since U(&i) C o(J}) and
o(X$,... X;) C o(J?) we obtain that o(A3) is independent of o(X3, ..., X;). So by Proposition 13.9 we
obtain that A7 is independent of X7, ..., X7. Now we obtain with Lemma, 13.14 that A} = ¢ is independent
of X7,..., X} m

15 Stochastic processes

In order to formulate and prove a theorem similar to Theorem 13.20 with stochastic processes instead of
random variables, we have to introduce the notion of a stochastic process.

Definition 15.1. Let E be a Banach space. A stochastic process with values in F with time set [0, 77,
T € Ry, is a family of E-valued random variables X := (X{);co,7) which are all defined on the same
probability space (2, F,P).

Definition 15.2. Let F be Banach space and I C R, an interval. A function f : I — F is called cadlag
(continu & droite, limites & gauche) if for all ¢ € I:
1. If t is not equal to the left endpoint the left limit, f(t_) := li?tl f(s), exists;

S

2. If t is not equal to the right endpoint the right limit, f(¢4) := ligl f(s), exists and f(t1) = f(¢).

Definition 15.3. Let F be a Banach space and let T > 0. Then we define

Dg[0,T]:={f:[0,T] = E | f cadlag}.

The proof of the next Lemma is very similar to the proof that (C[0,T], ||-||) is @ Banach space. Furthermore
we refer to [14] for discussion of the space Dg[0,T].

Lemma 15.4. Let E be a Banach space and let T > 0. Define on Dg[0,T] the function || -||7 such that for

f €Dgl0,T] we have ||f||r := sup ||f(t)||. Then||-||r is a norm and Dg[0,T] equipped with this norm is
t€[0,T
a Banach space.

Definition 15.5. Let (£2, F,P) be a probability space, I/ a Banach space and X = (X)c[o,7] & stochastic

process. X is called a cadlag process if for P-almost all w €  we have that ¢ — X;(w) is an E-valued
cadlag function on [0, T7.
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Let (92, F,P) be a probability space, E' a Banach space and (X¢)¢c[o,7] a cadlag process. Now we would like
to be able to state that w — (t — X¢(w)) is a Dg[0, T]-valued random variable, and this is also often used
in literature. However the following example shows that we have to be very careful when using this, as it
appeares not to be true in general.

Ezample 15.6. Let E = R and consider the probability space ([0, 1], B([0,1]),\) where B([0,1]) is the Borel
o-algebra on [0, 1] and A the Lebesgue measure on [0, 1]. Define X (¢,w) = 1y, 7(t). Clearly, X has values
in Dg[0,T]. Then for all A C [0,1] with A(A) = 1 we have range(X|4) = {t > 11, 7(t) : w € A}. Since
A is uncountable and for all f, g € range(X|4) we have that ||f — g|| = 1 we obtain that range(X|4) is not
separable and thus X is not A-separably valued. Now it follows with Theorem 9.7 that X is not strongly
A-measurable and thus not a Dg|0, T]-valued random variable.

The following was first shown in [11, Theorem 3.10.1]. The proof there was very involved and encountered
many technical difficulties. With our preparations, in particular Theorem 13.20, it can now be shown more
easily.

Theorem 15.7. Let (0, F,P) be a probability space, let E be a Banach space and let (', F',P') be a copy
of (0, F,P) as defined in Definition 14.1. Let for j € N (X;(t))iecjo,r) : @ — E be independent cadlag
processes and assume that we can consider the process X;(t) as a random variable from Q to Dg[0,T] for
all j € N. Suppose there exists a random variable X : Q — Dg[0,T] such that for every k € N there exists

k
a random variable Ay : Q — Dgl0,T] with A, = X — > X; a.s. and Ay is independent of X1, ..., Xp.
i=1
Let for all j € N X7 be a copy of X; on (', F',P') as defined in definition 14.1 and define for all j € N
X5:QxQ = Dpl0,T] by X5 = X; — X}. Finally define forn € N S; : Qx Q" — Dg[0,T] by S;, := > X7
i=1

Then there exists a random variable S : Q x Q' — Dg[0,T] such that ||S — S2||7 <5 0.

Proof. By Lemma 14.5, Proposition 14.6 and Proposition 14.7 we obtain that (X7)jen are independent,
symmetric random variables and that there exists a random variable X* such that for all £ € N there exists
a random variable A7 with A} = X* — Zle X/ a.s. and Aj is independent of X7, ..., X};. Thus all of the
conditions of Theorem 13.20 are met, so we can apply this theorem to obtain the stated result. [

16 Conditional Expectation

Definition 16.1. Let (9, F,[P) be a probability space, E a Banach space, G C F a sub-c-algebra and
X € LY(Q; E). The random variable E(X|G) is the unique element of L' (2, G; ) with the property that for
all G € G we have [,E(X|G)dP = [, XdP and is called the conditional expectation of X.

The existence and uniqueness of the conditional expectation is proven in [10, Theorem 2.6.23].

In the setting of Definition 16.1 we have with Proposition 8.8 that E(X|G) has a P|g-version that is strongly
G-measurable, and thus a P-version that is strongly G-measurable.

Note that we can not conclude with Proposition 8.8 that E(X|G) is always strongly P-measurable with
respect to G since a P|g-version is also a P-version but the converse is not necessarily true. However we
can assume without loss of generality that E(X|G) is strongly G-measurable, which leads to the following
extension of Definition 16.1.

Continuation of Definition 16.1. Without loss of generality we assume that E(X|G) is strongly G-measurable.

Next we will consider some useful properties of the conditional expectation. Many of the properties we know
for R-valued random variables are easily extended to this general case, however not even all of them are still
well-defined, and thus some can not be extended.

Proposition 16.2. Let (2, F,P) be a probability space, E a Banach space, G C F a sub-c-algebra and
X € LY(Q; E). Then we have:
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E(E(X|0)) = E(X).

For a,b € R and Y € L*(Q; E) we have E(aX +bY|G) = aE(X|G) + bE(Y|G) a.s.

If X € LY(Q,G; E) then we have X = E(X|G) a.s.

If H is a sub-o-algebra of G, then E(E(X|G)|H) = E(X|H) a.s. (the tower property)

Let H C F be another sub-o-algebra independent of o(X,G). Then E(X|o(G,H)) = E(X|G) a.s. In
particular if X is independent of G then E(X|G) =E(X) a.s.

SR N N

6. Let ¢ : E — R be a convex and lower semi continuous function and suppose that po X € LY(Q). Then
poE(X|G) <E(¢po X|G) a.s. (the Conditional Jensen’s inequality)

Proof. Let (2, F,P) be a probability space, E a Banach space, G C F a sub-c-algebra and X € L'(Q; E).
Then we have:

1. E(E(X[G)) = [, E(X|G)dP €7 [, XdP := E(X),
2. We have for all G € G that

/E(aX+bY|g)dIP:/(aX+bY)dIP Theorem 10%/ XdIP+b/ YdP
G G G G

:a/ E(X|g)d]P+b/ E(Y|G)dP ""eoren 10'6/ (aE(X|G) + bE(Y|G))dP
G G G

so aE(X|G) + bE(Y'|G) is a version of the conditional expectation of aX + bY but so is E(aX + bY|G)
and thus we obtain that E(aX + bY|G) = aE(X|G) + VE(Y|G) a.s.

This follows directly from Definition 16.1.
This proof can be found in [10, Proposition 2.6.33].
This proof can be found in [10, Proposition 2.6.35 and Proposition 2.6.36].

o o W

This proof can be found in [10, Proposition 2.6.29].
"

Proposition 16.3. [10, Corollary 2.6.30] Let (Q, F,P) be a probability space, E a Banach space, G C F a
sub-o-algebra and 1 < p < oo. Suppose X € LP(Q; E). Then ||E(X|G)||P < E(]|X]|?|G) a.s. In particular we
have E(X|G) € LP(€; E) and [[E(X[G)][, < [[X|,-

The following is known as the conditional dominated convergence theorem.

Theorem 16.4. [10, Theorem 2.6.28] Let (Q, F,P) be a probability space, E a Banach space and G C F a

sub-o-algebra. Let (X,)nen be a sequence in € L'(Q; E). Suppose that lim X, = X a.s. for some X and
n—oo

that there exists an' Y € LY(Q) such that || X,|| <Y a.s. Then we have
e lim E(||X, — X[ |G) =0 a.s.
n—oo

e lim E(X,|G) =E(X|G) a.s.
n—oo

Proposition 16.5. [10, Proposition 2.6.39] Let (2, F,P) be a probability space, E a Banach space, T an
index set, (Gi)icz a family of sub-o-algebras of F and G := (\;czGi- Let 1 < p < oo. Then for all
f € LP(4 E) the family {E(f|G;) : i € T} is uniformly p-integrable.
Proposition 16.6. Let (Q, F,P) be a probability space, E1, E2, E Banach spaces, G C F a sub-o-algebra,
B: By x Ey — E a bounded bilinear mapping, X € L*(,G; E1) and Y € L*(; Ey). Assume that
B(X,Y) € LYY E). Then E(B(X,Y)|G) = B(X,E(Y|G)) a.s.

Proof. This follows from [10, Proposition 2.6.31]. n
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17 Martingales

Definition 17.1. Let (2, F,P) be a probability space, E a Banach space and Z a partially ordered set.
- A family (F;);ez of sub-o-algebras of F is called a filtration if for ¢, j € Z with ¢ < j we have F; C F;.

- A family (X;)ier € LY(Q; E) of E-valued random variables is adapted to the filtration (F;);c7 if
X; € LY(Q, Fi; E) for all i € T.

- Assume that Al is satisfied. Then the filtration generated by a sequence of random variables
X = (Xi)iez C LY(Q; E) is the filtration (FX);cz where FX 1= o(X; : j <), and X is adapted to
this filtration.

Definition 17.2. Let (Q2, F,P) be a probability space, E a Banach space, Z a partially ordered set and
(Fi)ier a filtration in F. (M;);er C LY(); E) is called a martingale with respect to (F;)cz if it is
adapted to (F;)i;ez and E(M;|F;) = M; as. for all 4,5 € 7 with ¢ < j. If in addition E(||M;||?) < oo for all
i € T then (M;);ez is called an LP-martingale.

Definition 17.3. Let (2, F,P) be a probability space, E a Banach space and (F,)nen a filtration in F.
Then we define Foo:= o(F, : n € N).

Theorem 17.4. [10, Theorem 3.3.2] Let (2, F,P) be a probability space, E a Banach space and (F;)ien @
filtration in F. If X € L*(Q; E), then lim E(X | F,) 2 E(X | Fs).
n—oo

18 Convergence of series of random variables

Consider a probability space (2, F,P), a Banach space E and (X;);jen : @ — E independent random vari-
ables. It is interesting to consider the a.s. convergence of Zfil (X;—¢;) with (¢, )nen functions to or elements
of E. The first result that catches our attention is that, under the assumptions of Theorem 13.20, for every
sequence (¢ )nen in E of which the sum converges we have that 25\;1()(1' —¢;) converges a.s. This is stated
in the following Proposition.

Proposition 18.1. Let (Q, F,P) be a probability space and let E be a Banach space. Let (X;)jen:Q = E
be symmetric independent random variables and suppose there exists a random variable X : Q — E such that
for all k € N there exists a random variable Ay, : Q — E with Ay = X—Zle X; a.s. and Ay is independent

of X1,..., Xk. Let (cp)nen C E be a sequence such that Zfil ¢; converges. Then vazl(Xi — ¢;) converges
a.s.

Proof. By Theorem 13.20 we have that Zf\il X, converges a.s., and by assumption we have that Zf\il Cn
converges. Thus, since Ei]il(Xi —¢) = ZZ]\LI X — le\il ¢i, we have that Zi]il(Xi —¢;) converges a.s. =

The next result that is interesting to consider is what happens with the a.s. convergence of Z?;(Xi —¢)
when ¢,, would be equal to the value of the random variable X,, at a certain point w, € Q. It would be
preferred if this w is independent of n. The following Theorem deals with this situation.

Theorem 18.2. Let (2, F,P) be a probability space and let E be o Banach space. Let (X;)jen : @ = E
be independent random variables and suppose there exists a random variable X : Q — E such that for all
k € N there exists a random variable Ay : Q — E with A, = X — Zle X; a.s. and Ay is independent of

X1,...; Xi. Then there exist (cy)nen with ¢, € E for alln € N and such that vazl(XZ — ¢;) converges a.s.
where for alln € N ¢, = X, (@) for some @ € Q.
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Proof. Let (', F',P") be a copy of (€2, F,P) as defined in Definition 14.1. Let for all j € N X} be a copy of
X on (', F',IP") as defined in Definition 14.1. Define for all j € N X : Qx Q" — E by X? := X; — X7 and
define for all n e N S5 : O x Q' — E by S5 :=>"" | X7. By Lemma 14.5, Proposition 14.6 and Proposition
14.7 we have that (X7);en are independent, symmetric random variables and that there exists a random

variable X® such that for all £ € N there exists a random variable Aj with A7 = X* — Zle X7 as. and
Aj is independent of X7, ..., X;. So all of the conditions of Theorem 13.20 are met and thus we obtain with
Theorem 13.20 that S? converges a.s. in Q x Q' to some random variable S.

So now there exists a set Q* C Q x Q' with Q* € F x F/, P x P(Q*) = 1 and for all (w,w’) € Q* we have
that lim S2(w,w’) = S(w,w’).

n—oo
Define Qf :=={w’ € @' : Jw € Q s.t. (w,w') € Q*} and define for all ' € ' QF, == {w e N : (w,w’) € Q*}.
Note that for w’ € QF we have that Q, # 0 and for ' € @'\ Qf we have that Q, = 0.

Now we have

1=PxP(Q) = / lo- (w,w)dP x P/ (w,w') F ™ //19* w, w)dP(w)dP’ (')
QxQ’

//]19* Jlg:, ()dP(w)dP (w )(*1’/19* / w)dP' (o)

Q

_ / Lo: (o) / 1dP(w)dP (&) = / 1 / 1dP(w)dP (') = / / 1dP(w)dP (&)

o7 we*, WEQ weQr, W EQF weQ®,
w w w
where (#1) follows since Los(w') does not depend on w.

Thus now we find that there exists at least one w’ € 2} such that P(£2,) = 1, otherwise we would have

Jear Joeq- TdP(w)dP'(w') < 1. So take this w'. Now we have for all w € Q, that (w,w’) € Q* and thus
1 w!

Jim S8 (w,w') = S(w,w’). Define S, : Q@ — Eby S, :=>" X, and S}, : Q' — E by S/, :=>." | X]. Then

we have that .

ZXé—Z i—Xf):iXi—iXZf:Sn—S;.
i=1 i=1

i=1

Since S (w,w") converges for all w € QF, and P(£2},) = 1 we now obtain that S,, — S}, (w’) : @ — E converges
a.s. Thus if we let ¢/, = X/ (w') we have that

N N N N
D (X)) = (Xn— X () Z Z = Sy — Sy (W),

and thus that Zg:l(Xn — X/ (w')) converges a.s.

Since ' is a copy of 2 and for all j € N X7 is a copy of X; we can let & € Q2 such that X;(w) = X} (w') for
all 7 € N. Now let ¢, = X,,(@). Then we obtain

N N N N
2 (Ko —en) = 3 (X = Xa(@)) = )Xo = X, () = (X
n=1 n=1 n=1 n=1
and thus ZT]:/:I(XH — ¢p) CONVErges a.s.
So Zn 1 (X, — ¢p) converges a.s. where for all n € N ¢,, = X,,(w) for some w € Q. L]
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The above Theorem gives the a.s. convergence for the sequence (¢, = X,,(w))nen for some w € Q when
the random variables satisfy the assumptions of Theorem 13.20. However, this is not a very useful case as
the element w’ is not obtained constructively. We would prefer that Zilil(Xi — E(X;)) would converge a.s.
and we would also prefer to obtain similar results when the assumptions of Theorem 13.20 are not satisfied.
However without the assumptions of Theorem 13.20 the desired result is not necessarily true. To illustrate
this we consider the Banach space E = R. The following two examples will show the difference between
random variables to R that satisfy the assumptions of Theorem 13.20 and random variables that do not.

Ezample 18.3. Let the probability space (2, F,P) be given by Q = {(al,ag, ...) 1 a; € {0, 1}},

F= g({{a1 = i1, an = in}in €N,i; € {0,1}¥) € {1, ...,n}})

and for A = {a; =i1,...,an = i} with n € N and i; € {0,1} for all j € {1,...,n} we have that P(A) = 3.
Then let (Xj)jen : @ — R be given by X;(w) = w; for all w € Q, where w; means the i-th element of
the sequence w. For all i € N we have that X; is obviously integrable since E(X;) = 3, thus (X;)jen are
random variables, and they are obviously independent. Furthermore we obviously have that lim, .. > . X;
does not always exist and thus the assumptions of Theorem 13.20 are not satisfied. Now we have that
SN (X —E(X)) = SN (X - 3) = SN X - & for all N € N and thus SV (X, — E(X;)) does not

i=1
converge a.s.

Ezample 18.4. Let the probability space (Q2, F,P) be given as in Example 18.3. Let (X;) jen : © — R be

given by X;(w) = %w; for allw € Q. For all i € N we have that X; is obviously integrable since E(X;) = %1,

and thus (X;),en are random variables, and they are obviously independent. Now we have that Zf; X;
is a random variable and thus with X = >, X, the assumptions of Theorem 13.20 are satisfied. Since
S EX) =30, 54 =437, & < oo we have with Proposition 18.1 that Y. ; (X; — E(X;)) converges
a.s

Theorem 18.5. Let (2, F,P) be a probability space and let E be a Banach space. Let (X;)jen : @ = E
be independent random variables with X; € L*($; E) for all j € N. Suppose there exists a random variable
X : Q — E such that X € LY(Q; E) and that for all k € N there ezists a random variable Ay : Q — E with

AL =X — Zle X; a.s. and Ay, is independent of X1, ..., Xi. Then S, :=> 1 (X; —E(X;)) converges a.s.

Proof. Note that Ay € L' (% E) for all k € N since X € LY(Q; E) and X; € L*(; E) for all j € N. With
Proposition 8.8, Lemma 12.16 and Lemma 13.13 we can let (X;);en, X and (Ag)ren be strongly measurable

P-versions of respectively (X;);en, X and (Ag)ken, such that (X;);en is a sequence of independent random
variables and that Avk =X - Zk: Z a.s. and Avk is independent of )71, - j(vk for all k € N. Note that it also
holds that X € L(¢; E), X; 221(9; E) and Ay, € L'(Q; E) for all j, k € N.

Now by Theorem 9.3 we have that Al is satisfied and thus we can define Fy, := U(),(Vh e )f(vk) for all k£ € N.
Define S'vn = Zle (3(: — E(Z)) Let k& € N. Since E;; is independent of )Tl, ...,5(7@7 it follows that Avk is
independent of 3\(/1 — IE()A(E), ey )/56 - IE()?;) and thus with Proposition 16.2.5 we obtain

E(Ar—E(A) | 7) = B(A — E(A)) = B(&y) —E(E(A))) =o0.

Now we get, where all the equalities hold almost surely,

k

o:E<A~k_E(A~k>|fk):E(yézm(x—éz) m) :E(x_ézm(mzmmm

i=1

Proposition 16.2.2 E(X' —E(X) |_7:k> — Zk:E(XVZ - E(Z) |-7:k>
i=1
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Since X; is Fj-measurable for all i € {1, .. k} we have that X; IE(X ) is Fr-measurable for all i € {1, ..., k}.
Thus with Theorem 9.3 we obtain that X; is separably valued for all i € {1,...,k} and thus again with

Theorem 9.3 we have that X; is strongly Fi-measurable for all i € {1,...,k}. Thus now we have with
Proposition 16.2.3

k

E(X -E(X)|Fi) - i]E(X E(X) | 7) 2 E(X ~E(X) | ) - Y E(X - E(X))).

=1 i=1

And thus we have

E(X -E(X)| 7)< ZE(sz(X:)) = 5.

By definition we have that (F;);cn is a filtration in F. By Theorem 17.4 we obtain, since X — IE()?) €
LY (Q; E), that
| Fuc) as

i.e. E(X IE( ) |.7-';€) converges a.s. Now since E(X E \ ]—"k) s Sk we have that Sk converges a.s.

and thus since

lim E(X -E(X)| 7)) =E(X - E(X

5o 30 (R B(R) = 20 (% - B00) = 3 (% B0) =i

k
—1

i=1 i=1 %

Si converges a.s. [
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o-finite measure space, 8
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d-system, 3
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additive set function, 6
algebra, 3
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Banach space, 4
Bochner integral, 13
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bounded map, 4

cadlag process, 29

Cauchy sequence, 4
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complete measure, 7

complete space, 4

completion of a measure space, 7
conditional expectation, 30
convergence almost surely, 16
convergence in probability, 16
convex hull, 4

copy of a probability space, 24
copy of a random variable, 24
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function
u-Bochner integrable, 13
p-measurable, 8
p-separably valued, 11
cadlag, 29
measurable, 8
Pettis py-measurable, 11
Pettis measurable, 11
separably valued, 11
strongly p-measurable, 9
strongly measurable, 9

generated o-algebra, 3, 19

identically distributed, 15
independence
independent o-algebras, 17

independent random variables, 17

infimum, 4

linear span, 4
lower semi coninuous, 4

martingale, 32

measure, 7

measure space, 7
monotone set function, 6

normed Riesz space, 4
norming subspace, 6

partially ordered set, 3
partially ordered vector space, 4
positive operator, 6

random variable, 15
Riesz space, 4

semiring, 3
separable space, b
seperating subspace, 6
set
p-measurable, 8
measurable, 8
signed charge, 7
signed measure, 7
stochastic process, 29
subadditive set function, 7
supremum, 4
symmetric, 16

uniformly integrable, 14
uniformly tight, 15



