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Abstract

Freely available toolsets that can handle genome-wide association (GWA)
studies on twin-family data and take into account imputed genotypes are
growing in number. However, the documentation that comes with them (if
available), does not facilitate the choice for a particular toolset. We propose a
research strategy in which we compare ASSOC, EMMAX, MERLIN, PLINK
and ProbABEL on feasibility and statistical accuracy for GWA studies on
simulated traits. Feasibility comparison was based on install requirements,
versatility on data input, command line interface, and help information. The
comparison on statistical accuracy was performed on Type-I error, genomic
inflation, power, and consistency and efficiency of estimated SNP-effects. We
simulated 100 replicates of binary and quantitative phenotypic traits over
heritability conditions of 5, 10, 20, 30, 50 and 80%, based on 3 effect-SNPs
from 1557 samples from 597 nuclear twin-families from the Netherlands Twin
Registry. Analyses on Type-I error and genomic inflation were performed on
7757 pruned and unlinked SNPs that represented the null hypothesis. In the
current design PLINK performs best on feasibility and statistical accuracy for
the binary trait. On the quantitative trait ASSOC performs best on Type-I
error control, EMMAX on statistical power, and PLINK on genomic inflation.
Future research is needed for larger sample sizes and larger numbers of causal
SNPs to compare the performance of the toolsets on complex traits.
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Introduction

Statistical Techniques for GWA studies on family data

Genome-Wide Association (GWA) studies are mostly performed on genotypic data of
which the samples are assumed to be unrelated. Applying the standard statistical
techniques for such a GWA study on family data gives biased results. Although the
genetic effects remain consistent, their standard errors and p-values are biased. A
genotype associated with the phenotype could be more frequently present within a
family as compared to its population. If this is the case, then the effect size of the
genotype is overestimated, because more people have the associated genotype,
resulting in underestimated standard errors of the genotype effects and too liberal
p-values.

Much research on the statistical techniques in GWA studies has been done to
control for family structure [5, 22, 32, 43, 45, 50]. Most popular are techniques
derived from the Transmission Disequilibrium Test (TDT) [38], Bayesian statistical
analysis [39], a posterior correction on the standard statistical techniques using
genomic control, and the Mixed Linear Model (MLM). In the current monograph we
will focus on MLM. The techniques derived from TDT or any of its derived methods
are omitted because they rely on the amount of heterozygous parent-pairs, making
them less powerful than MLM [28]. Furthermore, only the p-value results can be
used for meta-analyses, because they do not provide the effect of a Single Nucleotide
Polymorphisms (SNP) and its standard error. Bayesian analysis techniques could
actually be rewritten as a MLM and have sufficient (or even more) statistical power.
Although being advanced in its statistical methods, from the user’s perspective,
there is no optimal combination on efficient algorithms and its ease of use.
Furthermore, Bayesian analysis results should be interpreted differently as compared
to the majority of statistical techniques and therefore are hard to implement in
meta-analyses from consortia. A last alternative, and the least preferably option,
would be to maintain standard statistical techniques, but add measures for genomic
control. Adding PCA components as covariates in the model and dividing the
inflated test statistics by the residual genomic inflation factor λgc restores the
p-values back to a null distribution for the test of association. This is a method
mostly used to control for population admixture as well as cryptic relatedness.
However, such a methodology does not grasp family data structure well enough and
therefore introduces biased results [34]. In genetics the term “Mixed Linear Models ”
refer to statistical techniques that could be either the Generalized Linear Mixed
Model (GLMM) as well as the Generalized Estimating Equations (GEE) method, or
a combination of both. It is confirmed that these techniques have more statistical
power and do not only control for family structure, but also control for population
admixture and cryptic relatedness as compared to posterior genomic control
measures or the techniques derived from TDT [22, 28, 50].

Statistical techniques in the MLM can control for the family structure in the
sample through avoidance and relaxation of the assumption of independent
identically distributed residuals (i.i.d.). The GLMM is an example in which the
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independence assumption is avoided by adding random effects in the model for the
clusters in the data. These random effects are assumed to have a distribution of
which the (co)variance parameters need to be estimated. These parameters are
structured by a known input variable that clusters the data. In the case of
twin-family data one could assign a random effect to each nuclear family and a
random effect for each monozygotic (MZ) twin-pair. In this way the statistical model
allows for a covariance component within the nuclear families plus an extra
covariance component for the MZ twins. To summarize, GLMM avoids the problem
with random effects because the residual error terms can still be assumed to be i.i.d..
The GLMM method comes with a major computational drawback, however it is
difficult (if not impossible) to make the algorithm efficient enough to finish a GWA
study within months. The other possibility within MLM is to relax the independence
assumption (GEE). In the GEE model, which is the other extreme of the MLM
spectrum, correlated residuals are allowed, based on a pre-specified structure, the
working correlation matrix. In the working correlation matrix we could specify that
the MZ twin-pairs obtain the value 1.0 and other related members within a nuclear
family obtain the value 0.5. Then the allowed correlation between MZ twin-pairs will
be twice as large as the other related members within a nuclear family. The cost of
this method is the loss in statistical efficiency and power, as a consequence relaxing
the distributional assumptions, also known as quasi-likelihood based analysis.

MLM tailored to Human Genetics

Nowadays we see a rise of GWA studies on family data using MLM [5, 22, 50, 51]. At
first computer and statistical techniques were not able to deal with family data for
GWA studies due to lack of an optimal combination of sufficient statistical power,
efficient algorithms and computing power. Note that if one test per SNP takes only a
second, the GWA study takes 29 days for 2.5 million SNPs. In the next paragraph
we’ll go deeper into developments on how both MLM and GEE have become less
computational demanding in GWA studies, relying on the properties of (human)
genetics. Those not familiar with analyses such as MLM - implemented in GWA
studies - are recommended to read either the ”Appendix” or the online methods of
Yang et. al. [22], and for a more technical understanding of MLM the book by
McCullogh, Searle and Neuhaus [30].

Estimation of the parameters of MLM in GWA studies can be a computational
burden. Note that GWA studies nowadays focus more on the rare and small
SNP-effects. Rare SNPs or small effects require larger sample sizes to attain
sufficient statistical power. With the knowledge that the total computing time for
standard MLMs is a cubic function of the sample size, it is clear why computer
science and bio-informatics intensively investigate new statistical techniques that
decrease computing time and increase or maintain the statistical efficiency and power
[5, 10, 23, 45, 50, 51]. In the next paragraphs we will review these implementations
resulting in faster computation. However, with the proliferation of genetic research
on this issue, it is very likely that some of these contributions to GWA studies might
be overlooked in this monograph.

2



Kinship matrix

One of the first tailored steps in GWA studies that made MLM possible, is the
incorporation of a kinship matrix into the statistical model, which only needs to be
estimated once. It decreases computing time, controls Type-I error and has good
properties on statistical power and efficiency [23, 40]. Furthermore, it compels the
estimated covariance matrix of the phenotypes to be positive (semi-)definite. Hence,
the software can always provide p-values and SNP-effects an error messages like
”The Hessian Matrix is not positive definite” do no longer appear.

The kinship matrix is defined according to the pairwise genotypic similarity of
individuals, so its structure incorporates population structure, family structure and
cryptic relatedness. The computational advantage comes with considerably smaller
amounts of data to be read for each test and used for calculations. Instead, the
estimated covariance matrix of the samples is based upon the variance of the sum of
the random effects of the SNPs, summarized by a covariance parameter representing
the genotypic additive variance of the phenotype [14]. Hence, the covariance matrix
relies on the genotypic covariance which is decomposed by the kinship matrix. A
decomposition which is assumed to remain the same for each SNP being tested. E.g.
a parent-offspring pair sharing half of the SNPs (kinship = 0.5) will also share half of
the genotypic covariance explained in the phenotypic variance independent of the
SNP being tested. Therefore, the relation between kinship and genotypic variance
needs to be determined on the variance of many random-effect-SNPs. Only then we
can reasonably assume that the covariance of the sum of the shared effect-SNPs is
approximately half of the genotypic variance indeed. Note the similarity of the
kinship matrix with the so-called working correlation matrix in GEE modeling with
the difference that distributional assumptions are maintained.

The kinship matrix can be inferred from the known pedigree relations, the
markers at hand, or a combination of both. Whereas pedigree based kinship
describes the recent relatedness better, marker based kinship has a better capture on
the distance relations. Although correct use of a marker-based kinship is preferred
due to its higher statistical accuracy [5, 22, 23], its estimation varies highly in
computing time across the different available algorithms and definitions. Moreover,
the computing time tremendously increases with sample size. Therefore, some
researchers state that its use is impractical [28]. Furthermore, Price et al. [34] show
that it does not always capture the population structure. One solution would be to
use an extra matrix for the population stratification [49], but at the cost of
computing time.

EMMA

Another methods that improved computing time is the Efficient Mixed Model
Association (EMMA) algorithm, proposed by Kang [23]. In the EMMA algorithm a
short-cut is made on Henderson’s iterative procedure [15] by rewriting the equations
and applying restricted log likelihood (RLL) using latent roots. In this way analyses
involve as few as possible computationally intensive matrix inverses and matrix
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multiplications during calculations. In addition, EMMA maximizes the individual
random effects in the RLL directly from the kinship.

Two stage method

If the kinship matrix is estimated only once for each test, the opportunity appears to
estimate the covariance matrix once also, instead of recalculating it for each test.
When the contribution of the sample structure to the phenotype is estimated
without fixed SNP-effect(s) of interest, this could be achieved with negligible loss in
statistical power. Regressing the phenotype on the once only estimated covariance
matrix and the covariates of interest will give us the residuals that take into account
the family structure of the data. Using these residuals we can test the null
hypothesis for each SNP using the standard statistical techniques like the generalized
linear model. The method is an extension on the many SNP-effects assumption for
the decomposition of the covariance based on the kinship matrix. It does not only
assume the decomposition of the covariance to remain the same, but also the
absolute value of the genotypic covariance is fixed for each SNP being tested. A
method which has been confirmed to be viable for many small effect-SNPs, however
associated with a decrease in power when SNPs are present that have a large
significant contribution to the genotypic variance of the phenotype [5, 22].

Score test

Relying on the properties of small SNP-effects, a score test could be more reliable
than the Wald test or the Likelihood Ratio (LR) test, and the computational burden
is lower. The score test is derived under the assumption of the null hypothesis and
therefore needs less parameters to be estimated, resulting in less computing time. In
addition, it is robust against model deviations in the alternative hypothesis as
compared to the LR test or the Wald test in MLM [17, 46]. Although the robustness
property of the score test does not hold for large effects, it is very powerful for small
SNP-effects [12], which is assumed to be the case in GWA studies.

Imputed Genotype Uncertainty (Soft-called data)

Up till now we briefly described the developments on statistical techniques for
detecting the small effect sizes of quantitative trait loci in GWA studies. SNP
detection could also be improved using genotype imputation. The posterior
probabilities of the SNPs that are not called at the genotyping platforms can be
calculated based on the properties of Mendelian inheritance within the family data,
and information from reference panels [41, 42] on linkage disequilibrium between
SNPs. At first, genotypes were imputed based on the maximum posterior
probability, known as a best guess ”hard calling” method. Nowadays it is confirmed
that the use of an imputation method that extends further on the incorporation of
the information from the posterior probabilities, “soft-calling”, is associated with
better statistical properties [53]. Testing of these soft-called SNPs can amplify
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statistical power up to 10%. An increase that especially occurs for SNPs that are
harder to tag [29, 37]. Therefore we will not consider best guess genotype imputed
data in the current monograph.

Dosage and mixture genotype imputation are the two popular types of soft
calling. With pk denoting the posterior probabilities for a genotype that needs
imputation, where k (0, 1, 2) indexes the genotype by its recessive allele counts for a
bi-allelic locus:

1. dosage - impute the expected genotypic (or allelic) counts, which in the
additive cases boils down to p1 × 1 + p2 × 2.

2. mixture - no summary, use all 3 possible genotypes with their posterior
probabilities for further calculation.

Both have their pros and cons. With dosage data a certain amount of information is
lost due to the fact that the true genotypic variance is underestimated. Hence, we
risk the association between phenotype and genotype to be masked. In the mixture
imputation strategy all information on genotype uncertainty is kept, however it
demands more computing time since the genotypic data is at least twice as large. To
estimate the SNP-effect parameters, a summation over the three genotype
probabilities is needed to integrate out genotype uncertainty. Zheng et. al. [53] state
that for most realistic settings of GWAS, such as modest genetic effects, large sample
sizes, and informative genotype probabilities imputation accuracies, dosage-based
analysis is as powerful as the mixture-based analyses.

Toolsets

We described statistical techniques and the advantages of using soft-called data. The
next step is to search for a toolset to perform a GWA study on our soft-called
twin-family data. With the growing number on freely available toolsets the choice
becomes an elaborate, if not intractable, task. Choosing one toolset in the rapid
developing environment of GWA studies is far from an easy job. Furthermore, the
documentation explaining the statistical procedures used in each toolset, if available
at all, is most times unsatisfactory. For this reason one’s skills in statistics need to be
up to date, to fully comprehend the statistical procedures implemented in the
toolset. Moreover, the number of toolsets and the amount of able to deal with
(twin-)family data and genotype uncertainty is still growing.

In the current monograph we present a research strategy in which the
performance of freely available toolsets for GWA studies is compared on
(twin-)family data taking into account soft-calling. We have selected ASSOC
[43, 45], EMMAX[22], MERLIN[1], ProbABEL[5] and PLINK[35] to map the
performance on quantitative and binary phenotype. The function descriptions of
some of these toolsets still need to be better documented. From what is available in
the documentation we give a brief description on the statistical analyses performed
by these toolsets, a small overview on these features is presented in Table 1.

5



ASSOC uses a quasi-likelihood based score test for the quantitative and binary
trait on the dosage data. It uses the retrospective likelihood in which the genotype is
modeled on the phenotype. To be more specific, in ASSOC the Cochran-Armitage
trend (MCA) test is modified such that it is able to control for relatedness using the
identity-by-sharing (IBD) kinship matrix [43, 45]. Hence, the (co)variance can be
split out for MZ-pairs and sib-pairs. Last, the variance term of the score test is able
to take into account the loss of information due to genotype imputation uncertainty
using Louis’ formula [44].

In EMMAX, the eXpedited version of EMMA, the two stage method is
implemented. They have implemented both IBD or identical-by-state (IBS) kinship
matrix. We use their marker based identical-by-state kinship matrix to reflect the
polygenic background [22], which assumes small SNP-effects. The used test statistic
is a Wald-based F-approximation based on the restricted log-likelihood [23].
According to Argmitage’s study [3] the binary trait can be interpreted as a
quantitative difference score. Using this line of reasoning, the developers of EMMAX
implemented the same analysis for both binary and quantitative trait.

The statistical procedures for soft-called family data of MERLIN and PLINK,
are not sufficiently documented. Based on the few information PLINK performs a
GEE probably allowing for a correlation between all family members, including
parents. Within MERLIN the off-line function FastAssoc is implemented. A function
known to be able to deal with dosage data performing a MLM score test in which the
expected IBD kinship matrix is incorporated [10]. It allows for decomposition of the
(co)variance components by MZ twins. Whether the FastAssoc MERLIN-offline
function is able to deal with binary data is not documented.

In ProbABEL the functions for the dosage imputed genotypes are well
documented. For the quantitative trait a two stage method is combined with a score
test that incorporates a marker-based kinship matrix to split the covariance
structure. On the binary trait ProbABEL performs a GEE, but it does not allow for
any covariance. The diagonal of the working correlation matrix, however, has no
restrictions and therefore allows for heterogeneous variances instead of i.i.d. residuals
[5].
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Table 1: Implemented human genetics in the MLM of the toolsets.

Feature ASSOC EMMAX MERLIN PLINK ProbABEL∗

Two Stage – + – – +
EMMA – + – – –
Kinship∗∗ P M P C None / M
Test Score Wald Score Wald Wald / Score
GEE + – – + + / –

Description on the current table: + = feature is present, – = feature is absent.
∗ If two symbols are given, the first represents the function for the binary trait and
the second for the quantitative trait.
∗∗ P = kinship based on pedigree, M = marker based kinship, C = nuclear families as
cluster in which all pairs have the same correlation, None = no relatedness is being
modeled.

Research Strategy

As a research strategy we present a comparison of the above toolsets on feasibility
and their statistical accuracy for simulated simple trait phenotypes. One hundred
replicates were simulated for both the binary and quantitative traits on three
unlinked genotype imputed large-effect-SNPs from 1557 samples from 597 nuclear
families from the Netherlands Twin Registry [8]. As feasibility properties we address
the install requirements, the versatility, the command language interface and the
corresponding help documents. The statistical accuracy comparison is based on
estimates of Type-I error, genomic inflation, power and consistency and efficiency of
the SNP-effects over heritability conditions of 5, 10, 20, 30, 50 and 80%. Based on
this strategy we bring structure to the choice problem on what toolset to use for
GWA studies on simple trait having twin family data.
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Material and Methods

Genotypic Data

The data on which we compare the toolsets come from individuals who took part in
the NTR Biobank study [48]. A study aimed to collect biological samples (DNA,
gene expression and biomarkers) in twins and their family members who also
participate in the longitudinal phenotypic studies of the NTR. In-between the years
2004 and 2008 participants were visited at their homes between 7:00 and 10:00 am,
during which fasting blood samples were collected.

In the current study we used a subsample of 597 nuclear families. Genotyping on
these samples was performed on the Affymetrix 6.0 platform. The thresholds for
SNPs were MAF > 1%, HWE > 0.00001, missing > 95% and 0.30 < Heterozygosity
< 0.35. Samples were excluded from the data if their expected sex and IBD status
did not match, if the genotype missing rate was above 5% for the individual or 10%
within the nuclear family, or if F-inbreeding coefficient < .1. All SNPs were aligned
to the positive strand of the Hapmap 2 Build 36 release 24 CEU reference set. SNPs
were excluded if allele frequencies differed more than 0.25 with the reference set.
This final set was imputed against the reference set using Beagle 3.3 [38]. Bad
imputed SNPs were removed based on HWE < 0.00001, MAF < 1%, allele frequency
difference > 0.25 against the reference set and a mendelian error rate > 5% obtained
from the best guess data in PLINK v1.07. The final data resulted in a sample of
1557 individuals with 119 MZ-twin pairs.

Simulation Design

To obtain measures on statistical accuracy for the toolsets we simulated 100
replicates of binary and quantitative traits on 1,557 genotypes in GCTA [21] for
heritability (H) levels of 0.05, 0.10, 0.20, 0.30, 0.50, and 0.80 using the following
model:

yi = α + β1xi1 + β2xi2 + β3xi3 + εi, (1)

where yi is the quantitative trait of individual i. Each xij with j ∈ {1, 2, 3}, is the
dosage effect-SNP rs4315144 (MAF = 0.3), rs7956821(MAF = 0.2), and
rs11830243 (MAF = 0.1), respectively. With the squared Pearson correlation R2

used as a measure on how well the imputed SNP can be predicted based on the
information of the known SNPs, we have an imputation quality of R2 = 0.998 for
rs4315144, R2 = 0.992 for rs7956821, and R2 = 0.848 for rs11830243. For the
quantitive trait the SNP-effects are β1 = β2 = 4 and β3 = 6, in the binary case the
natural logarithm is taken of these values. A summary on the effect-SNPs can be
found in Table 2. Last, εi ∼ N(0, σ2

ε ), with

σ2
ε = var

(
p=3∑
j=1

xjβj

)(
1

H2
− 1

)
. (2)
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The simulation model for the binary (bn) trait is based on a single threshold
model. We set threshold T = 1000/1557 to be the pre-specfied proportion of controls
and k = 0.1 is the pre-specified population disease prevalence. We assign the yi of an
individuals as a case if it exceeds the percentile (T−k)×100 of the underlying marginal
normal distribution, and as a control otherwise. In statistical terms this model is
similar to using the Probit link, in which the cumulative probability of a normal
distribution is modeled [2].

Note that the GCTA simulation approach is not the best one possible; with only
three effect-SNPs and the pre-specified parameters one wishes to have in the data,
we end up with a maximum of 156 possible cases for the current research strategy.
Because the number of 1401 samples defined as controls exceed the pre-specified
number of 1000 controls, GCTA ”randomly” specifies 401 samples as missing. In
other words, for the simulated binary trait we have a sample size equal to n = 1156.

Table 2: Information on the effect-SNPs

SNP MAF R2 βqt βbn ORbn

rs4315144 0.3 0.998 4 ln (4) 4
rs7956821 0.2 0.992 4 ln (4) 4
rs11830243 0.1 0.848 6 ln (6) 6

The Comparison

The toolsets are compared on both feasibility and statistical accuracy. In the
feasibility section of the current paper we present our experience on the install
requirements, versatility, command line interface and the available help options. In
the same section you can find the description on these feasibility properties. Testing
for the statistical accuracy is based on a 5 (toolsets) x 6 (heritability) x 2 (phenotype)
design. For each condition we run each of the toolsets on 100 simulated phenotypes
to estimate the statistical power, the Type-I error, and the consistency and efficiency
of the SNP-effects. We estimate the Type-I error based on p = 7757 pruned and
unlinked SNPs from Chromosome 12. We used PLINK v1.12 to select these SNPs
with the condition that all pairwise SNPs should have R2 < .1 within a window size
of 100 SNPs (shifted for 5 SNPs). Last, we used the 800,000 hard called genotyped
markers for the kinship matrices to be calculated in EMMAX and ProbABEL.
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Statistical Accuracy

The comparison of the toolsets on statistical accuracy is based on estimates of
Type-I error, power, and consistency (and efficiency) of SNP-effects.

Binary Trait Type-I error

We compare the toolsets on the average genomic inflation factor (λ̄gc) and the
average number of SNPs (pα̂) that have a p-value lower than the Bonferroni
corrected α-level of 0.05/7757 as a measures of Type-I error. A toolset performs well
if it has an λ̄gc close or equal to one and a low number on the average number of
(p̄α̂). Besides the average we also give the standard deviation of λgc and the
maximum number of Type-I errors in-between brackets in Table 3.

Table 3: Average number of Type-I error SNPs, pα̂ (maximum number of Type-I
error SNPs) and the average genomic inflation factors λ̄gc (standard deviation of λgc)
of the binary trait replicates.

ASSOC EMMAX MERLIN PLINK ProbABEL

H = 5% pα̂ 0.00(0) 0.19(2) 4.41(11) 1.65(5) 18.56(34)
λ̄gc 0.71(0.04) 0.98(0.04) 1.03(0.04) 1.00(0.04) 1.07(0.04)

H = 10% pα̂ 0.04(1) 0.59(3) 4.42(11) 1.69(6) 18.57(32)
λ̄gc 0.71(0.02) 0.98(0.04) 1.03(0.04) 1.00(0.03) 1.08(0.04)

H = 20% pα̂ 0.02(1) 2.89(6) 4.52(11) 1.77(6) 18.65(32)
λ̄gc 0.73(0.04) 1.00(0.04) 1.04(0.04) 1.02(0.04) 1.13(0.05)

H = 30% pα̂ 0.03(1) 4.02(7) 4.52(11) 1.89(5) 20.59(35)
λ̄gc 0.71(0.02) 1.00(0.04) 1.04(0.04) 1.01(0.03) 1.14(0.05)

H = 50% pα̂ 0.06(2) 5.30(8) 4.65(11) 2.71(6) 21.76(39)
λ̄gc 0.73(0.04) 1.02(0.04) 1.04(0.04) 1.02(0.03) 1.22(0.05)

H = 80% pα̂ 0.00(0) 7.21(10) 4.81(11) 2.28(8) 23.71(39)
λ̄gc 0.73(0.02) 1.03(0.04) 1.04(0.04) 1.03(0.03) 1.36(0.06)
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The toolsets differ on these measures for Type-I error with ProbABEL
performing the worst. When the heritability and hence the need for control on family
structure becomes higher, ProbABEL yields too liberal p-values and too high values
of λ̄gc. Comparable to ProbABEL, but much less pronounced, is the EMMAX
performance of EMMAX that has relatively more false discoveries when the
heritability is higher. MERLIN and PLINK show consistent results over the different
heritability levels. On average, Plink has in-between 1 and 3 false discovery SNPs out
of 7757. ASSOC has the lowest pα̂, however, it produces too low estimates of λ̄gc.

Binary Trait Power

There are differences between the toolsets with respect to the statistical power for
the binary trait. In Figure 1, in which the − log10(P-value) boxplots on the
effect-SNPs in each heritability condition (H) are shown, we see that MERLIN (dark
blue) yields low − log10(P-values) standing apart from the other packages. With the
red dotted line indicating the α-level of 5× 10−8 for standard GWA studies we see
low statistical power estimates (< 0.25) for all toolsets in the heritability conditions
of H = 5%, 10% and 20%. For heritabilities of 30% and higher sufficient power
estimates (> 0.80) are obtained for the effect-SNPs. The difference in performance
between the toolsets remains the same over the heritability conditions with EMMAX
(orange), ProbABEL (blue), PLINK (green), ASSOC (turquoise) and MERLIN
(dark blue) ordered from high to low statistical power, respectively. Although it
looks like the order of these toolsets becomes more pronounced as does the increase
in range of the − log10(P-values) when heritability becomes higher, it is just an
artifact of − log10 transformations on the P-values. The results remain the same
when we compare the packages on the − log10(P-values) for the separate effect-SNPs
(see Table 4 and Figure 2).
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Figure 1: Boxplot on binary trait: Results for combined − log10(P-values) from the
analyses performed by ASSOC (turquoise), EMMAX (orange), MERLIN (dark blue),
PLINK (green), ProbABEL (blue) in the six different heritability conditions over the
three effect-SNPs. The dotted red line indicates an α-level at 5×10−8. Note the differ-
ences in the − log10(P-value) scale on the vertical-axis among heritability conditions.

The results remain the same when we compare the packages on the
− log10(P-values) for the separate effect-SNPs (see Table 4 and Figure 2).
Unexpected, however, is that the toolsets detect SNP rs11830243 (slightly) faster
than rs4315144. Although rs11830243 has a larger SNP-effect of β = 6, its effect
should contribute less to the trait than rs4315144 (β = 4) because of its lowest
MAF of 0.1.
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Figure 2: Boxplots on binary trait: Results for − log10(P-values) from the analyses for
each SNP separately performed by ASSOC (turquoise), EMMAX (orange), MERLIN
(dark blue), PLINK (green), ProbABEL (blue) in the six different heritability condi-
tions for the separate SNPs. The red dotted line indicates an α-level at 5×10−8. Note
the differences in the − log10(P-value) scale on the vertical-axis among heritability
conditions.
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Table 4: The number of times the effect SNP got detected (out of a 100) against a
threshold of α = 5× 10−8.

Heritability ASSOC EMMAX MERLIN ProbABEL ProbABEL

rs4315144

H = 5% 0 2 0 2 2
H = 10% 8 19 0 16 20
H = 20% 73 86 0 81 86
H = 30% 98 100 0 100 100
H = 50% 100 100 0 100 100
H = 80% 100 100 0 100 100

rs7956821

H = 5% 1 1 0 1 1
H = 10% 2 8 0 7 9
H = 20% 30 57 0 50 60
H = 30% 74 92 0 87 97
H = 50% 100 100 0 100 100
H = 80% 100 100 0 100 100

rs11830243

H = 5% 0 1 0 0 0
H = 10% 8 11 0 8 10
H = 20% 63 76 0 70 76
H = 30% 99 100 0 99 100
H = 50% 100 100 9 100 100
H = 80% 100 100 83 100 100
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Binary Trait SNP-effects

The estimates of the SNP-effects do not appear to be consistent over 100 simulations.
With the red dotted line in Figure 3 indicating no deviation from the true SNP-effect
(βtrue), it is shown that the SNP-effects of ASSOC, PLINK and ProbABEL deviate
less from the true SNP-effect when the heritability becomes higher. Whereas we
cannot compare the SNP-effects of EMMAX with the other toolsets since it treats
the binary trait as quantitative, MERLIN is actually performing the worst. PLINK
and ProbABEL yield the same SNP-effects up to the third decimal and overestimate
the SNP-effects at the heritability condition of 80%. ASSOC, generating SNP-effects
close to PLINK and ProbABEL, does not overestimate the SNP-effect, it actually
approaches the β most closely with a sum of the squared error deviations (SStrue) of
5.88 in the heritability condition of 80% (see Table 5).
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Figure 3: Binary trait boxplots on the deviations of the SNP-effect (β − βtrue) of the
analyses performed by ASSOC (turquoise), EMMAX (orange), MERLIN (dark blue),
PLINK (green), ProbABEL (blue) in the six different heritability conditions (H). The
red dotted line indicates β − βtrue = 0.

Table 5: Sum of squared error deviations from the true SNP-effects (SStrue) for the
binary trait

Heritability (H) ASSOC EMMAX MERLIN PLINK ProbABEL

H = 5% 387.24 655.11 455.00 371.00 371.00
H = 10% 272.98 629.98 391.59 251.29 251.29
H = 20% 146.58 593.56 320.58 120.42 120.42
H = 30% 82.86 567.78 258.13 57.94 57.94
H = 50% 20.95 527.54 190.19 10.96 10.96
H = 80% 5.88 490.11 142.55 45.83 45.83
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When considering the separate SNP-effects only, presented in Figure 4 and Table
5, we see that differences between ASSOC on the one hand, and PLINK and
ProbABEL on the other hand, are most pronounced for SNP rs11830243. ASSOC,
PLINK and ProbABEL still give estimates that are most close to statistical the
consistency when we consider the separate SNP-effects.
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Figure 4: Quantitative trait boxplots on the deviations of the SNP-effects (β) from
βtrue of the analyses performed by ASSOC (turquoise), EMMAX (orange), MERLIN
(dark blue), PLINK (green), ProbABEL (blue) in the six different heritability condi-
tions. The red dotted line indicates β − βtrue = 0.

16



Table 6: Mean and standard deviation of the estimated SNP-effects for the binary
trait. Note that βtrue = log(4) ≈ 1.38 for rs4315144 and rs7956821, and βtrue =
log(6) ≈ 1.79 for rs11830243.

Heritability (H) ASSOC EMMAX MERLIN PLINK ProbABEL

rs4315144

H = 5% 0.40(0.13) 0.05(0.02) 0.20(0.09) 0.39(0.12) 0.39(0.12)
H = 10% 0.59(0.12) 0.07(0.02) 0.27(0.07) 0.58(0.12) 0.58(0.12)
H = 20% 0.84(0.12) 0.11(0.02) 0.35(0.09) 0.83(0.12) 0.83(0.12)
H = 30% 1.01(0.11) 0.13(0.01) 0.41(0.08) 1.00(0.11) 1.00(0.11)
H = 50% 1.27(0.10) 0.16(0.01) 0.50(0.09) 1.28(0.12) 1.28(0.12)
H = 80% 1.58(0.08) 0.20(0.01) 0.55(0.07) 1.65(0.10) 1.65(0.10)

rs7956821

H = 5% 0.38(0.15) 0.05(0.02) 0.17(0.12) 0.37(0.14) 0.37(0.14)
H = 10% 0.54(0.13) 0.07(0.02) 0.25(0.11) 0.53(0.13) 0.53(0.13)
H = 20% 0.77(0.12) 0.10(0.02) 0.32(0.11) 0.75(0.12) 0.75(0.12)
H = 30% 0.91(0.13) 0.12(0.02) 0.39(0.09) 0.90(0.13) 0.90(0.13)
H = 50% 1.18(0.10) 0.17(0.01) 0.52(0.09) 1.20(0.11) 1.20(0.11)
H = 80% 1.37(0.08) 0.19(0.01) 0.60(0.08) 1.41(0.10) 1.41(0.10)

rs11830243

H = 5% 0.44(0.14) 0.07(0.03) 0.52(0.18) 0.52(0.17) 0.52(0.17)
H = 10% 0.64(0.15) 0.11(0.03) 0.64(0.18) 0.76(0.18) 0.76(0.18)
H = 20% 0.93(0.13) 0.16(0.03) 0.81(0.15) 1.13(0.17) 1.13(0.17)
H = 30% 1.15(0.12) 0.21(0.03) 1.02(0.17) 1.41(0.16) 1.41(0.16)
H = 50% 1.45(0.12) 0.28(0.03) 1.23(0.16) 1.85(0.19) 1.85(0.19)
H = 80% 1.77(0.08) 0.36(0.02) 1.51(0.12) 2.38(0.15) 2.38(0.15)

makes sure the next section does not start here

17



Table 7: The average on the standard errors of the SNP-effects given by the toolsets
(left), and the standard deviation of the SNP-effects of the binary trait replicates
(right).

Heritability (H) ASSOC∗ EMMAX MERLIN PLINK ProbABEL

rs4315144

H = 5% 0.14 0.13 - 0.16 0.09 0.13 0.12 0.12 0.12
H = 10% 0.14 0.12 - 0.16 0.07 0.13 0.12 0.12 0.12
H = 20% 0.14 0.12 - 0.16 0.09 0.13 0.12 0.12 0.12
H = 30% 0.14 0.11 - 0.16 0.08 0.13 0.11 0.13 0.11
H = 50% 0.14 0.10 - 0.16 0.09 0.14 0.12 0.13 0.12
H = 80% 0.15 0.09 - 0.16 0.07 0.16 0.10 0.15 0.10

rs7956821

H = 5% 0.16 0.15 - 0.19 0.12 0.14 0.14 0.14 0.14
H = 10% 0.16 0.13 - 0.19 0.11 0.14 0.13 0.14 0.13
H = 20% 0.15 0.12 - 0.19 0.11 0.14 0.12 0.13 0.12
H = 30% 0.15 0.13 - 0.19 0.09 0.14 0.13 0.13 0.13
H = 50% 0.15 0.10 - 0.18 0.09 0.15 0.11 0.14 0.11
H = 80% 0.15 0.08 - 0.18 0.08 0.17 0.10 0.14 0.10

rs11830243

H = 5% 0.18 0.14 - 0.26 0.18 0.20 0.17 0.19 0.17
H = 10% 0.17 0.15 - 0.27 0.18 0.19 0.18 0.19 0.18
H = 20% 0.16 0.13 - 0.26 0.15 0.19 0.17 0.18 0.17
H = 30% 0.15 0.12 - 0.26 0.17 0.19 0.16 0.18 0.16
H = 50% 0.15 0.12 - 0.26 0.16 0.20 0.19 0.18 0.19
H = 80% 0.15 0.08 - 0.26 0.12 0.22 0.15 0.19 0.15

∗Standard errors of the ASSOC SNP-effects have been back-calculated from the p-value
and the SNP-effect using the χ2

(1)-distribution.

From Table 7 we obtain the average on standard errors of the SNP-effects as
given by the toolsets as well as the standard deviation of the SNP-effects of the
binary trait replicates. Estimates for EMMAX are not displayed because its
SNP-effects assume the trait to be quantitative. Noteworthy is that each average on
the standard errors obtained for MERLIN is twice as high compared to its standard
deviation of the SNP-effects, while the opposite is yielded for the other toolsets. The
averages on the standard errors obtained from ASSOC, PLINK and ProbAbel are
larger as compared to the standard deviation of the corresponding SNP-effects.
PLINK and ProbABEL have lower standard error estimates for SNPs rs4315144

and rs7956821. ASSOC has the lowest standard errors for rs11830243.

makes sure the next section does not start here
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Quantitative Trait Type-I error

Although all toolsets show worse performance when heritability increases, there are
differences in the performance on statistical accuracy when the null hypothesis is
true (see Table 8). ASSOC has best control on the number of Type-I error SNPs.
However, its average on the genomic inflation factor becomes too low when the
heritability is 50% and 80%. PLINK is second when it comes to the control of Type-I
error SNPs, and first on the average genomic inflation. The average performance of
EMMAX and MERLIN is around the same. One could say however that MERLIN
performs worst since it has larger standard deviations on genomic inflation and
higher maxima on Type-I error SNPs. ProbABEL is performing worst with a
maximum of 145 and 159 Type-I error SNPs (due to non-convergence) for a
heritability of 50% and 80%, respectively.

Table 8: Average number of Type-I error SNPs, pα̂ (maximum number of Type-I
error SNPs), and the average genomic inflation factors λ̄gc (standard deviation of λgc)
of the quantitative trait replicates.

ASSOC EMMAX MERLIN PLINK ProbABEL

H = 5% pα̂ 0.02(1) 1.42(16) 4.56(13) 0.52(4) 0.55(3)
λ̄gc 0.94(0.04) 0.97(0.04) 1.01(0.11) 1.00(0.04) 0.97(0.04)

H = 10% pα̂ 0.03(1) 3.46(6) 5.17(13) 0.87(3) 1.57(4)
λ̄gc 0.93(0.03) 0.98(0.04) 1.01(0.11) 0.99(0.04) 0.97(0.03)

H = 20% pα̂ 0.06(1) 4.96(7) 6.04(13) 1.75(4) 3.35(6)
λ̄gc 0.92(0.03) 0.98(0.04) 1.01(0.11) 0.99(0.03) 0.98(0.03)

H = 30% pα̂ 0.02(1) 6.37(9) 6.64(13) 2.21(5) 4.58(6)
λ̄gc 0.91(0.03) 0.98(0.04) 1.02(0.11) 1.01(0.03) 0.98(0.03)

H = 50% pα̂ 0.06(2) 7.82(11) 7.42(13) 2.93(8) 7.92(145∗)
λ̄gc 0.89(0.03) 1.00(0.03) 1.02(0.11) 1.00(0.03) 1.03(0.17)

H = 80% pα̂ 0.14(1) 9.94(12) 9.17(13) 4.36(7) 14.23(159∗)
λ̄gc 0.85(0.02) 1.01(0.03) 1.03(0.11) 1.00(0.02) 1.12(0.13)

∗ No convergence was achieved for the parameter estimates of the estimated covariance
matrix in 2 of the 100 simulation replicates

makes sure the next section does not start here
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Quantitative Trait Power

The toolsets perform equally well on the statistical power for the quantitative trait.
All packages achieve sufficient power (> 0.80) already at the heritability level of 10%.
Due to the similarity between the packages it is difficult to rank the toolsets on
statistical power. We can say, however, that results show the highest
− log10(P-values) for EMMAX and the lowest for ASSOC (Figure 5 and Table 9).
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Figure 5: Boxplots on quantitative trait: Results for combined − log10(P-values) from
the analyses performed by ASSOC (turquoise), EMMAX (orange), MERLIN (dark
blue), PLINK (green), ProbABEL (blue) in the six different heritability conditions.
The red dotted line indicates an α-level at 5 × 10−8. Note the differences in the
− log10(P-value) scale on the vertical-axis among heritability conditions.

Figure 6 shows the results for each SNP separately. The − log10(P-value) results
for each effect SNP are similar to those of the results of the effect-SNPs taken
together (Figure 5). Hence, highest − log10(P-values) are produced by EMMAX and
the lowest by ASSOC, see Figure 6.

20



0

5

10

15

20

25

30

Boxplots Qt rs4315144                                  

-lo
g1
0(
P
)

H = 5% H = 10% H = 20% H = 30% H = 50% H = 80%

0

5

10

15

20

25

30

Boxplots Qt rs7956821                                  

-lo
g1
0(
P
)

H = 5% H = 10% H = 20% H = 30% H = 50% H = 80%

0

5

10

15

20

25

30

Boxplots Qt rs11830243                                 

-lo
g1
0(
P
)

H = 5% H = 10% H = 20% H = 30% H = 50% H = 80%

20

40

60

80

100

120

140
H = 20% H = 30% H = 50% H = 80%

20

40

60

80

100

120

140
H = 20% H = 30% H = 50% H = 80%

20

40

60

80

100

120

140
H = 20% H = 30% H = 50% H = 80%

Figure 6: Boxplots on quantitative trait: Results for − log10(P-valRues) from the
analyses for each SNP separately by ASSOC (turquoise), EMMAX (orange), MER-
LIN (dark blue), PLINK (green), ProbABEL (blue) in the six different heritability
conditions for the separate SNPs. The red dotted line indicates an α-level at 5×10−8.
Note the differences in the − log10(P-value) scale on the vertical-axis among heritabil-
ity conditions.

21



Table 9: The number of times the SNP was detected out of 100 trials against a
threshold of α = 5× 10−8 for the quantitative trait.

Heritability ASSOC EMMAX MERLIN PLINK ProbABEL

rs4315144

H = 5% 52 52 50 56 50
H = 10% 99 99 99 99 97
H = 20% 100 100 100 100 100
H = 30% 100 100 100 100 100
H = 50% 100 100 100 100 100
H = 80% 100 100 100 100 100

rs7956821

H = 5% 26 26 24 29 18
H = 10% 89 89 90 87 91
H = 20% 100 100 100 100 100
H = 30% 100 100 100 100 100
H = 50% 100 100 100 100 100
H = 80% 100 100 100 100 100

rs11830243

H = 5% 28 28 28 29 23
H = 10% 96 97 97 95 97
H = 20% 100 100 100 100 100
H = 30% 100 100 100 100 100
H = 50% 100 100 100 100 100
H = 80% 100 100 100 100 100
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Quantitative Trait SNP-effects

As can be concluded from Table 10 and Figure 7), the consistency results based on
the estimated SNP-effect results on the quantitative trait are very similar the
different toolsets. Small differences occur when the heritability becomes higher.
EMMAX, MERLIN and ProbABEL slightly overestimate the SNP-effects with a sum
of squared error deviations from βtrue (SStrue) of 9.82, 11.00, and 11.83, respectively.
ASSOC and PLINK are more consistent on the SNP-effects with the same SStrue of
4.02 when the heritability is 80%. If we split out the results on consistency for
separate SNPs, results remain the same, see Figure 8 and Table 11.
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Figure 7: Quantitative trait boxplots on the deviations of the SNP-effects (β) from
βtrue of the analyses performed by ASSOC (turquoise), EMMAX (orange), MERLIN
(dark blue), PLINK (green), ProbABEL (blue) in the six different heritability condi-
tions. The red dotted line indicates β − βtrue = 0.

Table 10: Sum of squared error deviations from the true SNP-effects (SStrue) for the
quantitative trait

Heritability (H) ASSOC EMMAX MERLIN PLINK ProbABEL

H = 5% 260.53 262.33 262.15 260.52 268.79
H = 10% 125.90 126.39 126.92 125.90 125.80
H = 20% 52.56 55.68 54.96 52.56 58.27
H = 30% 30.90 35.86 35.71 30.90 36.94
H = 50% 15.19 19.21 19.81 15.19 21.85
H = 80% 4.02 9.82 11.00 4.02 11.83
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Figure 8: Quantitative trait boxplots on the deviations of the SNP-effects (β) from
βtrue of the analyses performed by ASSOC (turquoise), EMMAX (orange), MERLIN
(dark blue), PLINK (green), ProbABEL (blue) in the six different heritability condi-
tions. The red dotted line indicates β − βtrue = 0.
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Table 11: Mean and standard deviation of the estimated SNP-effects for the quanti-
tative trait.

Heritability (H) ASSOC EMMAX MERLIN PLINK ProbABEL

rs4315144

H = 5% 4.05(0.74) 4.06(0.74) 4.06(0.74) 4.05(0.74) 4.05(0.76)
H = 10% 3.98(0.50) 4.01(0.51) 4.00(0.51) 3.98(0.50) 3.96(0.53)
H = 20% 3.98(0.31) 4.02(0.32) 4.02(0.32) 3.98(0.32) 4.05(0.32)
H = 30% 4.01(0.24) 4.07(0.25) 4.06(0.25) 4.01(0.24) 4.06(0.24)
H = 50% 4.00(0.18) 4.09(0.20) 4.08(0.20) 4.00(0.18) 4.10(0.21)
H = 80% 4.00(0.08) 4.12(0.09) 4.12(0.10) 4.00(0.08) 4.14(0.10)

rs7956821

H = 5% 4.02(0.87) 4.03(0.88) 4.03(0.88) 4.02(0.87) 3.94(0.84)
H = 10% 4.00(0.63) 4.02(0.63) 4.02(0.63) 4.00(0.63) 4.05(0.59)
H = 20% 3.97(0.39) 4.02(0.30) 4.02(0.40) 3.97(0.39) 4.06(0.40)
H = 30% 4.03(0.29) 4.09(0.30) 4.09(0.30) 4.03(0.29) 4.07(0.31)
H = 50% 4.00(0.21) 4.09(0.20) 4.10(0.20) 4.00(0.21) 4.09(0.23)
H = 80% 4.02(0.09) 4.12(0.10) 4.13(0.11) 4.02(0.09) 4.10(0.11)

rs11830243

H = 5% 5.96(1.15) 5.96(1.15) 5.95(1.14) 5.96(1.15) 5.90(1.19)
H = 10% 6.05(0.78) 6.07(0.79) 6.05(0.79) 6.05(0.78) 6.14(0.79)
H = 20% 6.07(0.52) 6.11(0.54) 6.10(0.53) 6.07(0.52) 6.18(0.54)
H = 30% 6.15(0.38) 6.22(0.39) 6.20(0.40) 6.15(0.38) 6.22(0.40)
H = 50% 6.07(0.27) 6.13(0.29) 6.13(0.29) 6.07(0.27) 6.16(0.28)
H = 80% 6.08(0.14) 6.17(0.15) 6.19(0.15) 6.08(0.14) 6.21(0.15)

25



The averages on the standard errors of the SNP effects do not to differ across the
toolsets, as can be seen in Table 12 below. The higher the heritability of the
SNP-effects, the lower the average on the standard errors, as well as the standard
deviation of the SNP-effects and the larger the difference.

Table 12: The average on the standard errors of the SNP-effects given by the toolsets
(left), and the standard deviation of the SNP-effects (right) of the quantitative trait
replicates.

Heritability (H) ASSOC∗ EMMAX∗ MERLIN PLINK ProbABEL

rs4315144

H = 5% 0.74 0.74 0.74 0.74 0.74 0.74 0.73 0.74 0.74 0.76
H = 10% 0.53 0.50 0.52 0.51 0.53 0.51 0.51 0.50 0.53 0.53
H = 20% 0.38 0.31 0.38 0.32 0.38 0.32 0.36 0.32 0.38 0.32
H = 30% 0.32 0.24 0.31 0.25 0.32 0.25 0.30 0.24 0.32 0.24
H = 50% 0.26 0.18 0.24 0.20 0.25 0.20 0.23 0.18 0.25 0.21
H = 80% 0.22 0.08 0.18 0.09 0.20 0.10 0.18 0.08 0.19 0.10

rs7956821

H = 5% 0.85 0.87 0.85 0.88 0.85 0.88 0.84 0.87 0.85 0.84
H = 10% 0.61 0.63 0.60 0.63 0.61 0.63 0.59 0.63 0.61 0.59
H = 20% 0.44 0.39 0.43 0.30 0.44 0.40 0.42 0.39 0.44 0.40
H = 30% 0.37 0.29 0.36 0.30 0.37 0.30 0.35 0.29 0.37 0.31
H = 50% 0.30 0.21 0.28 0.20 0.29 0.20 0.27 0.21 0.29 0.23
H = 80% 0.26 0.09 0.21 0.10 0.23 0.11 0.22 0.09 0.22 0.11

rs11830243

H = 5% 1.24 1.15 1.24 1.15 1.24 1.14 1.22 1.15 1.24 1.19
H = 10% 0.89 0.78 0.88 0.79 0.89 0.79 0.86 0.78 0.89 0.79
H = 20% 0.64 0.52 0.63 0.54 0.64 0.53 0.60 0.52 0.64 0.54
H = 30% 0.54 0.38 0.52 0.39 0.53 0.40 0.50 0.38 0.53 0.40
H = 50% 0.44 0.27 0.40 0.29 0.42 0.29 0.39 0.27 0.42 0.28
H = 80% 0.37 0.14 0.31 0.15 0.33 0.15 0.31 0.14 0.32 0.15

∗Standard errors of the SNP-effects for ASSOC and EMMAX have been back-
calculated from the p-value and the SNP-effect using the χ2

(1)-distribution.

26



Statistical Accuracy summary

There is no clear winner on statistical accuracy among the toolsets. On the binary
trait PLINK is recommended in the current design. Although PLINK is second on
statistical power and Type-I error control, it has the best properties on genomic
inflation. In EMMAX, the SNP-effects cannot be easily interpreted as the more
usual odds-ratio. It needs further calculations from the expected allele frequency
obtained from the given SNP-effect to predict for cases and controls. MERLIN is
unable to deal with binary trait data and heavily underestimates the SNP-effects in
the current design for heritability levels lower than 80%. ASSOC, PLINK and
ProbABEL also underestimate the SNP-effects. Note however, for the high
heritability level of 80% the effects are overestimated in the current design for
PLINK and ProbAbel. At the cost of a low genomic inflation factor, ASSOC comes
with better estimates of the SNP-effects with sufficient power.

The differences in statistical accuracy for the toolsets on the quantitative trait
are less clear. Small differences in statistical power and SNP-effects occur only when
the heritability becomes higher. The number of Type-I error SNPs and the average
genomic inflation factor show a positive relation with the heritability conditions. A
bias which is most pronounced in the toolset ProbABEL. The estimates on the
average number of false discoveries could be biased however due to non-convergence
of parameter estimation. An opposite relation, but less pronounced, has been found
for ASSOC on the average genomic inflation factor being negatively associated with
the heritability conditions. For the heritability levels of 5% and 10%, ASSOC and
PLINK perform best. When the heritability levels are at 20% or higher, PLINK
performs best.
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Feasibility

A summary is presented for each toolset on feasibility properties. The choices for
these properties are based on the authors’ evaluation from hands-on experience of
two empirical GWA studies and the analyses performed on the simulated data for
the current paper only, and therefore may be biased. Below we give an overview on
the evaluation of install requirements, versatility, command line interface.

Feasibility Properties

Install requirements

The install requirements are evaluated based on the following properties:

64 bits operating systems (OS): whether the toolset is compatible with
Windows XP or higher, Linux Ubuntu 10.04 or higher, or Mac OsX 10.04 or
higher. Being able to deal with one OS only yields the symbol – , when able to
deal with 2 OS the value of ± is obtained. In the results we give the symbol +
to toolsets when it is able to deal with these three (or more) operating systems;

Source code: is the source code available? (no = –, upon request = ±, yes =
+);

Executables : is an executable file available for all operating systems on which
the toolset is able to run? (no = –, upon request = ±, yes = +);

Standalone: Once compiled or using the executable file directly, does the
toolset depends on other toolsets? (no = –, upon request = ±, yes = +);

Update: whether an update-check is performed to see whether the newest
version is used (no = –, yes = +). The symbol ‘±’ is given to the toolset when
it is shown in the output what version is being used;

On the overall PLINK has the highest score since it meets all install requirements.
MERLIN comes close, it only misses the update-check. ASSOC has got the source
code available upon request and is not standalone since it depends on MERLIN for
calculations of the Kinship matrix. EMMAX only runs on Linux 64-bits operating
systems and has its source code available on request. Last, ProbABEL does not have
executable files available for all the operating systems with which it is compatible
and is not standalone. Furthermore, it depends on the statistical package R [36] with
the library GenABEL [4] to transform the data and calculate the marker-based
kinship matrices. For the detailed scores, see Table 13
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Versatility

Feasibility on versatility is evaluated on the following properties:

Data input : 1) The amount of files that should be read into the software, 2)
whether both long format (SNPs x samples) or ped-format (samples x SNPs) is
possible to upload, and 3) the amount of data management that is needed to
structure the files from either Mach [26], Beagle [9], or Impute [19] format into
the data structure of the toolset. The + symbol is given if the toolset is
compatible with both long and ped format from multiple programs directly. A
toolset obtains a value of ± if it can handle either long or ped format only, but
it reads data output from multiple imputation packages. If otherwise, the
symbol – is given.

Kinship: Whether the implemented kinship structure is based on the pedigree
(P) and whether it allows for MZ-pairs (Pmz), or whether the kinship is marker
based (M);

Sample size: The sample size for which we are able to perform a Genome Wide
Association, on the 22 autosomal chromosomes, within two days using
sequential scripts (and no parallel programming) on a Snow Leopard Mac OS
X Version 10.6.7 (2.66GHz Intel Core i7 with 8GB 1067 MHz DDR3). We
assign a sample size which is Small (S): for less than 1500; Medium (M):
between 1500 and 5000 and Large (L): larger than 5000.

Computing hours : Using the same Mac OS computer we describe the
approximate number of hours we needed to perform the whole GWA analysis
on 2,500,000 using a sequential script (no parallel programming).

On some relevant versatility properties we did not compare the toolsets. These
properties are whether the toolset is [i] able to perform an automatic GWA study on
all input SNPs, [ii] can take up extra covariates, and [iii] the analysis code can be
easily incorporated for parallel scripting. All toolsets conform to these criteria. An
exception, however, occurs for for ProbABEL since it should be taken into account
that the dependence on the statistical package R with its GenABEL library renders
parallel scripting difficulties. To create a standalone package of R with the GenABEL
library one should be familiar on compiling software programs.

ASSOC scores the highest on versatility. It needs 7 hours to complete the whole
GWA analysis on the Mac OS X Version (2.66GHz Intel Core i7 with 8GB 1067 MHz
DDR3) for both quantitative and binary trait on the 1557 samples. Moreover, it
needs only two input files which it can read in long format as well as ped-format
genotypic data. MERLIN approaches closely on versatility, with the only difference
that it needs 4 (instead of 2) input files which involves much data management,
which is prone to scripting errors. EMMAX also takes 7 hours for the whole GWA
analysis but estimates the kinship structure based on the markers. A drawback on
the feasibility, however, is that EMMAX, only allows a long-format-file as genotypic
data input.
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PLINK (for both traits) and ProbABEL (on the binary trait) are not able to
deal with monozygotic twins. Whereas ProbABEL does not allow for any covariance
between individuals, PLINK assumes the covariances between individuals to be the
same. Although both toolsets take 9 hours to complete the whole GWA analysis, we
expect both PLINK and ProbABEL (on the binary trait) to be relatively less
demanding on computing time when the sample is larger. The reason is that the
computing time for the estimation of the kinship matrix from the markers is a
quadratic function of the sample size.

ProbABEL for both the binary and quantitative traits can deal with MACH,
IMPUTE, PED, and long-format files as data input. However, these files are
transformed in the package GenABEL in the statistical package R. A statistical
package known for not being able to handle large data set files that well. Last, the
estimation of the kinship and estimated covariance can take up to 9 hours in
ProbABEL for the quantitative trait and it needs at least three hours in addition to
test the null hypothesis for each SNP. Hence, we score ProbABEL on the
quantitative trait as being only able to deal with small sample sizes. For the detailed
scores, see Table 13

Command Line Interface (CLI)

The command language interface (CLI), described as being the interaction
possibilities between user and the command line interpreter, is evaluated on the
following:

Output : Whether the output is complete and stored in a file. We judge the
output to be complete when the name of the SNP, the SNP-effect, standard
error of the SNP-effect, test statistic, and the unadjusted p-value are reported.
The – symbol is given when it is unattainable to recalculate the p-value from
the results given, we give the symbol ± if either the beta/ standard error or
p-value needs to be recalculated, the symbol + is given when we assume the
output to be complete;

Log-file: Whether a log-file is generated as output in which the used function,
descriptive measures on the input data and error/warning messages are given
(no = –, upon request = ±, yes = +);

PLINK is the only toolset qualifying with the highest scores on all the CLI
feasibility properties. For the output-files of ASSOC further calculations are needed
to obtain the SNP-effects and its standard errors for the binary phenotypes. The
output files from ProbABEL does not give the p-values. The EMMAX output only
gives the SNP name, SNP-effect and P-value. MERLIN has better feasibility
performance on the CLI since it gives the complete output-file. However, it does not
provide a log-file with its results on which we could check what function is used on
what specific data. Besides PLINK, only EMMAX provide its output with a log-file.
However, from the log-file in EMMAX it is not clear what function code is being
used.
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Help options

Another property on which we evaluate the toolsets are the help options:

Documented : Are the available functions to perform GWA clearly documented?
(no = –, upon request = ±, yes = +);

Tutorial : Whether there is a tutorial with example files available to get a first
hand on how to conduct the GWA study using the toolset? (no = –, yes = +);

Manual : Is there extra explanation available in manuel format to grasp the
analyses being done? (no = –, upon request = ±, yes = +);

Literature: are the toolsets and or functions being used published and peer
reviewed? (no = –, some = ±, yes = +);

Other : are there communities / fora or other communication channels available
on which questions can be posed, which would not be answered by the creators
of the toolset via e-mail? (no = –, upon request = ±, yes = +).

ProbABEL performs best on the feasibility of help options. It is the only toolset
of which the documentation clearly links the formula of the test statistic to the
function code in the toolset for the GWA analyses. Moreover, it has active fora and a
community on which the developers of the toolset and its statistical procedures post
messages and give answers to most questions. Furthermore, only ProbABEL and
EMMAX got the specific statistical procedure together with its toolset published in a
journal [5, 22]. ASSOC has its statistical procedures published, but there is no
published journal-article available the toolset (yet). The toolsets MERLIN and
PLINK have been published [1, 35], but the specific statistical procedures on the
dosage data have not been published. For MERLIN we eventually assumed that the
family based score test [10] is the one implemented in the MERLIN-offline package.
It is from correspondence with one of the developers of PLINK that we got to know
what specific kind of GEE the toolset is performing. The specific scores on the Help
options of each package can be obtained from Table 13.

Multi-purposes

The last property on which we evaluate the toolsets is wether the toolsets can handle
more properties relevant for GWA studies on soft-called family data, but less relevant
for the current design. The symbol ‘+’ is given to ASSOC because it has the
possibility to control for ascertainment and and include X-linked SNPs for the GWA
analyses. MERLIN is also able to include X-linked SNPs in the GWA analyses, and
therefore is scored with a ±. Last, we score a + for PLINK since it has very good
properties for data management and quality control, see Table 13.
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Feasibility overview

In the Table 13 below, we summarize our findings on the feasibility properties of each
toolset. Noted that each ”+” given is not necessarily to be equally weighted. Since
the authors value highest diligence on install requirements and the CLI the most for
performance of a package on feasibility, PLINK is performing best. However, we are
well aware that the reader could come to a different conclusion and is very much
welcome to join the discussion on the feasibility performance of toolsets.

Table 13: Feasibility properties of the toolsets.

ASSOC EMMAX MERLIN PLINK ProbABEL

Install OS + – + + +
Open Source ± ± + + +
Executable ± + + + –
Standalone – + + + –
Update – – ± + ±

Versatility Data Input + – – ± +
Kinshipa Pmz M Pmz C None / M
Sample Sizeb L M L M M / S
Computing hours 7 7 7 8 14

CLI Output ± – + + ±
Logfile – + – + –

Help Documentation + + + + +
Tutorial + – – + +
Manual – – – – +
Literature ± + ± ± +
Fora/Other – – ± ± +

Multipurpose + – + + –
a Compatibility with the Operating Systems (OS) Linux Ubuntu ..., Windows XP Mac
OSx 10.4, or its upgraded versions ( – = 1 OS, + = all three OS)
b P = kinship based on pedigree, Pmz = kinship based on pedigree that allows for MZ
twin-paris, and M = marker based kinship.
NOTE: estimates on Service and CLI errors are approximate and based on authors’
experience rather than exhaustive testing.
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Discussion

In the current monograph we present a research strategy which we compare the
performance of toolsets that are able to deal with GWAS on so called soft-called
family data for both quantitative and binary traits. Although other studies have
reported comparison of performance on toolsets dealing with family data [28, 50], the
present one is the first with respect to analyses performed by toolsets that can deal
with imputation uncertainty of the genotype as well as MZ twins.

Our results show no toolset clearly outperforms all other toolsets on the
feasibility properties and the measures of statistical accuracy that are examined.
Overall, we recommend PLINK for GWA on the genotype imputed family data and
simple traits in the current design. It performs best on the feasibility properties and
it has a good combination of statistical power, false discovery control, and genomic
inflation. The recommendation is mainly made for the case of a binary trait
phenotype; for the quantitative trait, ASSOC performs equally well for low
heritability levels. Last, we recommend not to use ProbABEL or MERLIN for GWA
on binary traits when dealing with soft-called family data.

The explanation of the good performance of PLINK on statistical accuracy lies
within the modeling of the genotypic relations of the statistical procedures. Our
results come from a design in which three causal large-effect-SNPs and residual error
determine the phenotypic trait. Except for PLINK and ProbABEL in the binary
trait case, the statistical procedures in the toolsets assume many small-effect-SNPs
to be able to control for family structure using the kinship matrix. The
decomposition of these covariance of these effect-SNPs is not the same as specified
structure by the kinship on the 800,000 markers or the IBD estimated from the
pedigree. Moreover, there will still be a large proportion of pairs in the sample that
will covary on these effect-SNPs while assumed to be unrelated with a kinship
coefficient of zero. Hence, the phenotypic variance due to the genotypes does not
split up in the expected terms determined by the kinship as is assumed in ASSOC,
EMMAX, MERLIN and ProbABEL. The larger the heritability (the effect sizes of
the SNPs), the larger the Type-I error when the genetic relations are misspecified.
The results of the GEE method in PLINK also show an increase in the Type-I error,
but they are lower due to the robustness against misspecification.

Our findings show that it is obvious that MERLIN and ProbABEL are not able
to deal with binary traits in the current design. The poor performance of ProbABEL
in the binary trait case is due to the fact that it does not model any of the
covariance structure among individual pairs, resulting in no control at all on the
family structure and hence too liberal p-values. On the performance of MERLIN it is
not really clear whether the software is able to deal with genotype imputed family
data for the binary trait. Most likely is that in the binary trait case MERLIN
behaves as if it was dealing with a quantitative trait. Without any adjustments, as
with EMMAX, this leads to a poor performance on statistical accuracy. It would,
however, be possible to be more certain on the analyses, by carefully studying the
package’s source code. However, this task is beyond the scope of the current project.

A point of criticism that could be made on the current research strategy is the
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choice of the particular toolsets, the simulation design, and the presentation of the
results. There are more freely available packages that can deal with soft-called family
data for binary and quantitative traits, such as FaST [27], GCTA [21], OpenMX [7],
QTLrel [11], or TASSEL[33]. The reason why we did not choose any of these
packages was either because the package was too new (QTLrel and FaST) to be able
to include it in the paper, or that the option how to read in the specific data
(TASSEL) was not found in time, or we could not get the software running without
errors (GCTA). We could not find any other toolsets able to deal with soft-called
family data, than the ones we studied and the ones mentioned above.

Although our simulation studies provide a good overview on the performance of
the toolset, because we use real genotypic data, it is true that we only have 1557
samples. Nowadays, sample sizes in GWA studies are usually larger to have more
statistical power to detect quantitative trait loci. In the current design we analyze
few and large SNP-effects over different heritability levels such that the sample size is
not a problem. Furthermore, due to the use of a low prevalence and only three
effect-SNPs from which we could only simulate 116 cases for the binary trait, the
simulation is realistic. Moreover, sample sizes of approximately 1500 could coincide
with large costs of genotyping of rare variants and phenotyping of traits. Hence, they
will still be analyzed, but mostly with the purpose to upload its results to consortia
for meta-analysis.

With a larger sample size it would also have been possible to see whether one’s
specific choice for a toolset should depend on the sample size. It is important to
consider whether the consequences for the statistical accuracy (and feasibility) of the
misspecification of the GEE model in PLINK versus the MLM in the other toolsets
will become more apparent when the sample size is larger. Also, the ”learning” of
each statistical procedure of a toolset on the increase in a sample size could be
different, leading to differences in the relation between power and sample size for a
toolset.

One could remark that the small number of 100 simulated phenotypic traits
render unstable estimates of statistical power and Type-I error against low cut-off
values of α. That is why we presented only the number of false and true discoveries
(instead of Type-I error and power estimates). In addition, the influence of this low
number of simulations on the relative performance is less pronounced, since the
toolsets underwent exactly the same conditions. We do see, however, that with more
simulations, a larger sample size, and more non-effect unlinked SNPs, it would have
created the possibility to plot results of statistical power and Type-I errors against
an α cut-off value for each package. However, such measures coincide with more
costly computing time, especially since stable estimates on power and Type-I error
require cross-validation or more simulations.

Our findings in the current design are generalizable to simple traits. An
important consideration in generalizing our simulation results to GWA studies is the
inclusion of more smaller effect-SNPs and the incorporation of covariates as
compared to the current design. Nowadays, practical application of the toolsets on
genotype imputed family data will undoubtedly more present on complex phenotypic
traits of which it is hypothesized they are explained by many SNPs. Furthermore,
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basic covariates such as age and sex are routinely included in the analysis as well. It
is for these specific settings that most toolsets have been tailored.

A last note for future studies is on the careful selection of toolsets with a focus
on the implementation of advanced statistical techniques in human genetics.
Analyses in GWA mainly consider additive SNP-effects, assume random mating,
estimate the effects of each SNP separately, use the prospective likelihood (predict
probability of the phenotype given the genotype), and most times this is done
without the possibility to control for ascertainment. However, it goes without saying
that the statistical methodology for GWA is under rapid development, explaining the
ongoing growth of the number of packages that deal with genotype imputed family
data. Current advanced statistical methods being applied in (human) genetics are:

i optimal scaling to deal with dominance, epistasis and gene-x-environment
interaction effects [31, 52],

ii analyses allowing for assortative mating (with the use of an extra covariance
matrix) [45],

iii analysis of all SNPs simultaneously in genotype imputed family data using a
penalized likelihood [16, 18],

iv the use of a more powerful method such as the joint likelihood that controls for
ascertainment automatically [6, 25],

v and by compressing the data to increase computational efficiency [51].

Although its a speculation for future research, the combination of these advanced
statistical techniques will become of great importance in the quest of capturing the
phenotypic variance due to genetics as obtained from heritability studies.
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Appendix

Genome-wide Assocation (GWA) studies which implement Mixed Linear Models
(MLM) or General Estimating Equations (GEE) as analysis strategy, usually
interpret the polygenic model of the quantitative phenotype as:

MLM : y = Wν +Xβ + Zγ + ε (3)

GEE : y = Wν +Xβ + ε∗ (4)

where y is a vector of the phenotype of size n (number of individuals); ν is the
vector representing non-marker effects (e.g. sex, age); β are the marker effects; and γ
is a vector of size n for unknown random polygenic effects, having a normal
distribution with mean of zero and covariance matrix G = 2Φσ2

a, where σ2
a is an

unknown genetic variance, and Φ is the kinship (co-ancestry) matrix with element
φij (i, j = 1, 2, ..., n) calculated from either a set of genetic markers or pedigrees. W ,
X and Z are the incidence matrices that include the covariates and SNPs for ν,β
and γ respectively, and ε is a vector of random residual effects that are normally
distributed with zero mean and covariance Σn×n = In×nσ

2
ε , where In×n is the identity

matrix and the scalar σ2
ε is the unknown residual variance. The residual variance in

GEE, however, is not completely unknown. In GEE the residuals ε∗ are assigned a
working covariance matrix Σ∗n×n, as we show below. Note that if we define ε∗ as the
sum of both the unknown random polygenetic effects and the random residual effect
from the MLM model (3), the two models appear to be the same. However, there is
a difference when modeling the means E[y] for the individuals when the phenotype
trait is not quantitative, as will follow in the sections below.

Parameter estimates in MLM and GEE

The estimation of the parameters in models (3) and (4) is different. Inference in
MLM is based on (maximization of) the likelihood:

L(y|ν,β,γ, σ2
a, σ

2
ε ) (5)

which involves distribution assumptions to integrate out the random effects by use of
numerically complex algorithms (e.g. adaptive gauss quadrature, nested integrated
Laplace approximations) in combination with iterative algorithms such as
Expectation Maximization, Fisher scoring, Average information, see McCulloch,
Searle and Neuhaus (2008). In the GEE setting, however, distribution assumptions
are dropped such that the results depend only on the mean and a pre-specified
variance structure in Σ∗. The mean µ = E[y] is equal to the linear predictor η in the
quantitative trait model, as is shown below:

µ = η = Wν +Xβ. (6)

The i, jth elements of s∗ij of Σ∗n×n can be “decomposed” as

s∗i,j = Rij × φ× var(µ), (7)
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where φ is a to be estimated scale parameter such that var(yij) = φ× var(ηij). In the
matrix R the variance structure is defined. For example, toolsets using GEE in
genetics mostly specify a compound symmetry variance structure within each nuclear
family. Suppose the first four rows (and columns) of the R-matrix consist of
members from a nuclear family and the fifth does not, R would then look like:

Rn×n =



1 0.5 0.5 0.5 0 . . .
0.5 1 0.5 0.5 0 . . .
0.5 0.5 1 0.5 0 . . .
0.5 0.5 0.5 1 0 . . .
0 0 0 0 1 . . .
...

...
...

...
...

. . .


. (8)

Another option would be to replace the elements within R with kinship coefficients
inferred from the pedigree data or calculated from markers. Finally, the parameters
ν,β, φ are obtained solving the equation(

δµ

δθ

)T
Σ∗−1 (y − µ) = 0, (9)

where θT is the vector
[
νT |βT

]
, of size p+ 1. The generalized estimating equations

(9) does not necessarily has a closed form solution, using iterative algorithms (e.g.
quasi scoring procedure ).

Hypothesis testing in GWA studies

The goal of GWA studies is the estimation of the fixed effects in β for each locus (k)
separately. In MLM and GEE, the effect of the genotype at each kth locus can be
modeled as a main effect, whereas the relationships among all individuals are taken
into account by means of random polygenic effects or a pre-specified variance
structure.The null hypothesis for the association test is that βk = 0 and the
alternative hypothesis is that βk 6= 0. Note that for each analysis the equations (3)
and (4) change in a sense that the vector β containing the marker effects will become
βk with its remaining β−k becoming part of the random effects γ or residuals ε∗,
respectively. The estimation of the parameters, however, remains the same.

In MLM the test of the null hypothesis can be performed by either a Wald based
approximate F -test or the standard Wald test after the maximization of the
likelihood in equation (5). To control the Type-I error, approximate F tests are
preferred [24]. The Wald based F-test is based on a distribution with degrees of
freedom (df1) for estimating the marker-effect and degrees of freedom df2 for
estimating the component(s) of random effects σ2

a. Furthermore, it is based on
Restricted Maximum Likelihood (REML) instead of Maximum Likelihood (ML) for
the estimation of the variance component. In REML a known error contrast matrix
K is implemented in the likelihood such that E[K′y] = 0, avoiding estimation of the
fixed effects. Then, the restricted log likelihood only depends on the unknown
components of variance, yielding better estimates of these variance components as
compared to the non-restricted likelihood. The standard Wald test, however, is
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χ2-distributed and based on the specification of the degrees of freedom, it does not
make such a distinction (comparable to a df2 =∞, assuming a known σ2

a), leading to
p-values tending to be too liberal. Last, it is advised to use Maximum Likelihood
(ML) instead of Restricted Maximum Likelihood (REML) if comparing two nested
models with different sets of fixed effects with a likelihood ratio test (LRT). Because
REML works with contrasts in such a way to facilitate more accurate estimates of
the random effects components, each Log-likelihood for a different set of fixed effects
is unique up to a constant. The LRT, then, will not follow a chi-square distribution
in its asymptote.

In GEE the calculation of the test statistic relies on quasi-likelihood,of which
equation (9) is the derivative. In this perspective the test of the null hypothesis is
based on the assumption that the obtained fixed parameter estimate β̂k is
approximately normal distributed with mean βk and the variance of β̂k, known as the
sandwich estimator, or Huber-White robust variance estimator [20, 47]. A variance
term in which the observed covariance matrix (covar(ŷ)) is pre and post-multiplied

with the estimated covariance matrix (Σ̂
∗
). If we denote β̂ as the estimated

SNP-effects with

covar
(
β̂
)

= V −10 V1V
−1
0 (10)

where

V −10 =

(
δη

δθ

)−1
Σ∗

1
2 Σ∗

1
2

(
δη

δθ

)−T
(11)

V1 =

(
δη

δθ

)T
Σ∗−1covar(y)Σ∗−1

(
δη

δθ

)
(12)

such that

covar
(
β̂
)

=

(
δη

δθ

)−1
Σ∗−

1
2 covar(y)Σ∗−

1
2

(
δη

δθ

)−T
, (13)

than, the variance of an estimated SNP-effect βk at locus k for the sequential GWA
hypothesis testing boils down to

varβ̂k = (xk)
−1 Σ∗−

1
2 (y − η)(y − η)TΣ∗−

1
2 (xk)

−T , (14)

where xk is the genotype indicator vector of size n. We obtain the estimate of
covarβ̂k by plugging in the optimal parameter estimates β̂k,ν, θ, α from (9). The null
hypothesis is tested with the Wald t-statistic (df = 1) by dividing the β̂k by the
squared root of the sandwich estimator, equation (14).

Binary trait as phenotype

When dealing with a binary trait as phenotype, the principle of parameter
estimation and testing remains the same for both GEE and MLM (although more
complex algorithms are needed). A link function g() is required to make sure that
the expectation of the phenotypes can be estimated through the linear predictor η:

g(µ) = η. (15)
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For a binary phenotype in GWA studies the link is used the most is the logit link,

g(µ) = log

(
µ

1− µ

)
, (16)

such that GEE and MLM become an extension of logistic regression for case-control
data, modeling the log(odds). For GEE, the generalized equation (9) and the
sandwich estimator (13), still apply. In the MLM setting, however, we have a change
in distribution assumptions. Instead of y being multivariate normal distributed, each
yi|γi ∼ Binomial(1, µi). Note that E[y] 6= E[y |γ] = µ. As a consequence, in GWA
studies, the β̂k (and ν̂) are interpreted given the subject specific values of the
random effects, in contrast to GEE which yields population average parameters. An
estimate of the MLM population average (PA) effect of SNP at locus k is obtained as

β̂PA,k =
β̂k√

0.35σ̂2
a + 1

, (17)

under the normal distribution assumption of a zero mean and σ2
a, the (co)variance of

the random effects [30].

MLM vs. GEE

In conclusion, MLM and GEE could test a similar null hypothesis in GWA studies,
even though they differ on the estimation procedure, testing and interpretation of
the marker-effect. The choice for the one or the other is not that obvious. A more
simple interpretation of the results is possible with GEE, but it comes at a price of
the use of an inefficient sandwich estimator as compared to a parametric estimate in
MLM [30]. This is especially true when the number of individuals is small, and the
test is performed on a SNP with a rare allele. The rule of thumb for the GEE is: if
the model for the mean is specified correctly, and the residual standard deviations
are homogeneous, then the results are approximately correct [13]. Even though
MLM, given the model is specified correctly, has better performance due to its higher
statistical power and efficiency, it needs more computing power and a ”messy”
transformation of its subject specific parameters to population average parameters
when using a binary phenotype [30]. Hence, both statistical techniques have their
pro’s and con’s
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