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Preface

In any form of electronic communication, errors can occur and hence there
is a need to deal with them. Before error-correcting codes were used, only
once a message had been received and could not be understood, one could
conclude that errors had occurred. There was no way to resolve these errors
other than asking for retransmission.

This changed when Claude Shannon in 1948 proved a theorem1 which
says that even with a noisy channel, there exist ways to encode messages in
such a way that they have an arbitrarily good chance of being transmitted
safely, provided that one does not exceed the capacity of the channel by
trying to transmit too much information too quickly.

This theorem, which marks the start of coding theory, means that with
long enough codes we can achieve communication that is as safe as we like.
These codes do not have to be linear, and the proof does not construct them.
All we know is that they exist. The main problem of coding theory is the
construction of these error-correcting codes.

One of the first error-correcting codes was constructed at Bell Labs, by a
mathematician named Richard Hamming. He became fed up with a computer
which could detect errors in his input during weekend runs, but would then
just dump the program, wasting the entire run. He devised ways to encode
the input so that the computer could correct isolated errors and continue
running, and his work led him to discover what are now called Hamming
codes.

Soon after, Marcel Golay generalized Hamming’s construction from bi-
nary codes to codes using an alphabet of p symbols for p prime. He also
constructed two very remarkable codes that correct multiple errors and that
now bear his name. However, it is a curious fact of history that one of the
very same Golay codes appeared a few years earlier, in a Finnish magazine
dedicated to betting on soccer games [2].

This ternary Golay code was first discovered by a Finn who was deter-
mining good strategies for betting on blocks of 11 soccer games. Here, one
places a bet by predicting a win, lose, or tie for all 11 games, and as long as
you do not miss more than two of them, you get a payoff. If a group gets
together in a pool and makes multiple bets to cover all the options, so that no

1Shannon’s theorem states that for any rate R strictly less than the capacity C of the
channel and for any ε > 0, there exists some code with a sufficiently large length and with
rate at least R, such that the probability that an error will occur in the message is less
than ε.
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matter what the outcome, somebody’s bet comes within 2 of the actual out-
come, then the codewords of a 2-error-correcting perfect code provide a very
nice option. The first discoverer of the ternary ’Golay’ code, named Juhani
Virtakallio, exhibited it merely as a good betting system for football-pools,
and its 729 codewords appeared in the football-pool magazine Veikkaaja.

In 1960 Bose and Ray-Chaudhuri and independently Hocquenghem con-
structed BCH-codes. Ten years later a Russian mathematician Goppa gener-
alized this construction and introduced Goppa codes. These codes are very
interesting not only because they allow efficient decoding algorithms, but
also because they have good parameters. They are constructed using alge-
braic curves and hence are also referred to as algebraic geometry codes. The
application of algebraic geometry to coding theory is still an interesting topic
for research as we will see in this work.

With the advent of digital computing technology the coding and decod-
ing of error-correcting codes became more practical and hence the number
of applications of error-correcting codes increased enormously. Perhaps the
most familiar application is the spectacularly successful Compact Disc player,
which uses Reed-Solomon codes to deliver dramatically clear and error-free
sound by correcting errors that occur from dust and scratches. Reed-Solomon
codes were also used by the Mariner spacecrafts to send pictures of the planet
mars back to earth [5]. They used a (32,6,16) binary code, which means that
26 of every 32 bits sent were redundant, to compensate for the noise from
deep-space . Nowadays error-correcting codes are used by satellites, cellular
phones, computer hard drives and for almost any form of digital communi-
cation.

Summary

Most of the literature on algebraic geometry codes is written in the language
of algebraic function fields. However, to get a good understanding of the the-
ory, it is important to understand the relationship between algebraic function
fields and algebraic curves. The first chapter contains the definitions and ter-
minology of these two categories and describes the anti-equivalence between
them. At the end of this chapter a result is deduced to count in how many
places a place of an algebraic function field could split when the base field is
extended, which will be used in the last chapter.

The second and third chapter are concerned with coding theory and result
in the construction of an asymptotically good sequence of codes at the end of
chapter three. The second chapter serves as a preparation for the third. First
the standard terminology of coding theory is defined. Then the definition of
a generalized algebraic geometry code is given and its properties are studied.
At the end it is demonstrated how these codes generalize Goppa codes and
Reed-Solomon codes.

The third chapter is about sequences of codes. To get an understanding
of the challenges of coding theory, we take a look at lower and upper bounds
for the rate and relative minimum distance of a sequence of codes. They tell
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us that asymptotically good sequences exist and what the limits are of what
can be done. We then study the first explicitly constructed asymptotically
good sequence of codes and we see that the idea used there is reused at the
end of the chapter to construct a more general sequence of asymptotically
good codes.

In the final chapter we investigate different variations to the construction
of the sequence of codes in chapter three, to see if it is possible to improve the
lower bounds for the parameters of the code. The remainder of the chapter is
inspired by a recent article (June 2009) [1] about towers of algebraic function
fields. We show that asymptotically good sequences of codes can be easily
constructed from an exact tower. This leads us to the question of how these
exact towers can be constructed. We exhibit the construction of an exact
tower of Artin-Schreier extensions and study its properties in detail. Finally
we then use this tower to prove that for any given integer m, we can construct
a tower for which throughout the tower the number of places of degree m is
relatively high compared to the genus.
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Chapter 1

An Anti-equivalence of
Categories

In this chapter we fix a field k. In most applications k will be a finite field Fq

of q elements, where q is a prime power. We define two categories, using this
field k. After this we will show that these two categories are anti-equivalent.
We end this chapter with some results on the Galois action on places.

1.1 The Category of Algebraic Function Fields

We define the objects in this category as in [10] p.1-2. The objects are called
algebraic function fields.

1.1.1 Algebraic Function Fields

Definition 1.1 An algebraic function field F/k of one variable over k is an
extension field F ⊇ k such that F is a finite algebraic extension of k(x) for
some element x ∈ F wich is transcendental over k.

The set k̃ = {z ∈ F | z is algebraic over k} is a subfield of F called the field
of constants of F/k. We have k ⊆ k̃ ⊂ F , and F/k̃ is a function field over
k̃. We say that k is algebraically closed in F , or k is the full constant field
of F , if k = k̃.

The simplest example of a function field is the rational function field
F = k(x), for some x ∈ F which is transcendental over k. An arbitrary
function field F/k is often represented as a simple algebraic field extension
of a rational function field k(x). For example F = k(x, y) where ϕ(y) = 0
for some irreducible polynomial ϕ(T ) ∈ k(x)[T ].

1.1.2 Morphisms between Function Fields

Let F/k and F ′/k be two algebraic function fields. Since both function fields
contain the field k, we can consider them as k-algebras.
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Definition 1.2 A morphism ϕ : F/k → F ′/k between two algebraic func-
tion fields is a k-algebra homomorphism.

In other words, ϕ is a ring homomorphism that is the identity map on k. Since
it is a ring homomorphism between fields, its kernel is zero and therefore it is
injective. Hence we can view morphisms between function fields as inclusions.

1.1.3 Places and Divisors

Definition 1.3 Let F be a function field over k. A valuation ring O of F/k
is a ring k ⊂ O ⊂ F with the property that for all z ∈ F, z ∈ O or z−1 ∈ O.

If O 6= F we call O a discrete valuation ring.

Note that for any valuation ring the inclusion k ⊂ O cannot be an equality.
The field F itself is trivially a valuation ring.

Definition 1.4 A discrete valuation of F/k is a function v : F → Z ∪ {∞}
with the following properties:

(1) v(x) =∞⇐⇒ x = 0.

(2) v(xy) = v(x) + v(y) for any x, y ∈ F .

(3) v(x+ y) ≥ min{v(x), v(y)} for any x, y ∈ F .

(4) There exists an element z ∈ F with v(z) = 1.

(5) v(a) = 0 for any a ∈ k \ {0}.

A function v : F → Z∪{∞} satisfying properties (1),(2),(3) and (5) is called
a valuation.

The third property in the above definition is called the triangle inequality.
Discrete valuations verify another property called the strict triangle inequal-
ity.

Lemma 1.5 (Strict Triangle Inequality) Let v be a discrete valuation
of F/k and x, y ∈ F with v(x) 6= v(y). Then v(x+ y) = min{v(x), v(y)}.

Proof For a ∈ k \ {0} we have v(ay) = v(y) by property (2) and (5), in
particular v(−y) = v(y). Since v(x) 6= v(y) we can assume v(x) < v(y).
Suppose that v(x+ y) 6= min{v(x), v(y)}, so v(x+ y) > v(x) by (3), and we
obtain v(x) = v((x+ y)− y) ≥ min{v(x+ y), v(y)} > v(x), a contradiction.
�

Proposition 1.6 Let O be a discrete valuation ring of a function field F/k.
The following are true.

• O is a local ring and hence has a unique maximal ideal P .

• O is a principal ideal domain with fraction field F .
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• Let t ∈ O be such that P = tO. Then any 0 6= z ∈ F has a unique
representation of the form z = tnu for some n ∈ Z and u ∈ O∗.

There are natural bijections between the set of discrete valuation rings of F/k,
the set consisting of their maximal ideals and the set of discrete valuations
on F/k. In this correspondence a discrete valuation ring O is mapped to
its maximal ideal P . We will often write OP instead of O. By the above
Proposition P is a principal ideal. A generator t ∈ OP of the maximal ideal
P is called a local coordinate or uniformizing parameter or local parameter
at P . Since any 0 6= z ∈ F has a representation of the form z = tnu,
we can define a valuation vP corresponding to P by setting vP (0) = ∞
and vP (z) = vP (tnu) = n. This is well defined by the third property of
Proposition 1.6. From this discrete valuation we find OP and P back via the
equations

OP = {z ∈ F | vP (z) ≥ 0},
P = {z ∈ F | vP (z) > 0},
O∗P = {z ∈ F | vP (z) = 0} = OP \ P.

The valuation ring O = F has maximal ideal (0) and corresponds to the
valuation v0 : F → Z ∪ {∞} given by v0(z) = 0 for z ∈ F ∗ and v0(0) = ∞.
Note that v0 verifies all properties of a discrete valuation except property
(4). The valuation v0 also verifies the strict triangle inequality.

Definition 1.7 A place P of a function field F is the maximal ideal of some
discrete valuation ring OP ⊂ F . We will also use the word place to indicate
its corresponding valuation vP , or discrete valuation ring OP .

The residue class field of a place P is the field FP := OP/P , sometimes
denoted as k(P ). It is a finite field extension of k. If z ∈ OP we write z(P )
for the residue class of z + P ∈ FP . The degree of P is degP = [FP : k].

Example 1.8 We take k = Fq , F = Fq(X) and let P be the place cor-
responding to an irreducible polynomial P (X) ∈ Fq [X]. This means the
valuation ring of P is the ring OP = Fq [X]P (X) i.e. the ring Fq [X] localized
at the prime ideal generated by P (X). The polynomial P (X) is a local coor-
dinate for OP . The valuation vP counts the number of factors P (X) occuring
in any given element. If z ∈ F ∗ and vP (z) = n this means that z = uP (X)n

for some unit u of OP .
The residue class field FP = OP/P = Fq [X]P (X)/(P (X)) is isomorphic to

Fq [X]/(P (X)). Therefore its degree is equal to the degree of the polynomial
P (X). Let α be a zero of P (X) in some algebraic closure of Fq . Then FP is
isomorphic to Fq(α). This isomorphism maps X̄ to α and for any z ∈ OP ,
z(P ) is mapped to z(α). Hence we can interpret the residue class map as
evaluation at a chosen zero of P (X).

Definition 1.9 The divisor group of a function field F/k is the additively
written free abelian group which is generated by the places of F/k and is
denoted by DF . The elements of DF are called divisors of F/k.
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Let PF be the set of places of F/k. We can write a divisor D ∈ DF as a
formal sum

D =
∑
P∈PF

nPP with nP ∈ Z, almost all nP = 0.

A divisor of the form D = P with P ∈ PF is called a prime divisor. The
group DF is generated by the set of prime divisors. Addition in DF is defined
coefficient-wise. If D =

∑
P∈PF nPP and D′ =

∑
P∈PF n

′
PP , then

D +D′ =
∑
P∈PF

(nP + n′P )P.

The zero element of the group DF is the divisor 0 =
∑

P∈PF nPP with nP = 0
for all P . For Q ∈ PF and D =

∑
P∈PF nPP ∈ DF we define vQ(D) = nQ.

This allows us to write

D =
∑
P∈PF

vP (D)P.

There is a partial ordering on DF given by

D1 ≤ D2 ⇐⇒ vP (D1) ≤ vP (D2) for all P ∈ PF .

There is a homomorphism deg : DF → Z defined by

degD =
∑
P∈PF

vP (D) · degP.

degD is called the degree of the divisor D.

Definition 1.10 For a divisor G ∈ DF we define the Riemann-Roch space

L(G) = {z ∈ F ∗ | vP (z) ≥ −vP (G) for all P ∈ PF} ∪ {0}.

It is a finite dimensional vectorspace over k.

Example 1.11 Let us calculate the vector space L(G) for a specific function
field F/k and divisor G. We take k = Fq , F = Fq(X) and G = P , where
P is the place corresponding to an irreducible polynomial P (X) ∈ Fq [X] of
degree d > 0. Now L(G) = {z ∈ F ∗ | vQ(z) ≥ −vQ(G) for all Q ∈ PF}∪{0}.
Because vP (G) = 1 and vQ(G) = 0 for all other places Q, we find that

L(G) = {z ∈ F ∗ | vP (z) ≥ −1 and vQ(z) ≥ 0 for all other Q ∈ PF} ∪ {0}.

This means that if z ∈ L(G) is equal to z = f(X)
g(X)

with f, g coprime polyno-

mials in Fq [X], then up to a scalar in F∗q , g(X) must be equal to P (X) or
1. The numerator f may be any polynomial of degree less than or equal to
d. This is to ensure that v∞(z) = degP (X)− deg f is nonnegative. A basis

for L(G) as vector space over Fq is the set {z0, z1, . . . , zd} with zi = Xi

P (X)
.
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Let P be a place and tP a local coordinate for OP . There is a chain of
fractional ideals, extended by the ideals (0) and F

(0) ⊂ . . . ⊂ t2POP ⊂ tPOP ⊂ OP ⊂ t−1
P OP ⊂ t−2

P OP ⊂ . . . ⊂ F.

For any z ∈ F and integer n, the condition vP (z) ≥ n is equivalent to
z ∈ tnPOP . Let G be a divisor and define GP = vP (G). We can now express
L(G) as an intersection of fractional ideals. If z ∈ L(G), then for all places P ,
vP (z) ≥ −vP (G) = −GP . Therefore z ∈ t−GPP OP for all P . So we conclude
that

L(G) =
⋂

P∈PF

t−GPP OP .

Proposition 1.12 There is a constant γ ∈ Z such that for all divisors G ∈
DF ,

degG− dimL(G) ≤ γ.

This is Proposition I.4.14 in [10]. It ensures us that we can make the following
definition.

Definition 1.13 The genus g of a function field F/k is defined as

g = max{degG− dimL(G) + 1 | G ∈ DF}.

The genus is an important invariant of the function field F/k and it is always
a nonnegative integer.

Theorem 1.14 Let F/k be a function field of genus g. For any divisor
G ∈ DF ,

dimL(G) ≥ degG− g + 1.

If G ∈ DF is a divisor of degree degG ≥ 2g − 1, then

dimL(G) = degG− g + 1.

The first part of the theorem follows directly from the definition of the genus.
The second part is a consequence of the Riemann-Roch Theorem. The bound
2g − 1 is the best possible bound i.e. there always exists a divisor W with
degW = 2g− 2 and dimL(W ) = g > (2g− 2) + 1− g = g = degW + 1− g.

1.2 The Category of Normal Projective Curves

We define the objects and morphisms in this category following chapter 2 in
[4] and chapter 2.3 in [7]. The objects are normal projective curves.
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1.2.1 Projective Curves

Definition 1.15 A topological space X is called irreducible, if it cannot be
expressed as the union X = X1∪X2 of two proper subsets, each one of which
is closed in X. The empty set is not irreducible.

The Krull dimension of a topological space X, denoted dimX is the
supremum of all integers n such that there exists a chain Z0 ⊂ Z1 ⊂ . . . ⊂ Zn
of distinct irreducible closed subsets of X. Note that Z0 is not the empty set.

Definition 1.16 Let B =
⊕

i≥0Bi be a graded ring. We define Proj B
as the set of homogeneous prime ideals of B that do not contain the ideal
B+ =

⊕
d>0Bd. For f ∈ B we define B(f) as the set of elements of degree

zero in Bf . So B(f) = { a
fN
∈ Bf | a ∈ BN ·deg(f)}. The space Proj B has a

basis of open sets of the form D+(f) = {p ∈ Proj B | f /∈ p}. We have that
D+(f) ' Spec B(f), and OProj B(D+(f)) = B(f). So Proj B has a covering
by affine open subsets. This covering gives Proj B the structure of a scheme.

Definition 1.17 We define Pn
k = Proj k[x0, . . . , xn] and call this scheme the

n-dimensional projective space over k.

A projective scheme over k is a scheme over k that is isomorphic as scheme
over k, to a closed subscheme of Pn

k for some n ≥ 0.

If I is a homogeneous ideal of k[x0, . . . , xn], then we can view B =
k[x0, . . . , xn]/I as a graded ring in a natural way. It is shown in [7] that
projective schemes over k can be characterized as follows.

Theorem 1.18 Every nonempty projective scheme over k is of the form
Proj k[x0, . . . , xn]/I for some homogeneous ideal I that does not contain the
ideal (x0, . . . , xn) and for some n ≥ 0.

Definition 1.19 A projective curve over k is a one dimensional irreducible
projective scheme over k.

Normal Curves

Definition 1.20 Let A be a Noetherian local ring with maximal ideal m and
residue field L = A/m. The ring A is a regular local ring if dimL m/m2 =
dimA.

Definition 1.21 Let X be a projective curve. We say X is regular or non-
singular at a point P ∈ X if the local ring OX,P is a regular local ring. A
curve is regular if it is regular at every point. A curve is singular if it is not
regular.

Definition 1.22 Let X be a scheme. Then X is integral if and only ifOX(U)
is an integral domain for every nonempty open subset U of X.
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This is Proposition 4.17 in Chapter 2 of [7] which we use here as a definition
of integral scheme.

Let us recall that an integral domain is called normal if it is integrally
closed in its fraction field.

Definition 1.23 Let X be an integral scheme. We say that X is normal at
x ∈ X if OX,x is normal. We say that X is normal if it is irreducible and
normal at all of its points.

1.2.2 Morphisms between Curves

Definition 1.24 Let X and Y be projective curves over k. A morphism
ϕ : X → Y is a morphism of schemes over k.

Recall that a morphism of schemes consists of a continuous map ϕ between
the topological spaces of X and Y and a morphism ϕ# of sheaves on Y , from
the structure sheaf of Y to the direct image of the structure sheaf of X under
ϕ. That is ϕ# : OY → ϕ∗OX .

Recall that a morphism of schemes over k is a morphism of schemes that
is compatible with the structure morphisms. In other words a morphism of
schemes ϕ : X → Y is a morphism of schemes over k if and only if the
following diagram commutes.

Spec k

YX
............................................................................................................... .........

...

............................................................................................................
...
............

............................................................................................................................................................................................ ............
ϕ

We call a morphism ϕ : X → Y dominant if its image is dense in Y ,
i.e. if Im(ϕ) = Y . For projective curves this is the same as saying that ϕ is
surjective.

1.3 Anti-equivalence of categories

In this section we will define two contravariant functors between the cate-
gory of algebraic function fields and the category of normal projective curves.
First we define these functors in general. Later we will see that the restric-
tions of these two functors to function fields in which the constant field is
algebraically closed and to curves that are geometrically irreducible will be an
anti-equivalence. We start by giving a contravariant functor K that assigns
an algebraic function field K(X) to every normal projective curve X.

1.3.1 The function field of a projective curve

Let X be a normal projective curve. Let ξ be the generic point of X. We
define the functor K by
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K(X) = OX,ξ = {〈U, f〉 | ∅ 6= U ⊂ X open, f ∈ OX(U)}/ ∼ .

Here ∼ is defined by 〈U, f〉 ∼ 〈V, g〉 if f = g on U ∩ V. Addition and
multiplication of two pairs is defined pointwise.

Now we need to verify that K(X) is an algebraic function field. First
we can check that K(X) is indeed a field. For 〈U, f〉 ∈ K(X), with f 6= 0,
the set V = U \ Z(f) is open in X and nonempty. Here 1/f is defined and
regular on V and hence 〈V, 1/f〉 is an inverse for 〈U, f〉.

It is clear thatK(X) contains the field k as the set of all constant functions
〈X, a〉, a ∈ k. From Theorem 3.2 d) in [4] we know that K(X) is a finitely
generated extension field of k of transcendence degree one, hence an algebraic
function field.

Next we need to define what the functor K does with morphisms. Let
ϕ : X → Y be a dominant morphism between two normal projective curves
and let η and ξ be the generic points of Y and X respectively. We need to
give a k-algebra homomorphism K(ϕ) : K(Y ) = OY,η → K(X) = OX,ξ. Let
〈V, f〉 ∈ OY,η. There is an inclusion OY (V ) ⊂ OY,η and a ring homomorphism
ϕ#(V ) : OY (V ) → ϕ∗OX(V ) = OX(ϕ−1(V )). Now f ∈ OY (V ) and hence
ϕ#(V )(f) ∈ OX(ϕ−1(V )) ⊂ OX,ξ. So we can define K(ϕ) : OY,η → OX,ξ as
follows

K(ϕ) : 〈V, f〉 7−→ 〈ϕ−1(V ), ϕ#(V )(f)〉.

Note that ϕ−1(V ) is an open set in X, because ϕ is continuous and φ−1(V )
is not empty because φ is dominant. For every open set V of Y the map
ϕ#(V ) is a ring homomorphism, therefore K(ϕ) is a ring homomorphism.
Since k = OY (Y ) = OX(ϕ−1(Y )) the map K(ϕ) is the identity on k and
hence is a k-algebra homomorphism.

We verify that K is functorial. It is clear that K(idX) = idK(X). Now let
ψ : X → Y and ϕ : Y → Z be two morphisms between normal projective
curves and let 〈W, f〉 ∈ K(Z). Then

K(ψ) ◦K(ϕ)(〈W, f〉) = K(ψ)(〈ϕ−1(W ), ϕ#(W )(f)〉) =

〈ψ−1ϕ−1(W ), ψ#(ϕ−1(W ))(ϕ#(W )(f))〉 =

〈(ϕ ◦ ψ)−1(W ), (ϕ ◦ ψ)#(W )(f)〉 = K(ϕ ◦ ψ)(〈W, f〉).

We conclude that K is functorial.

1.3.2 The curve associated to a function field

Before we give a contravariant functor L in the other direction, that assigns
a normal projective curve L(F ) to every algebraic function field F , we give
two definitions.

Recall that a ring homomorphism f : A → B is called integral if B is
integral over the subring f(A).
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Definition 1.25 We say that a morphism π : X ′ → X between two schemes
X ′ and X is integral if for every affine open subset U of X, f−1(U) is affine
and OX(U)→ OX′(f−1(U)) is integral1.

Definition 1.26 Let X be an integral scheme, and let F be an algebraic
extension of the function field K(X). We define the normalization of X in
F to be an integral morphism π : X ′ → X with X ′ normal, K(X ′) = F and
such that π extends the canonical morphism Spec F → X.

It is shown in [7] Ch. 4.1 that the normalization π : X ′ → X of X in F exists
and is unique up to isomorphism. If furthermore K(X) ⊂ F is finite and
separable, then the normalization is a finite morphism.

We are going to define the functor L using Definition 1.26. Let F/k be an
algebraic function field. By definition 1.1, F/k is a finite algebraic extension
of the rational function field. We know that the function field K(P1

k) of the
projective line P1

k is rational. Now we define the functor L by taking L(F ) to
be the normalization of P1

k in F , see the diagram below. Then K(L(F )) = F
and L(F ) is normal. It is shown in [7] that L(F ) is also projective, irreducible
and one dimensional.

L(F ) = X ′

Spec F

X = P1
k

Spec K(X)

............. ............. ............. ............. ............. ............. ......................... ............π

.................................................................................................................................................................................... ............
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Next we need to define what the functor L does with morphisms. Let f :
G/k → F/k be a k-algebra homomorphism. We define the morphism L(f) :
L(F ) → L(G) to be the normalization map π in definition 1.26, where we
take X = L(G), hence K(X) = G and X ′ = L(F ).

Let πF : L(F )→ P1
k and πG : L(G)→ P1

k be the normalizations of P1 in
F and G respectively. Then L(f) is the morphism such that πF ◦L(f) = πG,
i.e. the following diagram commutes.

P1
k

L(G)L(F )
.......................................................................................................................................................... .........

...

πF

.......................................................................................................................................................
...
............

πG

............. ............. ............. ............. ............. ............. ............. ............. ............. ............ ............
L(f)

The commutativity of this diagram follows from the definition of normaliza-
tion and is analogous to the fact that taking integral closures of a ring in
the tower of fields K(P1) ⊂ G ⊂ F is transitive. In the next paragraphs we
describe more explicitly what the functor L does.

1Note that there are at least three different notions of integral. One can speak of an
integral scheme, an integral ring homomorphism and of an integral morphism between
schemes.
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The topological space

We can identify the topological space of L(F ) with the set of valuation rings
of F that contain k. The field F itself is trivially a valuation ring over k.
This valuation ring is the generic point of L(F ). The other valuation rings
k ( OP ( F are subrings of F and are discrete valuation rings. The subset
of discrete valuation rings forms the set L(F )0 of closed points of L(F ). We
give this subset the cofinite topology. This is the topology where the closed
sets are exactly the finite sets and the whole space. So the closed sets of
L(F ) are finite subsets of L(F )0 of discrete valuation rings and the whole
space. Therefore the only closed set that contains the generic point is the
whole space L(F ). So the generic point is dense.

It is clear that a finite closed set in this space is irreducible if and only if
it consists of a single point. The whole space L(F ) is irreducible. For if L(F )
were reducible it could be expressed as the union of two finite sets and would
be finite. This gives a contradiction with Corollary I.3.2 in [10], which states
that any function field has infinitely many places. For function fields defined
over an infinite field it is clear that they have infinitely many places. If F/k
is a function field with k = Fq finite, we can see this as follows. The field F
is an extension of the rational function field Fq(X). Every place in Fq(X)
has at least one extension in F , so we only need to show that Fq(X) has
infinitely many places. Every irreducible polynomial in Fq [X] corresponds
to a place and for any integer d ≥ 1 there exists an irreducible polynomial of
degree d. Therefore Fq(X) and hence any function field has infinitely many
places.

We have a chain Z0 ⊂ L(F ), where Z0 is a single place. The only set
smaller than Z0 is the empty set, which is not irreducible. Any closed subset
in between Z0 and L(F ) is finite and has more than one place and is therefore
not irreducible. We conclude that the dimension of L(F ) is one.

The structure sheaf

The structure sheaf OL(F ) of L(F ) looks like this. Let OP ⊂ F be a discrete
valuation ring, corresponding to a closed point P of L(F ). Then we take
OL(F ),P to be OP and for the generic point ξ corresponding to the valuation
ring F we have OL(F ),ξ = F . For every nonempty open subset U ⊂ L(F ), we
take OL(F )(U) = ∩P∈UOL(F ),P . This is a sheaf and gives L(F ) the structure
of a locally ringed topological space. By definition OL(F ),P is normal for every
place P , so the resulting scheme is normal.

The associated morphisms

Next we give a description of what the functor L does with morphisms. Let
f : F/k → F ′/k be a morphism between two algebraic function fields. The
morphism L(f) must map places to places. Let P ′ be a place of F ′. Then P ′

is the maximal ideal of some discrete valuation ring OP ′ ⊂ F ′. The morphism
of projective curves L(f) : L(F ′) → L(F ) is given by L(f)(P ′) = f−1(P ′).
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We see that L is a contravariant functor. The set f−1(P ′) is a maximal ideal
of a discrete valuation ring in F and so it is a place of F . If we consider F as
a subfield of F ′, then f is just the inclusion F ⊂ F ′ and f−1(P ′) = P ′ ∩ F .
Every place P of F is covered by a place of F ′ in this way, so L(f) is surjective.
In other words, the functor L maps k-algebra homomorphisms to dominant
rational maps.

Remark 1.27 A normal locally Noetherian scheme is regular at all points
of codimension ≤ 1. Since for a curve all points have codimension ≤ 1, it
follows that a normal locally Noetherian2 curve is regular. Conversely, any
regular scheme is normal. We conclude that a curve over a field is normal if
and only if it is regular.

1.3.3 Geometrically irreducible curves

The two functors K and L just described give a correspondence between the
two categories. Function fields F over k can have the property that k is the
full constant field of F . One might ask if there is a corresponding property for
projective curves such that the correspondence lets curves with this property
correspond to function fields in which k is algebraically closed.

Let X be a normal projective curve over k and let L/k be a field extension
of k. The inclusion k ⊂ L induces a morphism Spec L → Spec k. We can
use this to make a base change from X to XL := X ×k Spec L. There
are projections ρ : XL → X and XL → Spec L. The last one gives XL the
structure of an L-scheme. There is an easy interpretation of XL. It is the
curve that is defined as the curve X except with k replaced by the larger base
field L. For example if X is a curve and U ⊂ X is a nonempty affine open
subset with affine coordinate ring A(U), then A(U)⊗kL is isomorphic to the
affine coordinate ring of an open subset in XL. At the level of function fields
we have that if F/k = K(X) is the function field of F , then the function
field of XL is FL/L, the compositum of F and L considered as a function
field over L. If we are given X explicitly as X = Proj k[x0, . . . , xn]/I then
XL = Proj L[x0, . . . , xn]/I ′, where I ′ = IL[x0, . . . , xn].

Definition 1.28 Let k̄ be an algebraic closure of k. Let X be a projective
curve over k. We say that X is geometrically irreducible if Xk̄ is irreducible.

Proposition 1.29 Let k be a perfect field. A curve X over k is geometrically
irreducible if and only if k is the full constant field of K(X).

Proof For a perfect field k every algebraic extension is separable. Therefore
the separable closure ks is equal to the algebraic closure k̄. The result now
follows from Ch.4 Corollary 2.14 (d) in [7]. �

Instead of providing all the details of the proof, let us look at some examples.
The first one demonstrates that if k is not the full constant field of K(X),
then X over k is not geometrically irreducible.

2A scheme of finite type over a field is Noetherian.
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Example 1.30 Let k = R and F = C(X). Then F ∼= R(X)[Y ]/(Y 2 + 1) is
clearly a finite algebraic extension of R(X), so it is a function field over R.
The field R is not the full constant field of F , since i with i2 = −1, in C(X)
is algebraic over R. Let X = L(F ) be the corresponding projective curve.
Now we wish to show that X is not geometrically irreducible.
The curveX contains an affine subset U such that U = Spec R[X, Y ]/(Y 2 + 1)
and therefore UC = Spec R[X, Y ]/(Y 2 +1)⊗R C = Spec C[X, Y ]/(Y 2 +1) =
Spec C[X, Y ]/(Y + i)(Y − i).

The closure of the prime ideal (Y + i) ∈ UC is the set {(X − α, Y +
i) | α ∈ C} and is isomorphic to the affine line A1

C. We see that XC is the
disjoint union of two copies of A1

C and hence is reducible. Therefore X is
not geometrically irreducible.

The next example suggests that if X is not geometrically irreducible, then
k is not algebraically closed in K(X).

Example 1.31 Let k = Q and let X = Proj Q[X, Y, Z]/(Y 2 − 2X2). The
ideal (Y 2−2X2) is a homogeneous prime ideal, so X is irreducible. However,
X is not geometrically irreducible, since (Y 2−2X2) factors as (Y −

√
2X)(Y +√

2X) over the algebraic closure of Q.
We find the function field K(X) by setting Z = 1 and then taking the

fraction field, so K(X) = Q(X, Y )/(Y 2− 2X2). In K(X) we have for t = Y
X

the relation t2 = 2 and hence K(X) = Q(X, tX) = Q(X, t) ∼= Q(
√

2, X).
The function t is algebraic over Q and t 6∈ Q, so Q is not the full constant
field of K(X).

The result of Proposition 1.29 can be made more general.

Theorem 1.32 Let k be a perfect field and k̄ an algebraic closure of k. Let
X be an integral projective curve over k and let L/k be the full constant
field of K(X) over k. Then the number of irreducible components of Xk̄ is
equal to the degree [L : k].

Instead of a proof, we illustrate this phenomenon with an example.

Example 1.33 Let k = Q and A = Q[X, Y ]/(X3 − 2Y 3) and X = Spec A.
Because X3 − 2Y 3 is irreducible in Q[X, Y ], A is a domain. We have X
irreducible and K(X) = Frac(A). We calculate the base change to the base
field C.

XC = Spec A⊗Q C = Spec C[X, Y ]/(X3 − 2Y 3) =

Spec C[X, Y ]/(X − α)(X − ζα)(X − ζ2α),

where α satisfies α3 = 2Y and ζ is a primitive third root of unity, i.e. ζ2 +
ζ + 1 = 0. Note that A ⊗Q C is not a domain and hence does not have a
field of fractions. We see that the curve XC has three irreducible components
corresponding to the three irreducible factors (X − α), (X − ζα), (X − ζ2α)
of (X3−2Y 3). The function field K(X) is isomorphic to Q( 3

√
2)(Y ), because
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the rational function X
Y
∈ K(X) satisfies (X

Y
)3 = 2. It is now clear that

the full constant field of K(X) is L = Q( 3
√

2). This is consistent with the
theorem, since [L : k] = [Q( 3

√
2) : Q] = 3 is equal to the number of irreducible

components of XC.

Theorem 1.34 The functors K and L give an anti-equivalence between the
category of normal projective geometrically irreducible curves over k and
algebraic function fields over k with full constant field k.

Proof We need to show that the composition functors L ◦K and K ◦L are
each isomorphic to the identity functor.

It is clear from Proposition 1.29 that K maps a geometrically irreducible
curve X over k to a function field with full constant field k. After applying
L again to this function field we get again a projective curve. Since L is
defined using Definition 1.26 this curve normal. Furthermore by Proposition
1.29 L(K(X)) is also geometrically irreducible. So L(K(X)) is just like X a
normal projective geometrically irreducible curve with function field K(X).
Moreover, L(K(X)) is uniquely determined by K(X) up to isomorphism and
therefore L(K(X)) is isomorphic to X.

On the other hand, by Definition 1.26 and the definition of L we have
K(L(F )) = F for any algebraic function field F . We conclude that L ◦K is
isomorphic to the identity functor and K ◦ L is the identity functor. �

1.4 Galois action on places

Definition 1.35 Let X be a normal projective curve over k and let L/k be
a field extension of k. Let ρ : XL → X be the projection on X. Let x ∈ X
and y ∈ XL. We say that y extends x if ρ(y) = x.
In the context of function fields let F = K(X) and let F ′ = K(XL) = LF .
If Oy ⊂ F ′ and Ox ⊂ F are places, we say Oy extends Ox if Ox = Oy ∩ F .

As the projection ρ is surjective, every x ∈ X has an extension in XL and
every y ∈ XL is the extension of some x ∈ X.

In the case that the field extension L/k is Galois, we have the following
result ([10] Theorem III.7.1).

Theorem 1.36 Let x ∈ X and let ρ−1(x) be the set of extensions of x in
XL. The Galois group of L over k acts transitively on ρ−1(x).

Definition 1.37 Let X be a normal projective curve over k and let L/k be
a field extension. We let X(L) denote the set of morphisms of k-schemes
from Spec L to X. The elements of X(L) are called L-valued points of X.

Proposition 1.38 Let X be a normal projective curve over k and let L/k
be a field extension. The following properties are true.

(a) We have a canonical bijection X(L)→ XL(L).
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(b) Any element of X(L) is uniquely determined by the data consisting of
a point x ∈ X and a homomorphism of k-algebras k(x)→ L.

(c) For any extension L′ of L, we have a natural inclusion X(L) ⊂ X(L′).

(d) Let B = k[x0, . . . , xn]. If X = V+(I) = {p ∈ Proj B with I ⊂ p}
is a closed subvariety of Proj B, then we can identify X(L) with
{(t0, . . . , tn) ∈ P(Ln+1) | F (t0, . . . , tn) = 0, for all F ∈ I}.

Let X be a normal projective curve over k and let L/k be a finite Galois
extension with group G. The group G acts on L as the group of automor-
phisms of L that leave k fixed. This induces an action on X(L) via 1.38
(b).

Proposition 1.39 Let H ⊂ G be a normal subgroup. There is a bijection
between the set of orbits (G/H)�X(LH) and X(k). The set of fixed points
X(L)H can be identified with X(LH).

Proof The Galois group of LH over k = LG is G/H, so as above G/H
acts on X(LH). By 1.38 (a) we may identify X(LH) with XLH (LH). Let
ρ : XLH → X be the projection and let x ∈ X(k). By 1.38 we can identify
ρ−1(x) with Homk−alg(k(x), LH). The action of G/H on ρ−1(x) is transitive.
So we can identify the orbits (G/H)�X(LH) with X(k).
An element of X(L) is a pair (x, f) with x ∈ X and f : k(x) → L.
This is fixed by the action of H if and only if f factors through LH as
k(x)→ LH → L, where the last arrow is just the inclusion. Finally, (x, f) is
fixed by the action of H if and only if the image of f is contained in LH if
and only if (x, f) corresponds to a point in X(LH). �

For the last part one could also say that the bijection X(L)H to X(LH)
is a consequence of the bijection Homk−alg(k(x), LH) → Homk−alg(k(x), L)H

induced by the inclusion LH ⊂ L.

Proposition 1.40 Let k be a perfect field. Let X be a normal projective
curve over k and let L/k be a finite (separable) algebraic extension. Let
x ∈ X and let y1, . . . , ym be the extensions of x in XL. Then

degk x =
m∑
i=1

degL yi.

Proof First we note that by definition degk x = [k(x) : k] and degL yi =
[k(y) : L]. Let ξ and η be the generic points of X and XL respectively. We
denote their function fields by F = OX,ξ and F ′ = OXL,η. For 1 ≤ i ≤ m let
fi = f(yi|x) := [k(yi) : k(x)] and let ei = e(yi|x) be the ramification index
of yi over x. We will deduce the result from theorem III.1.11 in [10], which
states that

m∑
i=1

eifi = [F ′ : F ]. (1.1)
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Theorem III.6.3(a) in [10] says that algebraic constant field extensions are
unramified. So ei = 1 for all i. From lemma III.6.2 in [10] we can conclude
that [F ′ : F ] = [L : k]. Substituting this in equation 1.1 We get

m∑
i=1

[k(yi) : k(x)] = [L : k]. (1.2)

Now let us compute [k(yi) : k(x)] in another way. We have two sets of field
inclusions k ⊂ k(x) ⊂ k(yi) and k ⊂ L ⊂ k(yi). This gives us

[k(yi) : k] = [k(yi) : k(x)][k(x) : k] = [k(yi) : L][L : k],

from which we conclude that [k(yi) : k(x)] =
[k(yi) : L][L : k]

[k(x) : k]
. Substituting

this in the left hand side of equation 1.2 gives

m∑
i=1

[k(yi) : L][L : k]

[k(x) : k]
= [L : k]. (1.3)

We cancel [L : k] on both sides and move [k(x) : k] to the other side to get

m∑
i=1

degL yi =
m∑
i=1

[k(y) : L] = [k(x) : k] = degk x.

This is what we needed to prove. �

Corollary 1.41 Let k = Fq and L = Fqm . Let X be a projective curve over
k and x ∈ X a place of degree l. Let d = gcd(l,m). Then x extends into
exactly d places of degree l

d
in XL.

Proof As L/k is Galois, all the places y extending x have the same relative
degree f(y|x), hence they also all have the same degree degL y = [k(y) : L].
Let n be the number of extensions of x inXL. From the theorem we know that
m = n degL y. Therefore we only need to show that degL y = m

d
= m

gcd(l,m)
.

The residue class field k(y) is the compositum of k(x) ∼= Fql and L = Fqm , so
k(y) ∼= Fqlcm(m,l)

∼= Fqml/d . Hence degL y = [Fqml/d : Fql ] = m
d
. Now it follows

that n · m
d

= m, and therefore x extends into exactly n = d places. �

Corollary 1.42 Let k = Fq and L = Fqm . Let X be a projective curve over
k and x ∈ X a place of degree m. Then x extends into exactly m L-rational
places in XL.
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Chapter 2

Generalizing Reed Solomon
and Goppa codes

2.1 Basic contructions

Let q be a prime power and let Fq be a finite field with q elements.

Definition 2.1 A linear error correcting code over Fq of length n and di-
mension k is a Fq -linear subspace of Fn

q of dimension k.

Definition 2.2 Let v ∈ Fn
q . We define the weight w(v) of v as the number

of nonzero coordinates of v. In other words

w(v) = |{1 ≤ i ≤ n | vi 6= 0}|.

Definition 2.3 Let C be a linear error correcting code over Fq of length n
and dimension k. The minimum distance d of C is defined by

d = min{w(v) | v ∈ C and v 6= 0}.

A code C with these parameters is denoted as a linear [n, k, d]q-code or some-
times as a [n, k, d]-code.

Example 2.4 The space Fn
q is a [n, n, 1]q-code. The space with basis (1, 1, 1, 1)

is a [4, 1, 4]q-code.

There are several ways to combine codes into a new code.

Definition 2.5 Let Ci be a linear [ni, ki, di]q-code for i = 1, 2. The product
C1 × C2 of C1 and C2 is the code defined by

C1 × C2 = {(x1, x2) | x1 ∈ C1 and x2 ∈ C2} ⊂ Fn1+n2
q .

It has parameters [n, k, d] where n = n1+n2, k = k1+k2, d = min{d1, d2}.
This is easy to see because the dimension of the product of two linear sub-
spaces is the sum of their dimensions. For the weight we have w(x1, x2) =
w(x1) + w(x2). To make this minimal we may assume d1 ≤ d2 and can take
x2 with weight zero and x1 with weight equal to d1.
The t-fold product Ct

1 has parameters [tn1, tk1, d1].
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Definition 2.6 Let C1 and C2 be two linear codes of the same dimension k.
Say Ci is a linear [ni, k, di]q-code for i = 1, 2. Let C1 × C2 be their product.
Both codes have the same dimension so we can choose a linear isomorphism
γ : C1 → C2. We define the concatenation C1C2 of C1 and C2 as the graph
of γ, so

C1C2 = {(a, γ(a)) | a ∈ C1} ⊂ C1 × C2.

It has parameters [n1 + n2, k, d] with d ≥ d1 + d2. The length of the
code is n1 + n2, because it is a subspace of the product. The dimension is k,
because γ is injective. For the minimal weight consider a nonzero code word
(a, γ(a)). We have w(a, γ(a)) = w(a)+w(γ(a)). Since γ is linear, both a and
γ(a) are not zero. So they must have weight at least d1 and d2 respectively.
We conclude d ≥ d1 + d2.

Definition 2.7 Let C1 be a linear [n1, k1, d1]q-code and t a positive integer.
The diagonal code diag(Ct

1) is the diagonal of the t-fold product Ct
1.

diag(Ct
1) = {(x, x, . . . x) | x ∈ C1} ⊂ Ftn1

q .

It has parameters [tn1, k1, td1]. This is easy to see because it is just C1

concatenated with itself t times. So the dimension does not change and
w(x, x, . . . , x) = w(x) + w(x) + · · · + w(x) = tw(x). So the minimal weight
is td1.

2.2 Generalized Algebraic Geometry Codes

In 1970 Goppa introduced his classical Goppa codes, also called algebraic
geometry codes. These Goppa codes generalize the BCH-codes that were
invented by Bose and Ray-Chaudhuri and independently by Hocquenghem
around 1960. Because these codes have good coding and decoding algorithms,
they are important for practical use.

The construction we give here originates from [13] and generalizes the
notion of a Goppa code, hence the name: generalized algebraic geometry
code. These codes are interesting not only because, like Goppa codes, they
allow efficient coding and decoding algorithms, but also because these codes
have a relatively high dimension and minimum distance. This makes them
very suitable for constructing sequences of asymptotically good codes which
we will see in the next chapters. In preparation for the construction of these
sequences of codes we define generalized algebraic geometry codes here and
study some of their properties. In particular we determine lower bounds for
their parameters. We will also see how they generalize Goppa codes.

To define a generalized algebraic geometry code we need the following:

• A finite field Fq and an algebraic function field F/Fq of genus g with
full constant field Fq .

• A natural number N . Distinct places P1, . . . PN of F , each Pi has degree
ki. We define the divisor D = P1 + P2 + . . . PN .

24



• A set of linear codes C1, . . . , CN over Fq, each Ci has parameters

[ni, ki, di]. We set n =
∑N

i=1 ni.

• For every place Pi a Fq-linear isomorphism φi : FPi → Ci ⊂ Fni
q , where

FPi = OPi/Pi is the residue class field of Pi.

• A divisor G, such that supp(G) ∩ supp(D) = ∅.

Recall definition 1.10 of the Riemann-Roch space L(G). We define a map
φ : L(G)→ Fn

q by setting

φ(z) = (φ1(z(P1)), φ2(z(P2)), . . . , φN(z(PN))) ∈ Fn
q (2.1)

for all z ∈ L(G).

Definition 2.8 The image of φ is called a generalized algebraic geometry
code and we denote it by C(D,G, φ).

2.2.1 Parameters of a generalized algebraic geometry
code

From [9] we have the following Proposition stated without proof. We include
a proof here.

Proposition 2.9 The code C(D,G, φ) is a linear [n, k, d]-code over Fq with

• n =
∑N

i=1 ni

• k = dimL(G) ≥ degG+ 1− g if degG <
∑N

i=1 ki

• d ≥ min{
∑

i 6∈S di | S ⊆ {1, . . . , N} is such that
∑

i∈S ki ≤ degG}.

Proof Since every φi has image in Fni
q , the image of φ is in

∏N
i=n Fni

q
∼= Fn

q ,
so the code has length n. Furthermore, φ is a linear map, because φi is linear
for all i. So the code is linear.

For z ∈ L(G), φ(z) can only be zero if φi(z(Pi)) = 0 for every i. Since φi
is injective, this is the same as saying that vPi(z) ≥ 1 for all Pi ∈ supp D.
Hence Ker φ = L(G−D). If degG <

∑N
i=1 ki = degD, then deg(G−D) < 0,

hence φ is injective and therefore its image has the same dimension as L(G).
The inequality dimL(G) ≥ degG + 1− g is a consequence of the Riemann-
Roch Theorem.

The last part asks us to find a lower bound for d. Because the code is
linear d = min{w(φ(z)) | z ∈ L(G)}. Now fix z in L(G) \ {0}. We have

w(φ(z)) = w((φ1(z), φ2(z), . . . , φN(z))) =
∑
i∈Rz

w(φi(z(Pi))) ≥
∑
i∈Rz

di,

where Rz = {i ∈ {1, . . . , N} | z(Pi) 6= 0}. Here the last equality follows from
the fact that for i 6∈ Rz, φi(z(Pi)) has weight zero and does not contribute to
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the sum. The inequality holds, because φi maps injectively into a [ni, ki, di]-
code and therefore any nonzero code word has weight at least di. Now we
have that d ≥ min{

∑
i∈Rz di | z ∈ L(G) \ {0}}.

We define Sz = {1, . . . , N} \ Rz = {i ∈ {1, . . . , N} | z(Pi) = 0}. We will
show that

∑
i∈Sz ki ≤ degG. For all i ∈ Sz, vPi(z) ≥ 1, so z ∈ L(G−

∑
i∈S Pi),

so dim(G−
∑

i∈S Pi) 6= 0. Now Proposition I.4.2b in [10] implies that deg(G−∑
i∈S Pi) ≥ 0, hence we can conclude that degG −

∑
i∈Sz degPi ≥ 0. Using

ki = degPi we find
∑

i∈Sz ki ≤ degG.
Finally we note that the set {Sz | z ∈ L(G) \ {0}} is a subset of the set

{S ⊆ {1, . . . , N} | S is such that
∑

i∈S ki ≤ degG}. Since the minimum will
not increase, when S runs through a bigger set, we get the result. �

We can find another lower bound for the minimum distance of a generalized
algebraic geometry code.

Lemma 2.10 Let d be the minimum distance of a generalized algebraic
geometry code. Then

d ≥ min{
N∑
i=1

di − degG−
∑
i∈S

(di − ki)}

where the minimum is taken over all sets S ⊆ {1, . . . , N} such that
∑

i∈S ki ≤
degG.

Proof Assume S ⊆ {1, . . . , N} is such that −
∑

i∈S ki ≥ − degG.

Then
∑

i 6∈S di =
∑N

i=1 di −
∑

i∈S di +
∑

i∈S(ki − ki) =
∑N

i=1 di −
∑

i∈S ki −∑
i∈S(di−ki) ≥

∑N
i=1 di−degG−

∑
i∈S(di−ki). The result now follows from

Proposition 2.9. �

Corollary 2.11 If di = ki for all i, then d ≥ degD − degG.

Proof This follows from substituting
∑N

i=1 di =
∑N

i=1 ki = degD in the
above lemma. �

Corollary 2.12 Let C(D,G, φ) be a generalized algebraic geometry code
with ku = min{ki | 1 ≤ i ≤ N} and dv = min{di | 1 ≤ i ≤ N} and minimum
distance d. Then

d ≥ dv(N −
degG

ku
).

Proof By Proposition 2.9 d ≥ min{
∑

i 6∈S di}, where the minimum is taken
over all sets S for which

∑
i∈S ki ≤ degG. Let S ′ ⊂ {1, . . . , N} be such a set

with maximal cardinality. Then d ≥ min{
∑

i 6∈S di} ≥ (N − |S ′|)dv. We find
an upper bound for |S ′|. We have |S ′|ku =

∑
i∈S′ ku ≤

∑
i∈S′ ki ≤ degG. So

|S ′| ≤ degG
ku

and therefore d ≥ (N − |S ′|)dv ≥ dv(N − degG
ku

). �

Lemma 2.13 Let C be a generalized algebraic geometry code with ku =
min{ki | 1 ≤ i ≤ N}. Let z ∈ L(G) and let d′ be the number of indices i for
which φi(z(Pi)) is nonzero. Then d′ ≥ N − degG

ku
.
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Proof From the proof of Proposition 2.9 we have d′ = |Rz| and d ≥ minz{
∑

i∈Rz di}.
Since di ≥ 1 for all i we find that d′ ≥ min{

∑
i 6∈S 1 | S ⊆ {1, . . . , N} is such

that
∑

i∈S ki ≤ degG}. Now Corollary 2.12 with dv = 1 gives the result. �

Let us now consider a linear error correcting code over Fqm . We can
identify the field Fqm with Fm

q in the following way. Let α ∈ F∗qm be a
generator of the cyclic group F∗qm , then Fqm = Fq(α). Consider the map
ψ : Fq(α)→ Fm

q given by

ψ(a0 + a1α + . . .+ am−1α
m−1) = (a0, a1, . . . , am−1).

Using this map we can view a code defined over Fqm as a code over Fq . This
raises the question how parameters change when we view a code over Fqm as
a code over Fq .

Lemma 2.14 Let C be a linear [n, k, d′]qm-code. Then via ψ,C becomes a
linear [nm, km, d]q-code, with d′ ≤ d ≤ md′.

Proof Let v = (v1, . . . , vn) ∈ C ⊂ Fn
qm . The isomorphism ψ extends

naturally to an isomorphism ψ : Fn
qm → Fmn

q (also denoted ψ) by setting
ψ(v) = (ψ(v1), . . . , ψ(vn)). We see that the length of C over Fq is nm. If
{1, α, . . . , αm−1} is a basis of Fqm over Fq , then all the vectors αiv are in C,
since C is linear. The vectors ψ(αiv) are all linearly independent over Fq ,
therefore the dimension of C as a code over Fq is km.

Let v = (v1, . . . , vn) ∈ Fn
qm have weight 1 over Fqm , in other words v

has exactly 1 nonzero coordinate, say v1. Now v1 is mapped by ψ to m
coordinates in Fq and since ψ maps only zero to zero, at least one and at
most m of these m coordinates are nonzero. Therefore the weight of ψ(v)
over Fq is at least one and at most m. Since any vector is a sum of vectors
of weight one, it follows that d′ ≤ d ≤ md′. �

For example the field Fqm can be viewed as a [1, 1, 1]qm-code and also as a
[m,m, 1]q-code.

2.2.2 Relation with Goppa codes

Let us recall the definition of a Goppa code. Let F/Fq be a function field,
P1, . . . , PN distinct rational places of F of degree one. D = P1 + · · · + PN .
Let G be a divisor of F such that Supp G ∩ Supp D = ∅.

Definition 2.15 The geometric Goppa code associated with the divisors D
and G is defined by

C(D,G) = {(z(P1), z(P2), . . . , z(PN)) | z ∈ L(G)} ⊂ FN
q .

We will show that generalized algebraic geometry codes generalize the
definition of a Goppa code. Let F,D,G be as above. For each i we define
the linear code Ci to be the [1, 1, 1]q-code Fq. For every place Pi the residue
field FPi = Fq . Therefore we can take φi : FPi → Ci the identity map. The
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generalized algebraic geometry code C(D,G, φ) is equal to the Goppa code
C(D,G). From Proposition 2.9 this is a code of length N and if degG < N
the dimension is equal to the dimension of L(G). Corollary 2.11 tells us that
the minimum distance d satisfies d ≥ N − degG.

2.3 Goppa codes and Reed-Solomon codes

We have seen that Goppa codes are generalized algebraic geometry codes. In
this section we will give two definitions of Reed-Solomon codes. The first def-
inition defines a Reed-Solomon code as a Goppa code, the second is the orig-
inal definition. We show that they are equivalent and thereby Goppa codes
and hence generalized algebraic geometry codes generalize Reed-Solomon
codes.

Definition 2.16 A code of length n over Fq is cyclic if for any codeword
c = (c1, c2, . . . , cn) ∈ C also (cn, c1, c2, . . . , cn−1) ∈ C.

It is well known that the canonical isomorphism Fn
q
∼= Fq [X]/(Xn− 1) gives

a bijection between cyclic codes of length n and ideals of Fq [X]/(Xn − 1).
Via this isomorphism we can write codewords c = (c0, c1, . . . , cn−1) ∈ C
as polynomials c(X) =

∑n−1
i=0 ciX

i ∈ Fq [X]/(Xn − 1). Since cyclic codes
correspond to ideals and every ideal in Fq [X]/(Xn − 1) is principal because
Fq [X] is a principal ideal domain, we can define a generator polynomial of a
code as a generator of the corresponding ideal in Fq [X].

Definition 2.17 Let α be a primitive element of Fq . Then α has order
n = q − 1. Let 0 < k ≤ n. Let D = Pα0 + Pα + · · · + Pαn−1 and let
G = (k − 1)P∞ be divisors of the rational function field Fq(X). The code

C = C(D,G) =

{cf = (f(α0), f(α), . . . , f(αn−1)) |f ∈ Fq [X] and deg f ≤ k − 1} ⊆ Fn
q

is called a Reed-Solomon code, or RS-code. It has parameters [n, k, n+ 1− k]q.

Definition 2.18 Let α be a primitive element of Fq . Then α has order
n = q − 1. Let 0 ≤ l ≤ n + 1 and 2 − l ≤ δ ≤ n + 1 − l be nonnegative
integers. An RS-code is a cyclic code over Fq of length n = q − 1, for which
the generator polynomial g is the least common multiple of the generator
polynomials of αl, αl+1, . . . , αl+δ−2. It has parameters [n, n+ 1− δ, δ]q.

Theorem 2.19 The two definitions of RS-code above are equivalent. More
precisely, the code C(D,G) in definition 2.17 with k = n+ 1− δ is equal to
the code in definition 2.18 with l = 1.

Proof Let g(X) = (X − αl)(X − αl+1) · · · (X − αl+δ−2) be the generator
polynomial of αl, αl+1, . . . , αl+δ−2. We wish to show that any codeword cf =
cf (X) = f(α0) + f(α)X + · · · + f(αn−1)Xn−1 of the code C in definition
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2.17 is a multiple of g(X). We will do this by showing that g(x) = 0 implies
cf (x) = 0 for any x ∈ Fq .

Let x = αt be a zero of g(X). Then l ≤ t ≤ l+ δ−2. Say f =
∑k−1

j=0 bjX
j

and let Φ(X) = (X − α)(X − α2) · · · (X − αn−1) = Xn−1
X−1

. We have

cf (α
t) =

n−1∑
i=0

αtif(αi) =
n−1∑
i=0

αti
k−1∑
j=0

bjα
ij =

n−1∑
i=0

k−1∑
j=0

bjα
ti+ji =

k−1∑
j=0

n−1∑
i=0

bjα
(t+j)i =

k−1∑
j=0

bjΦ(αt+j) = 0.

Note that Φ(αt+j) = 0 whenever t+j 6= 0 or n. Since l+j ≤ t+j ≤ l+δ−2+j
and 0 ≤ j ≤ k − 1 = n − δ, we get l ≤ t + j ≤ l + n − 2 and so if l = 1 we
can conclude that t+ j 6= 0 or n. Hence cf (X) is a multiple of g(X). So the
code C(D,G) is contained in the ideal generated by g. The code C(D,G)
has dimension k = n+ 1− δ = n− deg g. Therefore the two codes have the
same dimension and are equivalent. �

Remark 2.20 The parameters of the RS-code in definition 2.18 do not de-
pend on l. Therefore any two of such RS-codes with generator polynomials
of the same degree have the same parameters and are equivalent. By the
above theorem these are equivalent to the Goppa code in 2.17. We conclude
that Goppa codes are a generalization of RS-codes.
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Chapter 3

Asymptotically good codes

Definition 3.1 Let C be an [n, k, d]q-code. The rate of C is the ratio

R = R(C) =
k

n

and the relative minimum distance of C is the ratio

δ = δ(C) =
d

n
.

Let (Cm)m≥0 be a sequence of codes over Fq , where each Cm is a [nm, km, dm]q-
code. We say that the sequence of codes (Cm)m≥0 is asymptotically good if

lim inf
m→∞

R(Cm) > 0 and lim inf
m→∞

δ(Cm) > 0.

3.1 Bounds for the rate of a code

There is a balance between rate and minimum distance. Codes with a high
rate will have a small relative minimum distance and vice versa. To make
this more precise we define

Vq = {(δ(C), R(C)) ∈ [0, 1]2 |C is a linear code over Fq}

and Uq ⊂ [0, 1]2 is the set of limit points of Vq.

Proposition 3.2 There is a continuous function αq : [0, 1]→ [0, 1] such that

Uq = {(δ, R) | 0 ≤ δ ≤ 1 and 0 ≤ R ≤ αq(δ)}.

Moreover, αq(0) = 1, αq(δ) = 0 for 1 − 1
q
≤ δ ≤ 1, and αq is decreasing on

the interval 0 ≤ δ ≤ 1− 1
q
.

This is proved in [8]. This Proposition says that αq(δ) is the maximum
possible rate for a code with relative minimum distance δ. The exact value
of αq(δ) is unknown for 0 < δ < 1− 1

q
.

The higher both δ(C) and R(C) are, the better is the performance of a
code C. For any code C the rate R(C) = αq(δ(C)) is the highest possible
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rate. To be able to evaluate the performance or efficiency of code, we need to
know more about the function αq. There are several upper and lower bounds
for αq. We state some of them here, for a proof we refer the reader to [10]
and the references therein.

The q-ary entropy function Hq : [0, 1 − 1
q
] → R is defined by Hq(0) = 0

and

Hq(x) = x logq(q − 1)− x logq(x)− (1− x) logq(1− x) for 0 ≤ x ≤ 1− 1/q.

(Plotkin Bound) For 0 ≤ δ ≤ 1− 1
q
,

αq(δ) ≤ 1− q
q−1

δ.

(Hamming Bound) For 0 ≤ δ ≤ 1,

αq(δ) ≤ 1−Hq(
δ
2
).

(Bassalygo-Elias Bound) For 0 ≤ δ ≤ 1− 1
q

and θ = 1− 1
q

,

αq(δ) ≤ 1−Hq(θ −
√
θ(θ − δ)).

(Gilbert-Varshamov Bound) For 0 ≤ δ ≤ 1− 1
q
,

αq(δ) ≥ 1−Hq(δ).

Of the three upper bounds, the Bassalygo-Elias Bound is always best. The
Gilbert-Varshamov Bound is a lower bound for αq. It implies that asymp-
totically good codes exist. The proof of the Gilbert-Varshamov Bound is not
constructive, i.e. it does not tell one how to construct such a sequence of
codes.

There is another lower bound for aq. To formulate it we make a definition.

Definition 3.3 Let Nq(g) be the maximum number of rational places that
a function field of genus g defined over Fq can have. We define

A(q) = lim sup
g→∞

Nq(g)

g
.

(Tsfasman-Vladut-Zink Bound) For 0 ≤ δ ≤ 1,

αq(δ) ≥ 1− δ − 1
A(q)

.

The Tsfasman-Vladut-Zink bound improves the Gilbert-Varshamov bound in
some range of δ for all q ≥ 49. In [10] Theorem V.3.6 it is shown that A(q) ≤√
q − 1. Ihara, Tsfasman, Vladut and Zink used methods from algebraic

geometry and number theory to show that equality holds if q is a square
[11]. In other words A(q2) = q− 1. Let B1(F ) denote the number of rational
places of a function field F . In section 4.2 we give a construction of a tower
of function fields (Fn)n≥1 over Fq2 for which limn→∞

B1(Fn)
g(Fn)

= A(q2) = q − 1.
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3.1.1 A first attempt

One of the main problems in coding theory is the construction of asymptot-
ically good codes. To demonstrate that this is not an easy problem, we will
start with a simple construction of a sequence of codes that turns out to be
not asymptotically good.

We have seen that by taking products and concatenations of a code we
can increase its dimension and minimum distance. Therefore a first idea may
be to construct a sequence of codes by taking repeated concatenations and
products.

Let C0 be a [n0, k0, d0]q-code and let (bi)i≥1 with bi ∈ {0, 1} for all i, be
a sequence of zeroes and ones. We construct a sequence of codes (Cm)m≥0

recursively.

Cm =

{
C2
m−1 if bm = 0

diag(C2
m−1) if bm = 1

Proposition 3.4 The sequence of codes constructed above is not asymptot-
ically good.

Proof We compute the parameters [nm, km, dm] using 2.5 and 2.7. For each
m,nm = 2nm−1. So nm = 2mn0. Let xm = |{1 ≤ i ≤ m | bi = 0}| be the
number of zeroes occuring in the first m entries in the sequence and similarly
let ym be the number of ones. Then xm + ym = m. We have km = 2km−1 if
bm = 0 and km = km−1 if bm = 1, so km = 2xmk0. In a similar way we find
that dm = 2dm−1 if bm = 1 and dm = dm−1 if bm = 0, so dm = 2ymd0. From

this it is easy to compute that rm =
km
nm

=
2xmk0

2mn0

=
r0

2m−xm
and δm =

dm
nm

=

2ymd0

2mn0

=
δ0

2xm
. Now it follows that lim rm · lim δm = lim rmδm = lim r0δ0

2m
= 0,

here lim is the limit where m tends to infinity. Hence lim rm = 0 or lim δm = 0
and therefore the code is not asymptotically good. �

Note that in fact both limits are zero unless the sequence (bi)i≥1 eventually
becomes constant. Furthermore this result does not depend on the sequence
(bi)i≥1, therefore we see that any sequence of codes constructed by repeatedly
taking diagonals and products is not asymptotically good.

3.2 MGAG codes

Now we present the construction of a family of asymptotically good codes
that was given by Spera in [9]. He starts with a generalized algebraic ge-
ometry code where all the codes Ci have the same parameters and modifies
this to prove that the resulting code is asymptotically good. We will refer
to these codes as MGAG codes (Modified Generalized Algebraic Geometry
codes). Next we show that these MGAG codes generalize the codes that were
constructed in [6] by Justesen.
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Fix a prime power q > 16 and a rational number R with 0 < R < 1
2
. We

fix an algebraic function field F/Fq of genus g. For every m ∈ N such that
2mR is an integer we construct a generalized algebraic geometry code using
the following data:

• A positive integer N = Nm with am
√
qm ≤ Nm ≤ Bm

1. Here a is a
positive integer such that 16 ≤ a2 < q and Bm is the number of places
of F of degree m.

• Distinct places P1, . . . PN of degree m. D = P1 + · · ·+ PN .

• A divisor G, such that supp(G) ∩ supp(D) = ∅ and degG = 2RmNm.

• For 1 ≤ i ≤ Nm, we take Ci = Fm
q the linear [m,m, 1]q-code and

φi : FPi → Fm
q a linear isomorphism.

Now the code C ′m = C(D,G, φ) where φ = (φi)
N
i=1 is as before, has parameters

[nm, km, dm]q with nm = mNm, km = dimL(G) ≥ 2RmNm + 1− g and dm ≥
Nm(1−2R). This all comes from Proposition 2.9. dm ≥ min

∑
i 6∈S 1 = Nm − |S|,

where S is the largest set such that |S|m ≤ degG, so−|S| ≥ −degG
m

= −2RNm.
As m tends to infinity, the family of generalized algebraic geometry codes

C ′m does not appear to be asymptotically good. Let Rm be the rate and δm
the relative minimum distance of C ′m.

Rm =
km
nm
≥ degG

mNm

+
1− g
mNm

−→ degG

mNm

=
2RmNm

mNm

= 2R.

δm =
dm
nm
≥ Nm(1− 2R)

mNm

=
1

m
(1− 2R).

Although the above does not imply that the relative minimum distance tends
to zero, we cannot conclude that the relative minimum distance stays posi-
tive. Therefore we need to modify the construction.

All the φi have image in Fm
q . We give Fm

q the structure of a field by
identifying it with Fqm . Let α be a primitive element of Fqm , such that
Fqm = Fq(α). Now we define a map ψ : Fq(α)→ Fm

q by

ψ(a0 + a1α + . . .+ am−1α
m−1) = (a0, a1, . . . , am−1). (3.1)

We set ξ = ψ(α). Note that in the multiplicative structure we have now
given to Fm

q , multiplication of an element x ∈ Fm
q by ξ is given by ξ · x =

ψ(α · ψ−1(x)). We define a Fq -linear isomorphism σξ : (Fm
q )N → (Fm

q )N by

σξ(x0, x1, . . . , xN−1) = (x0, ξx1, . . . , ξ
N−1xN−1) for xi ∈ Fm

q .

It is easy to verify that σξ is indeed an Fq -linear isomorphism and that
its inverse is σξ−1 . From now on we assume N ≤ qm − 1, then all powers
ξ0, ξ, . . . ξN−1 are distinct, since α is a primitive element and has order qm−1.
Applying σξ to the code C ′m gives a code σξC

′
m with the same parameters.

1See Lemma 3.7
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Definition 3.5 The MGAG code Cm is the concatenation, see Definition
2.6, of C ′m and σξC

′
m, i.e. Cm = C ′mσξC

′
m. It consists of all code words of the

form (φ(z), σξφ(z)) =

(φ1(z(P1)), . . . , φN(z(PN)), φ1(z(P1)), ξφ2(z(P2)), . . . , ξN−1φN(z(PN)))
(3.2)

with z ∈ L(G).

These MGAG codes (Cm)m can be used to construct asymptotically good
sequences of codes, as we will show in the next sections.

3.3 The first asymptotically good code

The first asymptotically good sequence of codes, constructed by Justesen
[6] is closely related to the MGAG codes defined above. We will define
Justesen’s code Jm using our MGAG codes above. For every m the code Jm
in the sequence is a MGAG code over Fq . But as opposed to the sequence of
codes defined above, in this sequence the function field F is not fixed. It will
vary with m. For m a positive integer and a fixed prime power q we take the
function field F = Fqm(X), so the function field itself depends on m.

Now there are two equivalent ways to construct a sequence of codes over
Fq . Both constructions yield a code of the same length with coordinates in
Fq. For both ways we let α be a primitive element of Fqm and apply the
isomorphism ψ given in equation 3.1 to each coordinate to obtain a code
over Fq .

In the first construction we consider F as function field over Fqm . The
code Cm will turn out to be a modified Reed-Solomon code over Fqm . We
expand this code using ψ to get a code over Fq . In the second construction
we consider F = Fqm(X) as function field over Fq .

3.3.1 Justesen’s code over Fqm

We consider F = Fqm(X) as function field over Fqm . We fixR with 0 < R < 1
2

and we take k the smallest integer greater than or equal to 2RN , where
N = qm − 1. Now we take G = (k − 1)P∞. Let α be a generator for the
multiplicative group F∗qm . The divisor D is the set of all rational places
corresponding to powers of α, so these are all the rational places except the
two places corresponding to zero and infinity. In short D = P1 + Pα + · · ·+
PαN−1 . For 0 ≤ i ≤ N − 1 we let Ci = Fq(α) be the linear [1, 1, 1]qm-code
and φi : FPαi → Ci the identity.

Let Cm be the MGAG code with the divisors D and G and map φ as
above. So

Cm = {φ(z) = (z(1), z(α), . . . z(αN−1), z(1), αz(α), . . . , αN−1z(αN−1))

| z ∈ Fq(α)[X] and deg(z) ≤ k − 1} ⊂ Fq(α)2N .
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Note that in this case ξ = α, because we have identified Fqm with Fq(α).
Remark that the first N coordinates of Cm form a Reed-Solomon code over
qm of dimension k. Hence we see that Cm is a [2N, k, 2(N + 1− k)]qm-code.

Definition 3.6 Justesen’s code Jm is the code Cm considered as a vector
space over Fq . In other words it is Cm expanded as q-ary code by applying
ψ to each coordinate. It is a [2mN,mk, d]q-code with d ≥ 2(N + 1− k).

Justesen did this construction for q = 2 and showed that the family of codes
(Cm)m is asymptotically good. A proof of a more general case is given in
section 3.4.

3.3.2 Justesen’s code over Fq

Now we repeat this construction, but we consider F = Fqm(X) as function
field over Fq. As before, fix R with 0 < R < 1

2
and take k the smallest integer

greater than or equal to 2RN . Let N = qm − 1. We take G = (k − 1)P∞.
Let α ∈ F∗qm as before be an element of order qm − 1. The divisor D is the
set of all places corresponding to powers of α, so D = P1 +Pα + · · ·+PαN−1 .
We write Pi for Pαi . Remark that in general the places are not rational over
Fq . For example FPi

∼= Fq(α
i) and has degree ki = [Fq(α

i) : Fq ].

For 0 ≤ i ≤ N − 1 we let Ci = Fq(α
i) ⊂ Fq(α) be a linear [m, ki, 1]q-code

and φi : FPi → Fm
q is the composition of the isomorphism FPi

∼= Ci followed
by the inclusion Fq(α

i) ⊂ Fq(α), followed by ψ .

Let Cm be the MGAG code as in definition 3.5 with the divisors D and G
and map φ above. The code Cm is a q-ary code of length 2N and dimension
k. It cannot be equal to the code Jm of definition 3.6, since the dimension is
k and Jm has dimension mk. However, we can show that it is a subspace of
Jm and we can construct the code Jm out of m copies of Cm.

We will write P ′ for a place in F over Fqm and we denote its restric-
tion to F over Fq by P . We have G′ = (k − 1)P ′∞ and L(G′) = {z ∈
Fq(α)[X] | deg z < k} and L(G) = {z ∈ FqX | deg z < k} . First we note
that for Pi = Pαi and z ∈ L(G) the identification FPi

∼= Fq(α
i) maps z(Pi)

to z(αi). It is easy to see that L(G′) ∼=
⊕m−1

i=0 αiL(G). This shows that there
is an isomorphism

m⊕
i=1

Cm −→ Jm ⊂ (F2N
q )m given by (φ(zi), σξφ(zi))

m
i=1 7−→

((φ(z1), σξφ(z1)) + (φ(αz2), σξφ(αz2)) + · · ·+ (φ(αm−1zm), σξφ(αm−1zm))).

3.4 A renewed MGAG code

In this section we generalize the construction of a MGAG code to include
places of varying degrees. We start with a Lemma.
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Lemma 3.7 Let F be an algebraic function field over Fq of genus g. Let
a be a positive integer such that a2 < q. For every positive integer m, we
define Nm to be the smallest integer greater than or equal to am

√
qm. Then

for m sufficiently large there exist at least Nm places of F of degree m.

Proof Let Bm denote the number of places of degree m in F . All we need to
show is that for large enough m we have Nm ≤ Bm. From Corollary V.2.10
in [10] it follows that

Bm >
qm

m
− (2 + 7g) ·

√
qm

m
= am

√
qm
(√

qm

mam
− 2 + 7g

mam

)
.

By assumption
√
q

a
> 1, therefore as m goes to infinity also

√
qm

mam
will grow to

infinity. On the other hand 2+7g
mam

goes to zero, because the function field and

hence its genus, is fixed. So for m sufficiently large
(√

qm

mam
− 2+7g

mam

)
> 1, from

which it follows that Bm > Nm. �

Now we will construct our renewed MGAG code. Choose a prime power
q > 16. Let F/Fq be an algebraic function field of genus g. We fix a
rational number R with 0 < R < 1

2
and a small positive real number ε with

0 < ε < 1− 2R. We let m run through the set of positive integers for which
2Rm is an integer. If R = s

t
for s, t ∈ N relatively prime and t 6= 0, then

m = t, 2t, 3t, . . . and so on. For each such m we construct a code Cm with
the following data.

• Let N = Nm with am
√
qm ≤ Nm ≤ Bm be defined as in Lemma 3.7.

Here a is a positive integer such that 16 ≤ a2 < q and Bm is the number
of places of F of degree m.

• Distinct places P1, . . . , PN , each place Pi has degree ki, where ki is
such that ki

m
> 2R + ε. The degrees are such that their least common

multiple is equal to m, i.e. lcm(ki : 1 ≤ i ≤ N) = m. A divisor
D = P1 + · · ·+ PN .

• A divisor G, such that supp(G) ∩ supp(D) = ∅ and degG = 2RmNm.

• For 1 ≤ i ≤ Nm, we take Ci a linear [m, ki, di]q-code and φi : FPi →
Ci ⊂ Fm

q . Note that as vector spaces dimFq FPi = dimFq Ci = ki, so
φi is an isomorphism of vector spaces. Since Ci has length m, we can
consider the image of φi as a subspace of Fm

q .

Remark 3.8 The condition ki > 2Rm ensures that degD =
∑N

i=1 ki >
2RmN = degG. This condition says that each code Ci has rate greater than
2R. Later on this will be used to prove that the sequence of codes we have
constructed is asymptotically good.

Since the least common multiple of all the ki is m, every ki is a divisor of
m. Therefore the residue class field FPi

∼= Fqki can be embedded as a subfield

of Fqm . Another consequence of ki
m
> 2R is that if 2R ≥ 1

2
then ki >

1
2
m
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and ki divides m, therefore ki = m for all i, and all places must have the
same degree m. Hence to construct codes with places of different degrees it
is necessary that R < 1

4
.

We let C ′m = C(D,G, φ) be the generalized algebraic geometry code on
the above data. It consists of all codewords of the form

φ(z) = (φ1(z(P1)), φ2(z(P2)), . . . , φN(z(PN))) ∈ (Fm
q )N

with z ∈ L(G). Let ku = min{ki | 1 ≤ i ≤ N} and dv = min{di | 1 ≤
i ≤ N}. Then by Corollary 2.12 C ′m is a [mN, dimL(G), d]q-code with
d ≥ dv(N − degG

ku
).

All the φi have image in Fm
q . As before we give Fm

q the structure of a
field by identifying it with Fqm . Let α ∈ Fqm be such that Fqm = Fq(α).
Now we define a map ψ : Fq(α)→ Fm

q by

ψ(a0 + a1α + . . .+ am−1α
m−1) = (a0, a1, . . . , an−1).

We set ξ = ψ(α). We define a linear isomorphism σξ : (Fm
q )N → (Fm

q )N by

σξ(x0, x1, . . . , xN−1) = (x0, ξx1, . . . , ξ
N−1xN−1) for xi ∈ Fm

q .

We assume N ≤ qm− 1, then all powers ξ0, ξ, . . . ξN−1 are distinct, since α is
a primitive element and has order qm− 1. Applying σξ to the code C ′m gives
a code σξC

′
m, with the same parameters.

Now we define Cm as the concatenation of C ′m and σξC
′
m, i.e. Cm =

C ′mσξC
′
m. It consists of all code words of the form (φ(z), σξφ(z)) =

(φ1(z(P1)), . . . , φN(z(PN))), φ1(z(P1)), ξφ2(z(P2)), . . . , ξN−1φN(z(PN)))

with z ∈ L(G).

Lemma 3.9 Let N ≤ qm−1 and let 1 ≤ i, j ≤ Nm be such that φi(z(Pi)) 6=
0 and φj(z(Pj)) 6= 0. Then

(φi(z(Pi)), ξ
i−1φi(z(Pi))) = (φj(z(Pj)), ξ

j−1φj(z(Pj)))⇐⇒ i = j.

Proof Suppose the two pairs are equal. Then since φi(z(Pi)) = φj(z(Pj)) 6=
0, we can divide it out in the second coordinate, yielding ξi−1 = ξj−1. Both
i and j are less than or equal to N and hence less than or equal to qm − 1
which is the order of ξ. Therefore i = j. The other implication is trivial.
�

Corollary 3.10 Let v ∈ Cm. Then v has at least d′ ≥ N − degG
ku

distinct

nonzero pairs of the form (φi(z(Pi)), ξ
i−1φi(z(Pi))).

Proof This is immediate from the above lemma and lemma 2.13. �

37



Definition 3.11 Let λ and L be two integers with 0 < λ ≤ L. We define
M =

∑λ
i=1(q − 1)i

(
L
i

)
. To give a vector of weight i in FL

q we must choose i
out of L coordinates to be nonzero and for every nonzero coordinate there
are q − 1 possible values. Therefore the number of vectors in FL

q of weight
exactly i is (q − 1)i

(
L
i

)
. In this way we see that M is the number of nonzero

vectors in FL
q of weight ≤ λ.

Let v ∈ (FL
q )N . We denote the number of nonzero L-strings in v by wqL(v)

and the number of nonzero coordinates in Fq of v by w(v). In other words
w(v) is the usual weight of v over Fq .

Proposition 3.12 Let v = (v1, . . . , vN) ∈ (FL
q )N with wqL(v) = d′ be such

that all nonzero vi are distinct. Let 0 < λ ≤ L be an integer. Then λ(d′ −
M) ≤ w(v) ≤ Ld′.

Proof Remark that if d′ < M the first inequality is trivial. Let v =
(v1, . . . , vN) with vi ∈ FL

q . Let R = {i | vi 6= 0}, let R≤λ = {i ∈ R | w(vi) ≤
λ} and let S = R \ R≤λ. Then |R| = d′ and because all vi with i ∈ R are
distinct it follows that |R≤λ| ≤ M . Hence |S| = d′ − |R≤λ| ≥ d′ −M . Now
we have w(v) =

∑N
i=1w(vi) =

∑
i∈R w(vi) =

∑
i∈R≤λ w(vi) +

∑
i∈S w(vi) ≥∑

i∈S w(vi) > λ|S| ≥ λ(d′ −M).
Since w(vi) ≤ L for all i we find that w(v) ≤ Ld′. �

In the following Hq(µ) denotes the entropy function. From [9] we have
the following lemma, which we will not prove here.

Lemma 3.13 If 0 ≤ µ ≤ 1
q

and L is a positive integer such that µL is an
integer, then

µL∑
i=0

(q − 1)i
(
L

i

)
≤ qLHq(µ)(1 + µ(q − 2))L.

This lemma says that for µ = λ
L
≤ 1

q
the number M of nonzero vectors in

FqL of weight less than or equal to λ is bounded by qLHq(µ)(1 + µ(q − 2))L.
We fix a real number ε′ satisfying 0 < ε′ ≤ 1

q
. We let λ depend on m such

that ε′ ≤ λ
2m
≤ 1

q
. Note that M depends on λ and therefore also depends on

m.

Proposition 3.14 The limit of M/N tends to zero, as m tends to infinity.

Proof Recall that N ≥ amq
m
2 . Let β = 1 + λ

2m
(q− 2). By the above lemma

with L = 2m we have M ≤ q2mHq(
λ

2m
)β2m. Now

M

N
≤ q2mHq(

λ
2m

)β2m

amq
m
2

= qm(2Hq(
λ

2m
)− 1

2
)

(
β2

a

)m
.

Since λ
2m
≤ 1

q
we have β < 2 and hence β2 < 4 ≤ a. Therefore

(
β2

a

)m
tends

to zero as m tends to infinity. It remains to show that 2Hq(
λ

2m
) < 1

2
, or in

other words that Hq(
λ

2m
) < 1

4
for λ

2m
≤ 1

q
. This is shown in [9]. �
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Theorem 3.15 The sequence of codes (Cm)m is asymptotically good.

Proof First we compute the rate of Cm. This is

R(Cm) =
dimL(G)

2mN
≥ degG+ 1− g

2mN
=

2RmN

2mN
+

1− g
2mN

= R +
1− g
2mN

.

Therefore as m tends to infinity, lim inf R(Cm) ≥ R > 0.
To estimate the relative minimum distance δm, we recall that by lemma

2.13 any codeword v has at least d′ = N− degG
ku

nonzero strings of length 2m.
Using Proposition 3.12 with L = 2m, we find that d = w(v) ≥ λ(d′ −M).

Therefore the relative minimum distance is δm = d
2mN

≥ λ(d′−M)
2mN

= λ
2m

( d
′

N
−

M
N

). We choose λ such that 1
q
≥ λ

2m
≥ ε′ > 0, for some fixed ε′ > 0. Note

that λ, d′,M and N all depend on m.
Now lim λ

2m
≥ ε′ > 0 and by Proposition 3.14 we have lim M

N
= 0. Now

we compute lim d′

N
≥ lim 1

N
(N − degG

ku
) = 1− lim 2RmN

Nku
= 1− lim 2Rm

ku
. All the

ki satisfy ki
m
> 2R + ε for some ε > 0. Therefore lim 1 − 2Rm

ku
> lim m

ku
ε > 0.

We conclude that lim δm ≥ ε′(ε− 0) > 0 and so the sequence of codes Cm is
asymptotically good. �

Corollary 3.16 If ε′ ≤ limm→∞
λ

2m
≤ 1

q
and limm→∞

ku
m
− 2R > ε, then the

asymptotic rate of the above code is R and the asymptotic relative minimum
distance satisfies

δ ≥ ε′ε.

The highest lower bounds are achieved when all places have the same degree
ki = m for all i and when we take λ such that ε′ = λ

2m
= 1

q
for all m. Then

the code will satisfy

lim
m→∞

R(Cm) ≥ R > 0 and lim
m→∞

δ(Cm) ≥ 1

q
(1− 2R) > 0.
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Chapter 4

Towers of algebraic function
fields

Definition 4.1 A tower of algebraic function fields over Fq is an infinite
sequence F = (F0, F1, F2, . . .) of function fields Fi over Fq with the following
properties:

• For all i, Fq is the full constant field of Fi.

• For all i, Fi ⊂ Fi+1 is a finite separable algebraic extension of degree
[Fi+1 : Fi] > 1.

• The genus g(Fi) tends to infinity as i tends to infinity.

Definition 4.2 A tower F of algebraic function fields over Fq is called
asymptotically exact if for all m ≥ 1 the following limit exists:

βm(F) = lim
i→∞

Bm(Fi)

g(Fi)

where Bm(Fi) denotes the number of places of degree m on Fi. The sequence
of real numbers (β1, β2, . . .) is called the type of the asymptotically exact
tower.

The following theorem demonstrates the relevance of asymptotically exact
towers in coding theory.

Theorem 4.3 Let r ≥ 1 be an integer and let F be a tower of algebraic
function fields such that βr(F) = β > 1. Then there is an asymptotically
good sequence of codes (Ck)k≥1 associated to F .

Proof Let F = (Fk/Fq)k≥1 be as above. Fix a number R with 1
β
< R < 1.

Now for every k we take the following:

• Take Nk = Br(Fk) and let D = Dk =
∑Nk

i=1 Pi be the divisor that is
the sum of all places of degree r in Fk. Then degD = rNk.

• TakeG = Gk a divisor of degree degG = dRNke and such that SuppG∩
Supp D = ∅.
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• Let Ci for 1 ≤ i ≤ Nk be the linear [r, r, 1]q-code Fqr = Ci and let
φi : FkPi → Fqr → Fr

q . be an isomorphism.

Now let Ck be the generalized algebraic geometry code Ck = C(D,G, φ).
The code Ck has parameters [rNk, dimL(Gk), dk]q, where dk ≥ Nk− degG

r
by

Corollary 2.9. By the Riemann-Roch Theorem dimL(Gk) ≥ degGk + 1− gk.
Now we compute the asymptotic parameters of the code.

lim
k→∞

dimL(Gk)

rNk

≥ lim
k→∞

degGk + 1− gk
rNk

=

lim
k→∞

(
RNk

rNk

+
1

rNk

− gk
rNk

)
=

1

r
(R− 1

β
) > 0. (4.1)

Here we have used thatNk = Br(Fk) and the last inequality is our assumption
on R. For the relative minimum distance we find

lim
k→∞

dk
rNk

≥ lim
k→∞

Nk

rNk

− degG

r2Nk

= lim
k→∞

1

r
− RNk

r2Nk

=
1

r
(1− R

r
) > 0. (4.2)

We conclude that the sequence of codes is asymptotically good. �

It is remarkable that this proof is so straightforward, in contrast with the
previous chapter where a lot of work was needed to prove that the asymptotic
minimum distance is positive. In particular we did not need the modification
of the GAG code, where the code is doubled and the last part is multiplied
by powers of ξ. It seems that all the difficulties are taken away by using
an asymptotically exact tower. Hence we can expect that if such a tower
exists, its construction will be a difficult problem. We prove the existence of
asymptotically exact towers in Theorem 4.15. However this proof is not con-
structive. An explicit construction of an asymptotically exact tower will be
given in Section 4.2. The above theorem not only assumes that an asymptot-
ically exact tower exists, but also that for at least one integer r it has βr > 1.
It is therefore an important question if we can construct exact towers with
this property. We will look at this in Section 4.3.1.

One might ask if the parameters of a sequence of codes can be improved by
combining the construction in Section 3.2 with the use of an asymptotically
exact tower. In the next section we will see if this is indeed the case and we
will also look at other variations of MGAG codes to see if they can lead to
improvement.

4.1 Variations on MGAG codes

We start by analyzing how the parameters of a MGAG code change, when
the underlying function field is not fixed, but varies within an exact tower
of function fields. Later on we study codes using a fixed function field F ,
where the places do not have a fixed degree m, but instead we use all places
of degree less than or equal to m. In other words we take the maximum
possible number of places of degree less than m. Finally we look at a code
having only m places, one for each integer less than or equal to m.

41



4.1.1 MGAG codes in a tower

Let r ≥ 1 be an integer and let F = (Fk)k≥1 be an exact tower of algebraic
function fields with βr(F) = β > 1. Let 1

β
< R < 1.

• N = Br(Fk). (If qr < Br(Fk), we take N = qr − 1.)

• D =
∑N

i=1 Pi with degPi = r is the divisor that is the sum of all places
of degree r. degD = rN .

• G a divisor disjoint from D with degG = dRNe.

• Ci = Fr
q is a linear [r, r, 1]q-code. φi : FkPi → Ci = Fr

q an Fq -linear
isomorphism.

Let C ′k = C(D,G, φ) denote the generalized algebraic geometry code with
divisors D and G as defined in definition 2.8. Let α be an element of order
qr − 1 in Fqr such that Fqr

∼= Fq(α). Let ψ : Fq(α)→ Fr
q be defined as

in equation 3.1 (with m = r). We take ξ = ψ(α) and σξ as before. Let
Ck = C ′kσξC

′
k. We compute the parameters of Ck and compare these with

the code in section 3.2.
The dimension of Ck is equal to dimL(G) ≥ degG+ 1− gk and therefore

the rate is

dimL(G)

2rN
≥ degG+ 1− gk

2rN
=
R

2r
− 1

2r

gk
N

+
1

2rN
.

When k tends to infinity the limit of the rate is 1
2r

(R − 1
β
) > 0. For the

minimum distance we first note that the number of distinct nonzero pairs of
the form (φi(z(Pi)), ξ

i−1φi(z(Pi))) is at least d′ ≥ N− degG
r

by corollary 3.10.
Then from Proposition 3.12 and lemma 3.13 it follows that for any integer
λ ≤ 2r

q
the weight w(v) of any v ∈ Ck satisfies

w(v) ≥ λ(d′ −M) ≥ λd′ − λq2rHq(
λ
2r

)(1 +
λ

2r
(q − 2))2r.

Here M is the number of vectors in F2r
q of weight less than or equal to λ.

The relative minimum distance is δ ≥ λ(d′−M)
2rN

= λ
2r

( d
′

N
− M

N
). We choose λ

such that 1
q
≥ λ

2r
> ε′ > 0, for some fixed ε′ > 0. The limit of M/N is zero

by Proposition 3.14. The other limit is

lim
d′

N
= lim

N − degG
r

2rN
=

1

2r
(1− R

r
) > 0.

We conclude that for this code the rate and relative minimum distance satisfy

lim
m→∞

R(Ck) ≥
1

2r
(R− 1

β
) > 0 and lim

m→∞
δ(Ck) ≥

ε′

2r
(1− R

r
) > 0.

We conclude that the sequence of codes is asymptotically good, for a fixed r.
We can also see that the parameters of the code depend on r and decrease
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when r increases. Comparing these bounds with equations 4.1 and 4.2 we
see that the rate is reduced by a factor 1

2
and the relative minimum distance

is reduced by a factor ε′

2
≤ 1

2q
. Comparing these bounds to section 3.2 we

see that for a large enough value of r we get 1
2r

(R− 1
β
) < R and ε′

2r
(1− R

r
) <

1
q
(1 − 2R). Hence the modification of the construction does not give better

lower bounds for the parameters.

4.1.2 A code using many places

Let F be an algebraic function field of genus g. We wish to explore if it is
possible to construct a MGAG code using not just places in F of some fixed
degree m, but using all places of degree less than or equal to m. If such a
construction is possible, we will try to use it for constructing a sequence of
codes. Furthermore, we wish to find reasonable bounds for the parameters
of such a sequence and see if it is asymptotically good.

Keeping in mind that the function field F is fixed, we write Br for Br(F ),
the number of places of F of degree r.

• Fix a real number R with 0 < R < 1 and an integer m ≥ 1.

• Let N =
∑m

i=1 Bi be the number of places of degree ≤ m.

• Let D be the divisor of F that is the sum of all places of degree ≤ m,
so D =

∑N
i=1 Pi with degPi ≤ m and all the Pi distinct. degD =∑m

i=1 iBi.

• Take G a divisor of degree bRNc, the largest integer smaller than or
equal to RN .

Let α be a generating element for Fqm of order qm − 1, so Fqm = Fq(α). We
use this element α as in equation 3.1 to fix an isomorphism ψ : Fq(α)→ Fm

q .
For 1 ≤ j ≤ m we take Cj = Fqj . So Cj is a [j, j, 1]q-code. If j does not
divide m we cannot embed Fqj as a subfield of Fqm . However it is always
possible to choose a Fq -linear injection of vector spaces ιj : Fqj → Fm

q . For
every place Pi of degree j we choose a linear isomorphism τi : FPi → Cj and
we define φi = ιj ◦ τi to be the composition FPi → Ci → Fm

q of these two
maps. We define a map φ : L(G)→ (Fm

q )N by setting

φ(z) = (φ1(z(P1)), φ2(z(P2)), . . . , φN(z(PN))) for all z ∈ L(G).

Let Cm = C(D,G, φ) denote the generalized algebraic geometry code that is
the image of φ. It has length mN = m

∑m
i=1 Bi. Its dimension is equal to

the dimension of L(G), since the map φ is injective when degG < degD. So
by the Riemman-Roch Theorem its dimension is at least degG + 1− g. Its
minimum distance d satisfies d ≥ N − degG = N − bRNc ≥ N(1−R). The
rate is

R(Cm) ≥ degG+ 1− g
mN

≥ RN

mN
− g

mN
=

1

m
(R− g

N
).
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The relative minimum distance is

δ(Cm) ≥ N − degG

mN
≥ 1

m
(1−R).

When the function field F is fixed, the only possible way to let the lengths
of the codes tend to infinity is by having places of arbitrary high degree m.
Therefore also m must tend to infinity. The lower bounds for the parameters
of these codes tend to zero as m tends to infinity. So we cannot say that
the code is asymptotically good. However if m is bounded or fixed, then
the lower bounds for the rate and relative minimum distance guarantee that
the code is asymptotically good. To let the length of the code still tend to
infinity we need infinitely many places of degree less than or equal to m. We
can only achieve this by using an asymptotically exact tower F , such that

the genus tends to infinity and limgk→∞

Pm
i=1Bi
gk

=
∑m

i=1 βi(F) > 1. Then it

is necessary to take 1 < 1
R
<
∑m

i=1 βi(F).

4.1.3 A code using very few places

Let F be an algebraic function field of genus g. Instead of using all places of
degree m, we investigate the construction and parameters of a MGAG code
using only one place of degree i for each i ≤ m. A first problem that arises is
that for small i, there may not exist any place of degree i. For large enough
i we do not have this problem, because Corollary V.2.10 c) in [10] tells us
that for i ≥ 4g + 3 there is at least one place of degree i.

We now construct a code with no more than one place of each degree.
Let us define l = 4g + 3.

• Fix a real number R with 0 < R < 1
2

and integers m ≥ l and a ≥ 2.

• Let D be the divisor of F that is defined by D =
∑m

i=l Pi with degPi =
i. Then all the Pi are distinct. degD =

∑m
i=l i = 1

2
m(m+1)− 1

2
l(l−1).

• Take G a divisor with degG = bRm2c. Then degG < 1
2
m(m+ 1). For

m sufficiently large we will have degG < degD, because l is fixed.

Let α be a generating element for Fqm of order qm−1, so Fqm = Fq(α). We use
this element α as in equation 3.1 to fix an isomorphism ψ : Fq(α)→ Fm

q . For
l ≤ i ≤ m we take Ci = Fqi a [i, i, 1]q-code. If i does not divide m we cannot
embed Fqi as a subfield of Fqm . However we always have a Fq -linear injection
of vector spaces ιi : Fqi → Fm

q . For every place Pi of degree i we choose a
linear isomorphism FPi → Ci and we write φi : FPi → Fm

q for the composition
of this isomorphism with ιi. We define a map φ : L(G)→ (Fm

q )m−l by setting

φ(z) = (φl(z(Pl)), φl+1(z(Pl+1)), . . . , φm(z(Pm))) for all z ∈ L(G).

Let Cm = C(D,G, φ) denote the generalized algebraic geometry code that
is the image of φ. It has length m(m − l). Since the map φ is injective
when degG < degD, its dimension is equal to dimL(G) and therefore, by
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the Riemman-Roch theorem, greater then or equal to degG + 1 − g. Its
minimum distance d satisfies d ≥ m− degG ≥ m(1−Rm) The rate is

R(Cm) ≥ degG+ 1− g
m2

≥ Rm2

m2
− g

m2
= R− g

m2
.

The relative minimum distance is

δ(Cm) ≥ m− degG

m2
=

1

m
(1−mR).

Here we immediately see a problem. As soon as m becomes greater than
1
R

this lower bound becomes trivial, because then (1 −mR) < 0. To make
an asymptotically good code a modification is necessary. A first idea is to
modify the code in such a way that Proposition 3.12 can be used. However,
this will only give an improvement of the lower bound if d′ > M . In this
case that would mean that we require m(1 − Rm) > (q − 1)2m, where we
have taken M = (q − 1)2m the number of vectors of weight one in F2m

q . It
is obvious that this inequality never holds. Therefore the method of section
3.2 will not give any improvement.

Both the asymptotically good sequence of codes in Theorem 4.3 and the
sequence in the previous chapter are constructed using generalized algebraic
geometry codes. The difference is that in the construction using a tower, the
function field varies and the degree of the places remains fixed, whereas in
the previous chapter the function field is fixed and the degree of the places
increases.

Questions that now arise are: Do these asymptotically exact towers exist?
How can they be constructed? We will see the construction of an asymptot-
ically exact tower in the next section.

4.2 A tower of Artin-Schreier extensions

We give an example of an asymptotically exact tower F defined over Fq2 ,
with β1(F) = q − 1. The definition of this tower and more details about its
properties can be found in [3]. Extensions F ⊂ F (T ) where T satisfies an
equation of the form T q − T = w for some w ∈ F are called Artin-Schreier
extensions. If, as in our case, the base field is Fq2 , then extensions given
by an equation of the form T q + T = w for some w ∈ F are also called
Artin-Schreier extensions.

Definition 4.4 Let F1 = Fq2(x1) be the rational function field over Fq2 . For
n ≥ 1, we set

Fn+1 = Fn(zn+1),

where zn+1 satisfies the equation

zqn+1 + zn+1 = xq+1
n ,

with
xn =

zn
xn−1

∈ Fn for n ≥ 2.
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4.2.1 The genus of Fn

For all n let gn = g(Fn) be the genus of Fn and let Nn = B1(Fn) be the
number of places of Fn of degree one. The tower has the following properties

Theorem 4.5 The genus gn is given by the following formula:

gn =

{
qn + qn−1 − q n+1

2 − 2q
n−1

2 + 1, if n is odd,
qn + qn−1 − 1

2
q
n
2

+1 − 3
2
q
n
2 − q n2−1 + 1, if n is even.

(4.3)

The number Nn satisfies the following inequality:

Nn ≥ (q2 − 1)qn−1 + 2q for all n ≥ 3. (4.4)

Corollary 4.6

lim
n→∞

Nn

gn
= q − 1.

Proof From the above theorem it follows immediately that

lim inf
n→∞

Nn

gn
≥ q − 1.

Recall Definition 3.3 and the comments following it on page 31. There it was
stated that A(q2) ≤ q − 1. This implies that

lim sup
n→∞

Nn

gn
≤ q − 1.

We conclude that lim inf Nn
gn

= lim sup Nn
gn

, hence the limit lim Nn
gn

exists and
is equal to q − 1. This completes the proof. �

A complete proof of Theorem 4.5 is given in [3]. We will give an overview
of the proof given there and its most important ingredients.

The most difficult part is the calculation of the genera. A recursive rela-
tion for the genera is found with help of the Hurwitz genus formula. From
this recursive formula the result in 4.5 is deduced. To use the Hurwitz genus
formula one must first know the degrees [Fi+1 : Fi] and [Ki+1 : Ki], where Ki

is the full constant field of Fi, and the different Diff(Fi+1/Fi). For the latter,
one needs to determine all the places in Fi that ramify and for each of those
places calculate the different exponent d(P ′|P ).

Theorem 4.7 [Hurwitz Genus Formula] Let F/K be an algebraic function
field of genus g and F ′/F be a finite separable extension. Let K ′ denote the
constant field of F ′ and g′ the genus of F ′/K ′. Then we have

2g′ − 2 =
[F ′ : F ]

[K ′ : K]
(2g − 2) + deg Diff(F ′/F ).

This is theorem III.4.12 in [10].

Definition 4.8 The different Diff(F ′/F ) is a divisor of F ′ defined as

Diff(F ′/F ) =
∑
P∈PF

∑
P ′|P

d(P ′|P ) · P ′.

For the definition of the different exponent we refer to section III.4 in [10].
All we need to know for now is stated in Lemma 4.12.
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Outline of the proof of Theorem 4.5

Let us recall that the tower is defined by F1 = Fq2(x1). For n ≥ 1, Fn+1 =
Fn(zn+1), where zqn+1 + zn+1 = xq+1

n and xn = zn
xn−1
∈ Fn for n ≥ 2.

Lemma 4.9 Suppose that a place P of Fn is a simple pole of xn. Then the
extension Fn+1/Fn has degree [Fn+1 : Fn] = q and P is totally ramified in
Fn+1/Fn. The place P ′ lying above P is a simple pole of xn+1.

Lemma 4.10 For all n ≥ 1, K is algebraically closed in Fn, hence [Kn+1 :
Kn] = 1. The degree of the extension Fn+1/F1 is [Fn+1 : F1] = qn−1.

Lemma 4.11 For all n ≥ 1 there exists a unique place Qn of Fn of degree
one, such that vQn(xk) = qk−1 for 1 ≤ k ≤ n and vQn(zk) > 0 for 2 ≤ k ≤ n.
The place Qn splits into q places of Fn+1 of degree one, one of them being
Qn+1

Lemma 4.12 Let P in Fn be a place that is ramified in Fn+1. Then P is
totally ramified. Denote by P ′ the unique place of Fn+1 lying over P . Let
mP be defined by

vP (xq+1
n ) = −mP , mP > 0 and gcd(mP , q) = 1.

Then the different exponent d(P ′|P ) is given by

d(P ′|P ) = (q − 1)(mP + 1).

The next step in the proof of Theorem 4.5 is to define recursively for every
n a set S(n) of places in Fn. The places in S(n) are all extensions of places in
S(n−1) or extensions of the place Qi for some i < n. Later it is shown that
S(n) is equal to the set of places in Fn that are ramified.

Lemma 4.13 For P ∈ S(n), we have vP (xn) = −1.

Hence for P ∈ S(n), mP = vP (xq+1
n ) = −(q + 1) and therefore

d(P ′|P ) = (q − 1)(mP + 1) = (q − 1)(q + 2).

From this and the Hurwitz Genus Formula and some extra work a recursion
formula for the genus gn follows. The inequality for the number of places
of degree one Nn is extracted from results about the sets S(n) along the
way. In fact equality holds for 4.4 if q is odd. If q is even and n ≥ 5, then
Nn = (q2 − 1)qn−1 + 2q2.
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4.2.2 Ramification calculations

In this section we give some explicit calculations to demonstrate the phe-
nomenon of ramification and to illustrate the proof of Theorem 4.5. We take
q = 2. For the first two fields in the tower we will calculate local parameters
for the places that ramify. For simplicity let x = x1, y = z2,

y
x

= x2, z = z3.
The first field is just the rational function field F1 = F4(x). The sec-
ond field F2 is the function field of an elliptic curve F4[x, y]/(y2 + y + x3).
The third field F3 is the field F4(x, y, z) where x, y, z satisfy the relations
y2 + y + x3 = z2 + z + ( y

x
)3 = 0. To study these function fields we look at

the following affine coordinate rings:

A1 = F4[x] (4.5)

A2 = F4[x, y]/(y2 + y + x3) (4.6)

A3 = F4[u, x, y, z]/(ux− 1, y2 + y + x3, z2 + z + y3u3). (4.7)

At each level we will look at the prime ideals that ramify. In F1, the place
at infinity that corresponds to a zero of 1

x
, is the only place that ramifies in

F2. To check this we need to make a change of coordinates. We define

u =
1

x
, v =

y

x2
, it then follows that x =

1

u
, y =

v

u2
.

Then we have

A′1 = F4[u] and A′2 = F4[u, v]/(v2 + vu2 + u).

We define P∞ = P
(1)
∞ = uA′1 = (u). We look at the factorization of uA′2

in A′2. Setting u = 0 in A′2 we get F4[v]/(v2) from which we can guess
that (u) factors as (v)2 in A′2. Indeed from the relation v2 = u(1 + vu)
we see that (v)2 ⊂ (u). For the other inclusion we use u = v2 + vu2, so
u2 = v4 + v2u4 = v2(v2 + u4). Now u = v2 + vu2 = v2 + v3(v2 + u4) ∈ (v)2.
We conclude that P∞ ramifies in A′2 as (v)2 with ramification index two and

that v is a local parameter for the unique ideal P
(2)
∞ above P∞. Note that

u ∈ (v) and therefore (v) = (u, v) is a maximal ideal.

The places of F2 that ramify in F3 are P
(2)
∞ = vA′2 and P2 = xA2 + (y +

1)A2 = (x, y + 1). Now we try to find generators and a local parameter for

the ideal P
(3)
∞ above P

(2)
∞ . To do this we wish to compute the valuation v3∞

corresponding to P
(3)
∞ . Let v2∞ be the valuation corresponding to P

(2)
∞ . Now

v2∞(v) = 1, because v is a local parameter. Furthermore 2 = v2∞(v2) =
v2∞(vu2 + u) = v2∞(u) + v2∞(1 + vu) = v2∞(u). So v2∞(u) = 2. Using
the relations for x and y we easily find that v2∞(x) = v2∞(u−1) = −2 and
v2∞(y) = v2∞(v)− 2v2∞(u) = 1− 4 = −3.

Let v3∞ be the valuation corresponding to P
(3)
∞ . Now v3∞(v) = 2v2∞(v) =

2, because the ramification index of P
(3)
∞ over P

(2)
∞ is two. For the same

reason v3∞(u) = 4. In u, v, z coordinates the equation z2 + z = y3

x3 becomes

z2 + z = v3

u3 . Therefore v3∞(z2 + z) = 3v3∞(v) − 3v3∞(u) = −6. From
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this it follows that v3∞(z) = −3. Now we define t = v
zu

and we check that
v3∞(t) = v3∞(v)− v3∞(z)− v3∞(u) = 2 + 3− 4 = 1. So we have found that

t = v
zu

= y
zx

is a local parameter for P
(3)
∞ .

Now we look for a polynomial equation for t in u and v. We substitute
z = v

tu
in the equation z2 + z + v3

u3 and get v2

t2u2 + v
tu

= v3

u3 . We multiply by
u3t2

v
and get vu + u2t = v2t2. Finally we substitute v2 = u(1 + uv) on the

right hand side and divide by u to get v+ut = (1 +uv)t2. Now we can write
down an affine coordinate ring for the open set where t is a regular function,
that is where z 6= 0 and u 6= 0. This is the ring

A′3 = F4[u, v, t]/(v2 + vu2 + u, t2(1 + uv) + ut+ v).

We can identify P
(3)
∞ with the ideal (u, v, t) = (t) in this ring. Dividing out

by the ideal P
(2)
∞ = (u, v), that is setting v = 0 and u = 0, we get F4[t]/(t2).

The ideal P
(2)
∞ = (v) factors in this ring as P

(2)
∞ = (t)2 = P

(3)2
∞ .

Let P3 be the place in F3 that lies above P2 = (x, y + 1) in F2. To
show that P2 ramifies, we find a local parameter for P3. Let vP3 be the
valuation of P3. Since x is a zero of P2, we know that vP3(x) > 0. Because
y is a unit in the local ring OP3 at P3, we have vP3(y) = 0. We rewrite the

equation z2 + z = y3

x3 as x3z(z + 1) = y3. Applying the valuation vP3 we
get 3vP3(x) + 2vP3(z) = 0. If vP3(z) ≥ 0, the left hand side would not be
equal to zero, therefore vP3(z + 1) = vP3(z) < 0. From 3vP3(x) = −2vP3(z)
we find that vP3(x) is divisible by 2 and since it also positive we must have
vP3(x) = 2. Hence vP3(z) = −3. It now follows that for r = 1

zx
we have

vP3(r) = −vP3(z)− vP3(x) = 3− 2 = 1, so r is a local parameter for P3.
Now we look for a polynomial equation for r in x and y. We substitute

z = 1
rx

in the equation z2 + z + y3

x3 and get 1
r2x2 + 1

rx
= y3

x3 . We multiply by
x3r2 and get x+ rx2 = r2y3. Now we can write down a new affine coordinate
ring for F3, where r is one of the coordinates.

A3 = F4[x, y, r]/(y2 + y + x3, y3r2 + rx2 + x).

We can identify P3 with the ideal (x, y+1, r) = (r) in this ring. Dividing out
by the ideal P2 = (x, y+1), that is setting x = 0 and y = 1, we get F4[r]/(r2).
We conclude that the ideal P2 factors in this ring as P2 = (r)2 = P 2

3 .

We summarize our result in the following diagram:

Q1 P
(1)
∞

Q2 P2 P
(2)
∞

Q3 Q′3 P3 P
(3)
∞

...........
...........

...........
...........

...........
...........

.....

...........
...........
...........
...........
...........
...........
.....

........

........

........

........

........

.

........

........

........

........

........

........

...

...........
...........

...........
...........

...........
...........

.....

...........
...........
...........
...........
...........
...........
.....

........

........

........

........

........

........

...

........

........

........

........

........

........

...

........

........

........

........

........

.

........

........

........

........

........

........

...

Double edges indicate ramification.
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Q3 = (x, y, z), Q′3 = (x, y, z + 1), P3 = (x, y + 1, r), P
(3)
∞ = (t).

Q2 = (x, y), P2 = (x, y + 1), P
(2)
∞ = (v)

Q1 = (x), P
(1)
∞ = (u).

Now we have found the places that ramify, we can calculate the genera of
F2 and F3 using Theorem 4.7 and verify formula 4.3 for q = 2 and n = 2, 3.

We know that g1 = 0, because F1 is the rational function field. The
different exponent for each place that ramifies is given by lemma 4.13 and
is equal to 4. So d(P

(2)
∞ |P (1)

∞ ) = 4. Using definition 4.8 we calculate that

Diff(F2/F1) = 4P
(2)
∞ , so deg Diff(F2/F1) = 4. Hence the Hurwitz genus

formula 4.7 now gives

2g2 − 2 = 2(2g1 − 2) + 4,

from which it follows that g2 = 1.
Similarly Diff(F3/F2) = 4P

(3)
∞ + 4P3, so deg Diff(F3/F2) = 8. Applying

theorem 4.7 gives 2g3− 2 = 2(2g2− 2) + 8 from which it follows that g3 = 5.
We see that these values for g2 and g3 are consistent with equation 4.3.

A primitive element for F3/F1

It is possible to generate F3 with two elements x,w as F3 = F4(x,w), where
w satisfies a polynomial φ3(T ) ∈ F4(x)[T ]. One could take w = y + z. Then
one can check that w is a root of

φ3(T ) = T 4 +
1

x3
T 2 + (1 +

1

x3
)T + x6 + 1.

To verify that w is a generator we express z and y as rational functions in x
and w.

w2 + w = y2 + y + z2 + z = x3 +
y3

x3
.

So y3 = x3(w2 + w + x3)

y3 = yy2 = y(y + x3) = y2 + yx3 = y + x3 + yx3 = y(x3 + 1) + x3.

So y = y3+x3

x3+1
. Substituting y3 we can express y as

y =
x3(w2 + w + x3) + x3

x3 + 1
.

Finally we can express z in x and w using the above equation for y and
the relation z = w + y. In fact for all q and all n there is a polynomial
φn(T ) ∈ Fq(x)[T ] such that Fq(x)[T ]/φn(T ) is isomorphic to the field Fn.

4.3 Exact towers

Definition 4.14 Let F = (Fk)k≥1 be a tower of algebraic function fields.
Let f : N → N be a strictly increasing function, that is f(i) < f(j) for all
i < j. The tower (Ff(k))k≥1 is called a subtower of F .
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Theorem 4.15 Let F = (Fk)k≥1 be a tower of algebraic function fields
defined over a finite field Fq , for which the genus gk = g(Fk) tends to infinity
as k tends to infinity. Then F admits an asymptotically exact subtower.

Proof We start by showing that for every integer r, the sequence Br(Fk)
gk

with k ≥ 1 is bounded. From lemma V.2.10 in [10] we can conclude that
Br <

1
r
qr + 1

r
q
r
2 (2 + 7g). This bound does not depend on the function field

itself, only on its genus g. We divide this inequality by g and let g grow to
infinity,

Br

g
<
qr

rg
+

1

r
q
r
2 (7 +

2

g
) <

7

r
q
r
2 .

Since this holds for all function fields Fk, the sequence (Br(Fk)
gk

)k≥1 is bounded

from above by 7
r
q
r
2 and from below by zero. Since any sequence of real

numbers contained in a bounded interval admits a convergent subsequence,
we can conclude that the tower F admits a subtower for which βr(F) exists.
Moreover βr ≤ 7

r
q
r
2 .

Now we will construct a subtower of F such that all the limits βr exist
simultaneously for all r. By the above we can find a strictly increasing
function f1 : N → N, such that F (1) = (F

(1)
k )k≥1 where F

(1)
k = Ff1(k), is a

subtower of F for which the limit β1 exists. We define towers F (i) recursively:
let F (i) = (F

(i)
k )k≥1 be a tower for which the limits β1, . . . , βi exist. We define

F (i+1) by taking a strictly increasing function fi+1 : N → N, such that

F (i+1) = (F
(i)
fi+1(k))k≥1 is a subtower of F (i) for which the limits β1, . . . , βi+1

exist. Note that for integers s, t the function field F
(s)
t is the t-th function

field in F (s), so F
(s)
t = Ffsfs−1···f1(t).

We now define the diagonal tower D = (F
(k)
k )k≥1. It is a subtower of

F , because F
(k)
k is a function field that occurs in the tower F and F

(k)
k ⊂

F
(k)
fk+1(k) ⊂ F

(k)
fk+1(k+1) = F

(k+1)
k+1 . Let r ≥ 1 be an integer. For k ≥ r the

function fields of D are a subtower of F (r), therefore the limit βr(D) exists.
This completes the proof. �

The following Proposition is a generalization of Proposition 2.3 in [1].

Proposition 4.16 Let F/Fq = (Fk)k≥1 be an asymptotically exact tower
of algebraic function fields defined over Fq . Let FqmF/Fqm = (FqmFk)k≥1

be the tower obtained after extending the base field from Fq to Fqm . Then
FqmF is an asymptotically exact tower over Fqm . For r a positive integer

βr(FqmF) =
∑
l∈Tr

l

r
βl(F),

where Tr = {l | l = r · gcd(l,m)}.

Proof Note that for constant field extensions the genus does not change.
This follows from theorem 4.7 and the fact that constant field extensions are
unramified. So g(Fk) = g(FqmFk) for all k. From now on we omit the index
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k for the field Fk. First we will show that every place y of FqmF of degree r
is the extension of a place x of F of degree l for some l ∈ Tr. Second we will
show that for every l ∈ Tr, a place x of F of degree l extends to a number of
places of degree r in FqmF .

Let y be a place of FqmF of degree r and let x be the projection of y in F .
Say x has degree l. Then y is an extension of x and by corollary 1.41 all the
extensions of x have the same degree deg y = r = l

gcd(l,m)
. Therefore l ∈ Tr.

Conversely let x be a place of F of degree l where l satisfies l = r · gcd(l,m).
By corollary 1.41 x extends into d = gcd(l,m) places of degree l

d
= r in

FqmF .
We conclude that for all k ≥ 1

Br(FqmFk) =
∑
l∈Tr

l

r
Bl(Fk).

Dividing both sides by gk and taking the limit k →∞ gives the result. �

Remark 4.17 The set Tr = {l | l = r · gcd(l,m)} is equal to the set
{l | l = rd, d ∈ Sr}, where Sr = {d | d|m and gcd(r, m

d
) = 1}. This allows

us to rewrite the above result as

βr(FqmF) =
∑
d∈Sr

dβrd(F).

Proposition 4.18 Let r and m be positive integers, such that m divides r.
Let F/Fq = (Fk)k≥1 be an asymptotically exact tower of algebraic function
fields defined over Fq for which βr = β > 0 and βi = 0 for all i 6= r.

Then the ascent of the tower FqmF/Fqm = (FqmFk)k≥1 is an asymptot-
ically exact tower over Fqm for which β r

m
= mβ > 0 and βi = 0 for all

i 6= r
m

.

Proof From Proposition 4.16 and the remark above we find that β r
m

=
mβ > 0. For i 6= r

m
the limit βi is a sum of other β’s which are all zero. �

4.3.1 Towers of type βm > 0

We have proven that asymptotically exact towers exist. This proof was not
constructive. In the previous section we gave an example of an asymptotically
exact tower over Fq2 for which β1 = q − 1 > 0. From Theorem 2.2 in [1] it
follows that for this tower βi = 0 for all i > 1. Hence it is an asymptotically
exact tower.

Given a positive integer r, we wish to construct an asymptotically exact
tower for which βr > 0. We have seen that from a tower with βr > 0, we
can obtain a tower with β r

m
> 0 by extending the constant field of the tower.

Since we already have a tower with β1 > 0, and we want to construct one
with βr > 0, we now want to do the opposite. This gives us the idea of taking
the tower with β1 > 0 and changing the base field to a smaller constant field.
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We call this base change a descent. Unfortunately, the descent to a smaller
constant field does not always exist. Only under appropriate assumptions
taking the descent is possible.

Proposition 4.19 Let F = Fqm(x, y) be an algebraic function field over
Fqm , where y satisfies f(y) = 0 for some polynomial f ∈ Fq(x)[T ] that is
irreducible in Fqm(x)[T ]. Then the descent of F to Fq exists. That is, there
exists a function field G/Fq such that F is the compositum of the field Fqm

and G, that is F = FqmG.

Proof From the first chapter we know that the algebraic function field F
is the function field of a normal projective curve X over Fqm . This curve
contains a dense affine open subset U that has affine coordinate ringOX(U) ∼=
Fqm [x, y]/(f).

We define G = Fq(x, y) where y satisfies f(y) = 0 for the same polynomial
f ∈ Fq(x)[T ]. In the same way G is the function field of a curve Y over Fq

that contains a dense affine open subset V that has affine coordinate ring
OY (V ) ∼= Fq [x, y]/(f). We will show that the extension of the base field of Y
from Fq to Fqm gives the curve X. From the properties of the tensor product
of Fq -algebras it follows immediately that

OY (V )⊗Fq Fqm = OX(U).

Since both subsets U and V are dense, we conclude that indeed YFqm
1 =

X. We know that F and G are the fraction fields of OX(U) and OY (V )
respectively. It is also clear that the compositum of G with Fqm is equal to
the field F . �

We have now seen that taking the compositum of a function field with a
large constant field in the category of algebraic function fields corresponds
to taking the tensor product in the category of normal projective curves.

We will now redefine the tower of Artin-Schreier extensions in section
4.2 over the field Fq2m . The polynomials used for defining this tower only
have coefficients zero and one and therefore we can take the descent to the
constant field Fq2 . We will then investigate this new tower and see if it
satisfies βm > 0.

Definition 4.20 We define the tower F/Fq2m as follows. Let F1 = Fq2m(x1)
be the rational function field over Fq2m . For k ≥ 1, we set

Fk+1 = Fk(zk+1),

where zk+1 satisfies the equation

zq
m

k+1 + zk+1 = xq
m+1
k ,

with
xk =

zk
xk−1

∈ Fk for k ≥ 2.

1Recall that by definition YFqm = Y ×Fq Spec Fqm . See also section 1.3.3.
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Definition 4.21 We define the tower G/Fq2 as follows. Let G1 = Fq2(x1).
For k ≥ 1, we set

Gk+1 = Gk(zk+1),

where zk+1 satisfies the equation

zq
m

k+1 + zk+1 = xq
m+1
k ,

with
xk =

zk
xk−1

∈ Gk for k ≥ 2.

It is clear that the tower F/Fq2m is equal to the constant field extension of
the tower G/Fq2 with the field Fq2m . More precisely, for every k ≥ 1, we have
Fk = Fq2mGk.

Lemma 4.22 Let F ⊂ F ′ be an extension of algebraic function fields. If
there exists a place of F that is totally ramified in F ′, then the full constant
field of F is algebraically closed in F ′.

Proof Let K and K ′ be the full constant fields F and F ′ respectively. We
need to show K ′ = K. By hypothesis there is a place Q of F and a place Q′

of F ′ extending Q, such that e(Q′|Q) = [F ′ : F ]. It follows from equation 1.1
that f(Q′|Q) = 1 and Q′ is the only place above Q. We define F1 = K ′F the
constant field extension. We have inclusions F ⊂ F1 ⊂ F ′. There is only one
place Q1 of F1 extending Q and since F1 is a constant field extension of F ,
we have e(Q1|Q) = 1. It follows from f(Q′|Q) = f(Q′|Q1)f(Q1|Q) = 1 that
also f(Q1|Q) = 1. Using equation 1.1 again we find that e(Q1|Q)f(Q1|Q) =
[F1 : F ] = 1, from which we conclude that [K ′ : K] = 1 and hence K = K ′

is the full constant field of F ′. �

We will now investigate the limit βm(G) = limk→∞
Bm(Gk)
g(Gk)

. Therefore we

need to know the genus of Gk and the number of places Bm(Gk) of Gk of
degree m.

We start with the genus. As the tower F is a constant field extension of
G, the fields Fk and Gk have the same genus gk. It is easily obtained from
Theorem 4.5 by replacing q with qm.

gk =

{
qmk + qm(k−1) − q

m(k+1)
2 − 2q

m(k−1)
2 + 1, if k is odd,

qmk + qm(k−1) − 1
2
q
mk
2

+1 − 3
2
q
mk
2 − qmk2 −1 + 1, if k is even.

Computing the number of places of degree m of Gk is a very difficult
problem. To avoid having to compute the Zeta function, we will instead try
to find an estimate for the number of places of degree m. This is sufficient
for showing that the limit βm is positive.

First we remark that we already know an estimate for the number of
places of Fk of degree one. It is also given by Theorem 4.5 after replacing q
with qm.

B1(Fk) ≥ (q2m − 1)qm(k−1) + 2qm for all k ≥ 3.
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We can exploit this for bounding Bm(Gk) from below, because there is a
relation between the number of places in Fk of degree one and the places of
Gk of degree dividing m. From now on we omit the index k for the fields
Fk, Gk and the genus gk.

B1(F ) =
∑
d|m

d ·Bd(G).

See equation (2.23) p.178 in [10]. We can rewrite this as

m ·Bm(G) = B1(F )−
∑

d|m, d6=m

d ·Bd(G).

To find a lower bound for the limit βm(G), we need a lower bound for
B1(F ) and upper bounds for Bd(G) for all d < m that divide m. We can
find these upper bounds using V.2.10(a) p.179 in [10] which states that for
any function field H/Fq with genus g(H),

|Br(H)− qr

r
| < (2 + 7g(H))

qr/2

r
.

After adapting this formula to the present context, where the constant field
of G is Fq2 and not Fq , we get

Bd(G) <
q2d

d
+ (2 + 7g)

qd

d
. (4.8)

Putting everything together, and thereby omitting terms that will tend to
zero as k →∞, gives

βm(G/Fq2) = lim
k→∞

Bm(Gk)

gk
=

lim
k→∞

1

m

B1(Fk)

gk
−

∑
d|m, d6=m

d ·Bd(Gk)

gk

 ≥ 1

m

(qm − 1)−
∑

d|m, d6=m

7qd

 .

Here we have used Corollary 4.6 to replace the limit limk→∞
B1(Fk)
gk

with

(qm− 1). Finally, to show that βm(G) > 0, it remains to be checked that the
right hand side is positive, i.e. that

qm − 1 >
∑

d|m, d6=m

7qd.

For very large q this is obvious, as the left hand side is a polynomial in q
of degree m and the right hand side is a polynomial in q of degree < m.
Unfortunately, for small values of q and m the inequality does not always
hold. In fact it is easy to check that the only values of q and m for which the
above inequality does not hold are q = 2,m = 2, 3, 4, 6 and q = 3,m = 2, 4
and q = 4, 5, 7,m = 2.
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Let us first prove that the inequality holds for all q ≥ 8 and all m. Recall
the geometric sum

qm − 1 = (q − 1)
m−1∑
i=0

qi.

From this we obtain

qm − 1−
∑

d|m, d6=m

7qd = (q − 1)
m−1∑
i=0

qi −
∑

d|m, d6=m

7qd

= (q − 1)
m−1∑

i=0, i-m

qi +
∑

d|m, d6=m

(q − 1− 7) qd >
∑

d|m, d6=m

(q − 8) qd ≥ 0.

The last inequality holds if and only if q ≥ 8.
Now we investigate if we can improve our lower bound for βm(G/Fq2). For

places of degree one, the well known Hasse-Weil bound is a stronger bound
than equation 4.8. In this setting, where the ground field is Fq2 and not Fq

the Hasse-Weil bound gives us

B1(G) < q2 + 1 + 2gq.

See Theorem V.2.3 in [10]. When using this upper bound for B1 to compute
βm(G/Fq2) for m = 2, 3 (or m prime) we get

m · βm(G/Fq2) = lim
k→∞

Bm(Gk)

gk
= lim

k→∞

B1(Fk)

gk
−

∑
d|m, d6=m

Bd(Gk)

gk

≥ (qm − 1)− lim
k→∞

B1(Gk)

gk
≥ qm − 1− 2q. (4.9)

Here we have already taken into account that lim q2+1
gk

tends to zero. The

last expression with m = 3 becomes q3−1−2q. This is positive for all q ≥ 2.
We now see that βm(G/Fq2) > 0 in the case q = 2,m = 3. Here equation 4.9

shows us that β3(G/F22) ≥ 23−1−2·2
3

= 1.
For m = 2 we want to know for which prime powers q the expression

q2 − 1 − 2q is positive. This is the case for all q ≥ 3, but unfortunately not
for q = 2.

There are now three cases remaining. These are the cases (q,m) =
(2, 4), (2, 6), (3, 4). Again using the Hasse-Weil bound, computations simi-
lar to equation 4.9 show that

4β4(G/F22) ≥ 24 − 1− 2 · 2− 7 · 22 = −17 and

6β6(G/F22) ≥ 26 − 1− 2 · 2− 7 · 22 − 7 · 23 = −25

We see that these lower bounds for βm(G/F22) with m = 4, 6 are trivial. For
the last case (q,m) = (3, 4) we find some improvement,

β4(G/F32) ≥ 34 − 1− 2 · 3− 7 · 32

4
=

11

4
> 0.
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We can summarize this section with the following Theorem that we have
now proved.

Theorem 4.23 For any positive integer m, except possibly for m = 2, 4 or
6, there exists a tower of algebraic function fields G/F4 with βm(G/F4) > 0.
For all prime powers q ≥ 3 and for any positive integer m, there exists a
tower of algebraic function fields G/Fq2 with βm(G/Fq2) > 0. �

Remark 4.24 For the cases q = 2 with m = 2, 4 or 6, the upper and lower
bounds we used are not strong enough to conclude that the limit βm(G/F4)
is positive. For these three cases a more detailed analysis or an explicit
computation of the limit βm is necessary.

It is interesting to note that in characteristic 2 there does exist a tower
with β2 > 0 and a different tower with β4 > 0. In Proposition 3.1 and 3.3
in [1] these towers, which are very similar to our tower G, are constructed.
The same Garcia-Stichtenoth tower is used as in Definition 4.20 and 4.21
with m = 1. For m = 1 these two definitions are identical. The difference
with our construction is that the descent is taken not to a field of which the
cardinality is a square, but to the field F2.
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