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Introduction

In their book [33] Rapoport and Zink fix an isocrystal (D, ϕD) over Fp and consider the partial
flag variety F̆ over K0 := W (Fp)[1/p] parametrizing filtrations of D with fixed Hodge-Tate
weights. They show that the weakly admissible locus (F̆wa

b )rig (the period space) is a rigid
analytic subspace of F̆ . They conjecture the existence of a rigid analytic subspace (F̆a

b )rig of
F̆ rig, an étale morphism (F̆a

b )rig → (F̆wa
b )rig of rigid analytic spaces which is bijective on rigid

analytic points, and of an interesting local system of Qp-vector spaces on (F̆a
b )rig, see Conjecture

3.3.9. A.J. de Jong [29] pointed out that to study local systems it is best to work in the category
of Berkovich spaces rather than rigid analytic spaces.

If the Hodge-Tate weights all are 0 and 1, Rapoport and Zink consider a moduli problem
of p-divisible groups and show that it is representable by a formal scheme M̆. We give the proof
in Chapter 2. They also construct a morphism called the period morphism of rigid analytic
spaces from the generic fiber M̆rig of M̆ to the period space. The period morphism is étale
and surjective on rigid points. However, in order to determine the precise image of the period
morphism, one should look at Berkovich spaces again.

The aim of this thesis is to understand Urs Hartl’s construction [25] of an admissible locus
F̆a

b in the case where the Hodge-Tate weights are 0 and 1. The first main theorem is the following

Theorem 0.0.1. The set F̆a
b is an open Ĕ-analytic subspace (in the sense of Berkovich, see

Definition 2.3.19 (i)) of F̆an, where F̆an is the Berkovich space associated to F̆ .

Moreover, Hartl [25] and Faltings [16] show that the period morphism factors through this
admissible locus and is surjective on analytic points. This is our second main theorem.

Theorem 0.0.2. The period morphism π̆an : M̆an → F̆an factors through F̆a
b and surjective on

analytic points of F̆a
b .

We will explain that in the case where the Hodge-Tate weights are 0 and 1 the rational Tate
module of the universal p-divisible group on M̆an gives conjecturally the answer to Rapoport-
Zink’s conjecture. We will try to explain the necessary background for these results in this
thesis.

Organization of thesis

This thesis is organized as follows.
In Chapter 1, we define p-divisible groups and recall Grothendieck-Messing’s deformation

theory which are necessary in Rapoport-Zink’s construction of p-adic period mappings. The
main reference is Messing [32].

In Chapter 2, first we introduce the moduli spaces of p-divisible groups and prove its
representability. Then we briefly recall the theory of rigid analytic geometry before defining
period morphisms. The main reference of this chapter is Rapoport-Zink [33].



In Chapter 3, we introduce the weakly admissible locus of certain flag varieties and state
precisely the conjecture of Rapoport-Zink. This is also from Rapoport-Zink [33].

In Chapter 4, the final chapter, we follow Hartl’s construction of the admissible locus of a
p-adic period space possessing period morphisms. This is rather technical. The main references
are Hartl [25] and [26], Faltings [16].
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Chapter 1

Grothendieck-Messing Deformation
Theory

In this chapter, we explain the definitions and basic properties of p-divisible groups (or Barsotti-
Tate groups in the terminology of [32]). We refer to [32] for details. These are necessary in the
Rapoport-Zink’s construction of period mappings for p-divisible groups.

1.1 p-divisible Groups

We fix a prime number p. Let S be a general base scheme, we identify the schemes X over S
with the f.p.p.f. sheaves they represent. We say G is an S-group if G is a commutative f.p.p.f.
sheaf of groups on the site Sch(S).

Definition 1.1.1. (Grothendieck) An S-group G is said to be a p-divisible group on S if it
satisfies the following three properties:

(i) G is p-divisible, i.e. the morphism p : G → G is an epimorphism.
(ii) G is p-torsion, i.e. G = lim−→n

G(n), where G(n) = ker(pn : G → G).

(iii) The S-groups G(n) are representable by finite locally free S-group schemes.

Remark 1.1.2. (1) In fact, one can replace condition (iii) above by

(iii)′ The group G(1) is a finite locally free S-group scheme,

as for every n, G(n) is a multiple extension of groups isomorphic to G(1).
(2) Since G(1) is finite locally free over S, it follows from the elementary theory of finite

group schemes over a field that the rank of G(1) is of the form ph, where h = ht(G) is a locally
constant function on S with values in N. Then for every n, the group G(n) has rank pnh. The
integer h (whenever it is a constant) is called the height of the p-divisible group G.

We have an equivalent definition by Tate.
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Definition 1.1.3. (Tate) A p-divisible group on S is an inductive system (Gn)n∈N of finite
locally free S-group schemes such that:

(i) Gn = Gn+1(n)
(ii) The rank of the fiber of G(n) at s is pnh(s), where h is a locally constant function on

S.

The equivalence of Definition 1.1.1 and 1.1.3 is given by:
Grothendieck’s p-divisible group G Ã Tate’s p-divisible group (Gn)n∈N where Gn = G(n)
Tate’s p-divisible group (Gn)n∈N Ã Grothendieck’s p-divisible group G = lim−→n∈NGn

The notion of morphism between two p-divisible groups is easily defined. In Grothendieck’s
definition any map f : G → H where G and H are p-divisible groups on S is a morphism of
p-divisible groups if f is a morphism of f.p.p.f. sheaves of groups. In Tate’s terminology, we
require f = (fn)n∈N where fn : Gn → Hn are morphisms of group schemes and compatible with
the transition maps. Therefore all the p-divisible groups on a base scheme S form a category
denoted by pdiv(S).

Remark 1.1.4. The category pdiv(S) is not abelian. Indeed, if we consider the multiplication
by p from G to itself, it is easy to see that this morphism has both trivial kernel and cokernel
in pdiv(S). But it is not an isomorphism, hence pdiv(S) cannot be an abelian category.

Definition 1.1.5. Let G = (G(n))n∈N be a p-divisible group on S. Since the G(n) are finite
locally free S-group schemes, the dual group schemes G(n)∗ = HomS−gr(G(n),GmS) are also
finite and locally free. The epimorphism p : G(n + 1) → G(n) gives a monomorphism p∗ :
G(n)∗ ↪→ G(n+1)∗. Then the inductive system (G(n)∗)n∈N with respect to p∗ gives a p-divisible
group G∗ over S (in the sense of Tate). We call G∗ the Cartier dual of G.

Remark 1.1.6. The assignment G 7→ G∗ gives a duality on the category of p-divisible groups
on S.

Proposition 1.1.7. ([32]) The p-divisible groups are stable under base change and extensions.
More precisely,

(i) If S′ → S is a morphism and G is in pdiv(S), then f∗(G) is in pdiv(S′).
(ii) If 0 → G1 → G2 → G3 → 0 is an exact sequence of S-groups and G1 and G3 are in

pdiv(S), then G2 is in pdiv(S) also and ht(G2) = ht(G1) + ht(G3).

Example 1.1.8. (1) The constant formal group (Qp/Zp)S = lim−→n
( 1

pnZ/Z)S is an ind-étale
p-divisible group over S.

(2)([32] Chapter I 3.4) Let A be an abelian scheme on S, i.e. a commutative group
scheme f : A → S with f proper, smooth and having geometrically connected fibers. Then
lim−→A(n) = lim−→(ker pn) is a p-divisible group of rank 2d on S, where d is the relative dimension
of A/S.

In the set of morphisms of p-divisible groups we have a particular subset, the isogenies of
p-divisible groups.



Definition 1.1.9. Let G and G′ be two p-divisible groups over S, a morphism f : G → G′ is
called an isogeny if it is an f.p.p.f. epimorphism with finite locally free kernel. Two p-divisible
groups are called isogeneous if there exists such an f .

Proposition 1.1.10. ([19]) Suppose S is connected or quasi-compact. A morphism f : G → G′

between two p-divisible groups over S is an isogeny if and only if there exists a morphism g :
G′ → G and an integer N such that g ◦ f = pN IdG and f ◦ g = pN IdG′.

We have a converse to the Definition 1.1.9.

Proposition 1.1.11. ([33] 2.7) Let G be a p-divisible group on S. Let H be a finite locally
free S group scheme and H ↪→ G a monomorphism over S. Then the f.p.p.f. sheaf G/H is a
p-divisible group.

The multiplication by p on a p-divisible group is obviously an isogeny. It follows that for
p-divisible groups, the group HomS(G,G′) is a torsion free Zp-module. Let HomS(G,G′) be the
Zariski sheaf of germs of morphisms.

Definition 1.1.12. A quasi-isogeny of p-divisible groups from G to G′ is a global section ρ of
the Zariski sheaf HomS(G,G′)⊗Z Q such that there exists locally an integer n for which pnρ is
an isogeny. We denote the group of quasi-isogenies by QisogS(G,G′).

Quasi-isogenies of p-divisible groups have the following rigidity property.

Theorem 1.1.13. ([1] 2.2.3) Let S′ be a closed subscheme of S with locally nilpotent defin-
ing sheaf of ideals J . Assume moreover that p is locally nilpotent on S. Then the canonical
homomorphism

QisogS(X, Y )−→QisogS′(XS′ , YS′)

is bijective.

In the sequel, we shall have to deal with p-divisible groups over formal schemes. Our
formal scheme X will be adic, locally noetherian (see Chapter II), hence there is a largest ideal
of definition J, and X = lim−→n

Xn where Xn is locally written as Spec(OX/Jn+1). In particular
Xred = X0 is locally isomorphic to Spec(OX/J).

Definition 1.1.14. A p-divisible group G over X is an compatible system of p-divisible groups
Gn over Xn, which means that we have Gn+1 ×Xn+1 Xn

∼= Gn for every n.

Proposition 1.1.15. [32] If X = Spf A is an affine formal scheme, the functor G 7→ (G mod In)n∈N
induces an equivalence between the category of p-divisible groups over Spec(A) and the category
of p-divisible groups over Spf(A).

1.2 Relations with Formal Lie Groups

Definition 1.2.1. Let G be an S-group, for any k ∈ N we define a sub f.p.p.f. sheaf Infk(G)
of G over S. For each S scheme T , the T sections of Infk(G) is the subset of elements t ∈



Γ(T,G) = G(T ) satisfying that there is a covering {Ti → T} for the f.p.p.f. topology and for
each Ti a closed subscheme T ′i defined by an ideal whose k + 1-th power is 0 with the property
that tT ′i ∈ Γ(T ′i , G) factors through the unit section e : S ↪→ G.

Remark 1.2.2. If G is an S-group scheme, Infk(G) is the k-th infinitesimal neighborhood of G
along e : S ↪→ G in [13] IV 16.

Definition 1.2.3. Let G be an S-group, G is said to be formally smooth if for any affine scheme
X and any closed subscheme i : X0 ↪→ X defined by an ideal I with I2 = 0, any morphism
f0 : X0 → G lifts to a morphism (not necessarily unique) f : X → G such that f0 = f ◦ i.

Theorem 1.2.4. ([32] Chapter II 3.3.13) Assume p is locally nilpotent on S, then any p-divisible
group on S is formally smooth.

Definition 1.2.5. An S-group G is a formal Lie group if
(i) G = lim−→k Infk(G), i.e. G is ind-infinitesimal,

(ii) G is formally smooth,
(iii) For any integer k, Infk(G) is representable.

One can prove that if G is a formal Lie group then, locally on S, G is of the form
Spf(OS [[X1, · · · , Xn]]).

Definition 1.2.6. Let G be an S-group scheme with unit section e : S ↪→ G. The OS-module
ωG := e∗Ω1

G/S is called the differential of G.

Definition 1.2.7. Let G be a formal Lie group on S with unit section e : S ↪→ G, then we define
the differential of G as ωG := e∗Ω1

Infk(G)/S
for sufficiently large k. We note that this definition

is independent of the choice of k >> 0.

Remark 1.2.8. One can see that ωG is a finite locally free OS-module, we call its rank the
dimension of G.

Theorem 1.2.9. ([32] Chapter II 3.3.18) Let p be locally nilpotent on S and G be a p-divisible
group on S. Then G := lim−→k Infk(G) is a formal Lie group.

Remark 1.2.10. In general, G is not a p-divisible group, as G(1) is not necessarily flat. For
example, let E be an elliptic curve over k[[t]], with k a finite field of characteristic p, such that
the fibre over k is supersingular and the fibre over k((t)) is ordinary. Let G be the p-divisible
group of E. Then the (G(1))k has rank p2, whereas (G(1))k((t)) has rank p, and hence G is not
a p-divisible group.

Definition 1.2.11. We define the differential ωG of a p-divisible group G on S (where p is
locally nilpotent) as ωG. We have ωG = ωG(n) for n >> 0, since for any n >> 0 there exists an
integer n′ such that Infn(G) = Infn

′
(G). The rank of ωG is called the dimension of G.



1.3 The Crystals Associated to p-divisible Groups

We first recall the classical theory of Dieudonné crystal associated to a p-divisible group G over
a perfect field k of characteristic p > 0. For the details see [14].

Let W (k) be the Witt ring of k, K0 = W (k)Q be the fraction field of W (k). The Frobenius
map x 7→ xp in k extends to a Frobenius automorphism ϕ on W (k) and K0.

Definition 1.3.1. A crystal over k is a free W (k)-module M of finite rank, together with an
injective ϕ-linear endomorphism F and pM ⊂ FM , i.e. F : M → M is injective, additive and
F (λx) = ϕ(λ)F (x) for any λ ∈ W (k), x ∈ M .

Definition 1.3.2. An isocrystal over k is a finite dimensional K0-vector space N equipped with
a bijective ϕ-linear automorphism F . Let V = pF−1 be the Verschiebung.

Remark 1.3.3. (1) If M is a crystal over k, then K0 ⊗W (k) M is an isocrystal over k.
(2) Let M be a lattice contained in an isocrystal N , then M is a crystal if and only if M

is stable under F and V .
(3) It is easily seen that V is ϕ−1-linear and FV = V F = p Id.
(4) The crystals (resp. isocrystals) over k form a category. The morphisms between two

objects are W (k) (resp. K0) linear maps which commute with the ϕ-linear endomorphisms F .
This category is a Zp (resp. Qp) linear category, i.e. the Hom are Zp-modules (resp. Qp vector
spaces) and the composition is Zp (resp. Qp) bilinear.

Definition 1.3.4. All the schemes in this definition are assumed to be over Fp.
(i) Let S be a scheme, the absolute Frobenius fS of S is defined to be an endomorphism

of S which is identical on base points and sends a section s of OS to the section sp.
(ii) Let S be a fixed base scheme and X be an S-scheme. We denote X(p/S) or simply X(p)

the inverse image of X by the base change fS : S → S, i.e. we have the following commutative
diagram.

X(p)

²²

// X

²²
S

fS // S

(iii) We define FX/S : X → X(p) the unique morphism making the following diagram
commutative. This is called the Frobenius morphism of X over S.

X

ÁÁ

fX

$$
FX/S

!!
X(p)

²²

// X

²²
S

fS // S



If G is a flat commutative S-group scheme, one can define a canonical homomorphism
functorial on G

VG/S : G(p/S)−→G

called the Verschiebung morphism of G over S satisfying the following properties:

FG/S ◦ VG/S = p IdG(p) and VG/S ◦GG/S = p IdG

For our use, we assume that S = Spec k and G be a commutative group scheme over k. Then
we denote FG = FG/k and VG = VG/k. In this case VG : G(p) → G is the Cartier dual of
FG∗ : G∗ → (G∗)(p) = (G(p))∗.

The classical Dieudonné theory associates to every p-divisible group G over k a Dieudonné
crystal D(G) and an isocrystal E(G). The Dieudonné crystal D(G) := Hom(G, CW), where CW
is the co-Witt vectors over k. The Frobenius and Verschiebung in Definition 1.3.2 are given by
F := E(FG) and V := E(VG).

Theorem 1.3.5. ([14]) The functor G 7→ D(G) provides an anti-equivalence of categories be-
tween p-divisible groups over k and Dieudonné crystals. The rank of D(G) is the height ht(G)
of G.

Remark 1.3.6. Assume G and H are two p-divisible groups over k of the same height and
f : G → H be a homomorphism and E(f) : E(H) → E(G) is the K0-linear map induced from
the functoriality. One can show that f is an isogeny if and only if E(f) is an isomorphism.
These are also equivalent to the condition that D(f) is an injection.

Example 1.3.7. (1) Let k be algebraically closed and λ ∈ Q, λ = r/s with r, s ∈ Z, (r, s) = 1
and s > 0. We define an isocrystal Eλ = K0 < T > /(T s − pr, Tλ = ϕ(λ)T, λ ∈ K0), where
K0 < T > is the non commutative polynomial ring, i.e. the elements in K0 are not commutative
with the indeterminate T . We can also write

Eλ = (Ks
0 ,




0 . . . . pr

1 0 . . . . .
. . . .
. . . . 1 0


 · ϕ)

Then Dλ = End(Eλ) is the unique division algebra with center Qp and invariant λ. Moreover,
we have dim Eλ = (1− λ) ht(Eλ).

(2) From [14] we have that λ ∈ [0, 1]∩Q if and only if there is a p-divisible group Gλ such
that E(Gλ) ∼= Eλ.

From Remark 1.3.6 we see that after inverting p it is possible to work with vector spaces
over a field and the classification of isocrystals over k of the form E(G) is therefore equivalent
to the classification of p-divisible groups up to isogeny.

Theorem 1.3.8. (Manin)([14]) Let k be algebraically closed. The category of isocrystals over
k is semi-simple. Its simple objects are the Eλ’s, i.e. any isocrystal N over k is isomorphic to
a direct sum

∑
(Eλ)mλ. This is called the slope decomposition of N .



The problem of generalizing Dieudonné theory to p-divisible groups over more general
base S over which p is locally nilpotent has been tackled and advertised by Grothendieck
([24]). Grothendieck’s proposal was to define D(G) as a F-crystal on the crystalline site of
S. As Grothendieck commented ([23]), there are two different ways to construct the generalized
Dieudonné functor, the method of exponential and the method of \ extensions. The first gives
a direct application to the theory of infinitesimal extension of p-divisible groups and the second
clears easily the connection to the classical Dieudonné theory. In the case of p-divisible groups
over a perfect field of characteristic p > 0, this gives a canonical isomorphism between them.

We give here the main results of Messing’s covariant Dieudonné theory by using exponen-
tials. The covariant theory and contravariant theory are connected via Cartier duality.

To define the crystaline site over a scheme S, we first introduce the concept of divided
powers.

Definition 1.3.9. Let A be a ring and I an ideal of A. We say that I is equipped with divided
powers if we are given a family of mappings γn : I → I for n ≥ 1 which satisfy the following
conditions:

(i) γ1(x) = x, for all x ∈ I

(ii) γn(x + y) = γn(x) +
∑n−1

i=1 γn−i(x)γi(y) + γn(y)
(iii) γn(xy) = xnγn(y) for x ∈ A and y ∈ I

(iv) γm(γn(x)) = (mn)!
(n!)mm!γmn(x)

(v) γm(x)γn(x) = (m+n)!
m!n! γm+n(x)

Given such a system we define γ0 via γ0(x) = 1 for all x ∈ I and refer to (I, γ) as an ideal
with divided powers.

Remark 1.3.10. By the axiom (v), we have

γm1+m2+···+mp(x) · (m1 + m2 + · · ·+ mp)!
m1!m2! · · ·mp!

=
p∏

i=1

γmi(x)

In particular, we have xn = (γ1(x))n = n!γn(x). This formula is the main motivation to introduce
the divided powers. If A is a Q-algebra or a torsion free Z-module, we have γn(x) = xn/n! for
all n ≥ 0. Hence every ideal has a unique structure of divided powers. We sometimes write the
map γn by x 7→ x(n).

Definition 1.3.11. Given (A, I, γ) an ideal with divided powers, we say that the divided powers
are nilpotent if there is an integer N such that the ideal generated by elements of the form
γi1(x1) · · · γik(xk), i1 + · · ·+ ik ≥ N is zero. This implies that IN = 0 (taking k = N , i1 = · · · =
iN = 1).

Definition 1.3.12. Let (A, I, γ) be an ideal with nilpotent divided powers. We define two
homomorphisms exponential and logarithm as

exp : J → 1 + J, exp(x) =
∑

n≥0

x(n),



log : 1 + J → J, log(1 + x) =
∑

n≥1

(−1)n−1(n− 1)!x(n)

These two homomorphisms give an isomorphism J+ ∼= (1 + J)∗.

Example 1.3.13. (1) Consider W = W (k) the Witt ring with coefficients in a perfect field k
of characteristic p > 0 and I = pW . Then by the classical method of Gauss, assume n ≥ 1 is an
integer and

n = a0 + a1p + · · ·+ alp
l

with 0 ≤ aj ≤ p− 1, j = 0, . . . , l and let sn =
∑l

j=0 aj . Then the p-adic valuation of n! is given
by

ordp(n!) =
n− sn

p− 1
≤ n− 1

Then we define γn(p) = pn/n! ∈ pW giving the unique divided power structure on pW .
(2) We can replace W by any separated and complete noetherian adic ring A of charac-

teristic zero with p contained in an ideal of definition. Then the ideal pA can be equipped with
a canonical divided power structure.

Definition 1.3.14. Let (A, I, γ) and (A′, I ′, γ′) be two ideals with divided powers. A divided
power homomorphism φ : (A, I, γ) → (A′, I ′, γ′) is a homomorphism of rings φ : A → A′ such
that φ(I) ⊂ I ′ and φ(x(n)) = φ(x)(n) for any x ∈ I.

Definition 1.3.15. Let (A, I, γ) be an ideal with divided powers and let φ : A → B be a ring
homomorphism. We say that γ extends to B if there exists a divided powers structure γ′ on IB
such that the mapping φ : (A, I, γ) → (B, IB, γ′) is a divided power homomorphism.

We have two cases when the divided powers structure extends successfully.

Proposition 1.3.16. ([24] or [32] Chapter 3 (1.8)) Let (A, I, γ) be as above and φ : A → B be
a ring homomorphism, then

(i) If I is principal, then γ extends to IB

(ii) If B is a flat A-algebra, γ extends to IB.

Remark 1.3.17. Our construction can be globalized as follows: we replace A by a scheme S,
I by a quasi-coherent ideal sheaf I of OS , divided powers on I are given by assigning to each
open subset U a system of divided powers on Γ(U,I) commuting with the restriction maps.

Given a divided power morphism between (S, I, γ) and (S′, I′, γ′) is the same as to give a
morphism of schemes f : S → S′ such that f−1(I′) maps into I under the map f−1(OS′) → OS

and the divided powers induced on the image of f−1(I′) ”coincide” with those defined by γ′.

Definition 1.3.18. For a scheme X, we define the crystalline site Crys(X) as a category whose
objects are triples T := (U ↪→ T, γ) where:

(i) U is a Zariski open subscheme of X

(ii) U ↪→ T is a locally nilpotent immersion



(iii) γ = (γn) are locally nilpotent divided powers on the defining ideal I of U in T .
The morphisms from (U ↪→ T, γ) to (U ′ ↪→ T ′, γ′) are the commutative diagrams

(1.1) U

f
²²

// T

f
²²

U ′ // T ′

where f : U → U ′ is the inclusion and f : T → T ′ is a divided power morphism, i.e. the
morphism of sheaf of rings f

−1(OT ′) → OT is a divided power morphism.
A covering family of an object (U ↪→ T, γ) is a collection of morphisms {(Ui ↪→ Ti, γi) →

(U ↪→ T, γ)} such that Ti is the open subscheme of T whose underlying set is Ui an open subset
of U and

⋃
Ui = U .

Definition 1.3.19. A sheaf (of sets for example) on this site is a contravariant functor F :
Crys(X)op → (Sets) such that for every covering family {Ti → T}, the following sequence of
sets is exact

0 → F (T ) →
∏

i

F (Ti) ⇒
∏

i,j

F (Ti ×T Tj)

Remark 1.3.20. Sheaves on this site admit the following description: to give a sheaf F is
equivalent to giving an ordinary sheaf F(U↪→T,γ) on T for each object (U ↪→ T, γ), and for every
morphism u : (U1 ↪→ T1, γ1) → (U ↪→ T, γ) in Crys(X), a map ρu : u−1(F(U↪→T,γ)) → F(U1↪→T1,γ1)

such that
(i) If v : (U2 ↪→ T2, γ2) → (U1 ↪→ T1, γ1) is another morphism, then we have a commutative

diagram

v−1(u−1(F(U↪→T,γ)))

ρu◦v ))SSSSSSSSSSSSSSS

v−1(ρu) // v−1(F(U1↪→T1,γ1))

ρv

²²
F(U2↪→T2,γ2)

(ii) If u : (U1 ↪→ T1, γ1) → (U ↪→ T, γ) a morphism satisfying u : T1 → T is an open
immersion, the map ρu : u−1(F(U↪→T,γ)) → F(U1↪→T1,γ1) is an isomorphism.

In Grothendieck’s term: ”crystals grow and are rigid”.

Remark 1.3.21. (1) The site Crys(X) is ringed in a natural way, namely the sheaf of rings
OXCrys

corresponds to the system O(U↪→T,γ) = OT .
(2) A sheaf of modules M on the site Crys(X) is given by a family MT of OT -modules

satisfying the similar properties as in Remark 1.3.20. Such an M is said to be special if for any
diagram

U

f
²²

// T

f
²²

U ′ // T ′



we have f
∗(MT ′) = MT . A module M is said to be quasi-coherent if M is special and all MT

are quasi-coherent OT -modules.

Definition 1.3.22. Let F be a fibred category on (Sch) which is a stack with respect to the
Zariski topology. An F-crystal on X is a Cartesian section of the fibred category F ×(Sch)

Crys(X), where Crys(X) → (Sch) is given by (U ↪→ T, γ) 7→ T . A morphism of F-crystals is
a morphism of Cartesian sections. This means that for each object (U ↪→ T, γ) in Crys(X) we
are given an object Q(U↪→T,γ) in FT and that for each morphism (1.1) in Crys(X) we are given
an isomorphism

uf̄ : Q(U↪→T,γ)−→ f̄∗Q(U ′↪→T ′,δ)

These isomorphisms are to satisfy f̄∗(uḡ)◦uf̄ = uḡ◦f̄ where ḡ comes from a morphism in Crys(X)

U ′ −−−−→ T ′

g

y f̄

y
U ′′ −−−−→ T ′′

In particular, an F-crystal is a sheaf on Crys(X).

Remark 1.3.23. A special OXCrys
-module M is a crystal in modules. Here FT = QCoh(T ) is

the category of quasi-coherent OT -modules.

Let S0 be our base scheme with p locally nilpotent on it. In order to generalize the classical
Dieudonné theory (in covariant form), we hope to define a functor

D : pdiv(S0)−→(Crystals in finite locally free OS0Crys
-modules)

By the method of exponentials, one can associate to certain p-divisible groups on S0 a crystal
in finite locally free OS0Crys

-modules. The word ”certain” means that our p-divisible groups in
question are locally liftable to infinitesimal neighborhoods. More precisely, we define pdiv(S0)′ to
be the full subcategory of pdiv(S0) consisting of those p-divisible groups G0 with the property
that there is an open cover of S0 (depending on G0) formed of affine open subsets U0 ⊂ S0

such that for any nilpotent immersion U0 ↪→ U there is a p-divisible group GU on U with
GU |U0 = G0|U0 .

By the arguments of Grothendieck and Illusie, every p-divisible group over S0 is locally
liftable to infinitesimal neighborhoods, i.e. pdiv(S0)′ = pdiv(S0). To such a p-divisible group G
Messing had defined:

(1) a crystal in (f.p.p.f.) groups: E(G)
(2) a crystal in formal Lie groups: E(G)
(3) a crystal in finite locally free modules: D(G)
The crystal E(G) is our basic crystal to construct and E(G) is obtained from E(G) by

”completing along the unit section”, while D(G) will be obtained from E(G) by applying Lie
functor (Definition 1.3.32). To construct E(G) we now arrive to introduce the universal extension
of a p-divisible group by vector groups.



Definition 1.3.24. Let S be a scheme and M be a quasi-coherent OS-module. One can associate
to M a f.p.p.f. S-group M̃ whose section over an S-scheme T is given by Γ(T, M̃) = Γ(T, OT⊗OS

M). If moreover M is a locally free OS-module of finite rank, then M̃ is representable by the
group scheme defined by the symmetric algebra Sym(M∨) which is locally isomorphic to a finite
product of Ga’s and M̃ is called a vector group over S.

Proposition 1.3.25. ([32] Chapter IV 1.3) Suppose G is an S-group scheme with G∗ rep-
resentable (e.g. G is a finite locally free S-group). Then the functor (on quasi-coherent OS-
modules): M 7→ HomS−gr(G, M̃) is represented by ωG∗, i.e. there is a morphism d : G → ωG∗

such that the natural map HomOS−mod(ωG∗ ,M) → HomS−gr(G, M̃) is a bijection for any quasi-
coherent OS-module M .

From now on, we assume pN is zero on S and G is a p-divisible group on S. Then for
any quasi-coherent OS-module M , HomS−gr(G, M̃) = 0. This is because pN : G → G is an
epimorphism and pN times any homomorphism f : G → M̃ is zero and we have the following
commutative diagram

G

pN

²²

//
M̃

pN

²²
G //

M̃

Definition 1.3.26. An extension of G by a vector group V is an exact sequence of commutative
S-groups:

0 → V → E → G → 0

Such an extension is said to be universal if for any vector group M the natural mapping
HomOS−mod(V, M) → Ext1S(G,M) is a bijection.

By an automorphism of an extension 0 → V → E → G → 0 we mean a morphism
α : E → E such that the following diagram is commutative

0 −−−−→ V −−−−→ E −−−−→ G −−−−→ 0

Id

y α

y Id

y
0 −−−−→ V −−−−→ E −−−−→ G −−−−→ 0

Since Hom(G,V ) = 0, an extension of G by a vector group V admits no non trivial automor-
phism.

Theorem 1.3.27. ([32] Chapter IV 1.10) Assume that pNOS = 0 and G is a p-divisible group
on S, then there is a universal extension E(G) of G by a vector group V (G).

Remark 1.3.28. (1) Here V (G) is actually ωG(N)∗ = ωG∗ .
(2) The universal extension commutes with an arbitrary base change S′ → S. Hence this

can be generalized to base schemes S where p is locally nilpotent.



Corollary 1.3.29. ([32] Chapter IV 1.14) Assume that p is locally nilpotent on S and G is a
p-divisible group on S. Then there exists a universal extension 0 → V (G) → E(G) → G → 0 of
G with V (G) = ωG∗.

Proposition 1.3.30. ([32] Chapter IV 1.15) Let p be locally nilpotent on S and G, H two p-
divisible groups on S with u : G → H a homomorphism. Then there is a unique homomorphism
E(u) : E(G) → E(H) such that we obtain a morphism of extensions:

0 −−−−→ V (G) −−−−→ E(G) −−−−→ G −−−−→ 0yV (u) E(u)

y u

y
0 −−−−→ V (H) −−−−→ E(H) −−−−→ H −−−−→ 0

where V (u) is the map induced on the invariant differentials by the Cartier dual of u.

Proposition 1.3.31. ([32] Chapter IV 1.19) Assume p is locally nilpotent on S and G be a
p-divisible group on S, then E(G) := lim−→k Infk E(G) is a formal Lie group.

Definition 1.3.32. We define Lie(E(G)) = Lie(E(G)) = (ω
E(G)

)∨.

Proposition 1.3.33. ([32] Chapter IV 1.22) By taking the Lie functor of the universal extension
0 → V (G) → E(G) → G → 0, we get an exact sequence 0 → V (G) → Lie(E(G)) → Lie(G) → 0.

We state the main theorem which allows the construction of E(G).

Theorem 1.3.34. ([32] Chapter IV 2.2) Let S = Spec(A), pN · 1S = 0, S0 = Var(I) where
I is an ideal of A with nilpotent divided powers. Let G and H be two p-divisible groups on S
and assume u0 : G0 → H0 is a homomorphism between their restrictions to S0. By Proposition
1.3.30 u0 defines a morphism E(u0) : E(G0) → E(H0) of extensions

0 −−−−→ V (G0) −−−−→ E(G0) −−−−→ G0 −−−−→ 0yV (u0) E(u0)

y u0

y
0 −−−−→ V (H0) −−−−→ E(H0) −−−−→ H0 −−−−→ 0

Then there is a unique morphism v : E(G) → E(H) (not necessarily respecting the structure of
extensions) with the following properties:

(i) v is a lifting of E(u0)
(ii) Given w : V (G) → V (H), a lifting of V (u0), denote by i the inclusion V (H) → E(H),

such that d = i ◦ w − v|V (G) : V (G) → E(H) induces zero on S0. Then d is an exponential in
the sense of [32] Chapter 3.

We have several corollaries that are needed for the construction of the crystal E.

Corollary 1.3.35. ([32] Chapter IV 2.4.1) Let K be a third p-divisible group on S and u′0 :
H0 → K0 a homomorphism. Then ES(u′0 ◦ u0) = ES(u′0) ◦ ES(u0).



Corollary 1.3.36. ([32] Chapter IV 2.4.2) If G = H and u0 = IdG0, then ES(u0) = IdG.

The above two corollaries are proved by showing that the right hand sides of the equalities
are actually satisfying the condition in Theorem 1.3.34. The following corollary follows from
them.

Corollary 1.3.37. ([32] Chapter IV 2.4.3) Let G and H be p-divisible groups on S and u0 :
G0 → H0 an isomorphism. Then ES(u0) is an isomorphism.

Let S0 be an arbitrary scheme with p locally nilpotent on it and G0 be in pdiv(S0)′. Since
the f.p.p.f. groups form a stack with respect to the Zariski topology, it suffices to give the value
of the crystal E(G0) on ”sufficiently small” objects (U0 ↪→ U) of the crystalline site of S0. Take
U0 affine, we lift G0|U0 to a p-divisible group GU on U . From Corollaries 1.3.35 and 1.3.37,
E(GU ) is independent of the choice of lifting up to canonical isomorphism.

If V0 ↪→ V is a second object of the crystalline site and there is morphism

U0 −−−−→ U

f

y f̄

y
V0 −−−−→ V

then for a lifting GU of G0|U0 to U and a lifting GV of G0|V0 to V the same corollaries give a
canonical isomorphism f̄∗(E(GU )) ∼= E(GV ).

Definition 1.3.38. We define the value of the crystal E(G0) on a sufficiently small object
(U0 ↪→ U) is simply E(GU ) for some choice of lifting of G0|U0 to U . We see that E is functorial.

Remark 1.3.39. Given T0 → S0 the diagram is commutative

pdiv(S0)′
E−−−−→ (Crystals in f.p.p.f. groups on S0)

f∗
y f∗

y
pdiv(T0)′

E−−−−→ (Crystals in f.p.p.f. groups on T0)

Definition 1.3.40. Define other two crystals
E(G0)(U0↪→U) := (E(G0)(U0↪→U))

D(G0)(U0↪→U) := Lie(E(G0)(U0↪→U)).

Since E is functorial, we see that E and D are functorial.

Remark 1.3.41. We call D our covariant Dieudonné functor. It can be shown that D(G) is a
finite locally free crystal on S of rank the height of G.

Remark 1.3.42. If k is a perfect field of characteristic p > 0 and G is a p-divisible group over
k. Let W (k) be the Witt ring with coefficients in k, then W (k)/pW (k) = k. For p ≥ 3 we
define Wn := W (k)/pnW (k). Then the surjective ring homomorphism Wn → W (k)/pW (k) = k



gives a nilpotent immersion Spec k ↪→ Spec Wn with nilpotent divided powers on the defining
ideal pW (k)/pnW (k), see Example 1.3.13. The relation of the classical Dieudonné crystal and
the Grothendieck-Messing crystal is given by

D(G) = lim←−n
D(G∗)

If p = 2 we take Wn := W (k)/4nW (k).

1.4 Deformation Theory

Let p be locally nilpotent on S and S0 ↪→ S be a nilpotent immersion defined by an ideal I
which is endowed with locally nilpotent divided powers. For G0 ∈ pdiv(S0), we denote D(G0)S

the value of the Lie algebra crystal on (S0 ↪→ S).

Definition 1.4.1. A filtration Fil1 ⊂ D(G0)S is said to be admissible if it is a locally direct
factor vector subbundle of D(G0)S which reduces to V (G0) ⊂ Lie(E(G0)) on S0.

Definition 1.4.2. We define a category whose objects are pairs (G0,Fil1) with G0 a p-divisible
group on S0 and Fil1 an admissible filtration of D(G0)S . The morphisms between two objects
are the pairs (u0, ξ) where u0 : G0 → H0 is a morphism of S0-group and ξ : Fil1(G0) → Fil1(H0)
which satisfying the following commutative diagram

Fil1(G0)

ξ

²²

i // D(G0)S

D(u0)S

²²
Fil1(H0)

i // D(H0)S

and reduces to the commutative diagram

V (G0)

V (u0)

²²

i // Lie(E(G0))

Lie(E(u0))

²²
V (H0)

i // Lie(E(H0))

the morphism D(u0)S = Lie(E(u0)S) where E(u0)S is the unique morphism in Theorem 1.3.34

Theorem 1.4.3. (Grothendieck-Messing)([32]) The functor G 7→ (G0 = G|S0 , V (G) ↪→ D(G0)S)
establishes an equivalence of categories between pdiv(S) and the category of admissible pairs
(G0,Fil1).

By passing to the limit, one can consider the deformation theory on formal schemes which
are complete with respect to the p-adic topology. For example, let A be a complete discrete
valuation ring with residue field k perfect of characteristic p > 0 and K the fraction field of A,
which is of characteristic zero. Then A is p-adic and denote An = A/pn+1A. For any p-divisible
group G0 over S0 = Spec(A0), we define by passage to limit a finite locally free A-module M



such that M ⊗A An = D(G0)(Spec(A0)↪→Spec(An)). Here we equip (Spec(A0) ↪→ Spec(An)) with
the canonical divided powers as in Example 1.3.7. Then to give a p-divisible group G over Spf A
is the same as to give

(1) A p-divisible group G0 = G⊗A A0 over A0.
(2) A system of admissible filtration Vn of D(G0)(Spec A0↪→Spec An) for each n ∈ N, which is

compatible in the sense that Vn+1 ⊗An+1 An
∼= Vn.

Now we state a question of Grothendieck. Fix a p-divisible group X over Fp of height
h and dimension d. Let W := W (Fp) be the ring of Witt vectors and let K0 be its fraction
field. Let OK be a complete discrete valuation ring with residue field Fp and fraction field K
of characteristic 0. To every p-divisible group X over OK with X ∼= X ⊗OK

Fp we associate an
extension

0−→(Lie X∗)∨K −→D(X)K −→(Lie X)K −→ 0

We denote by F = Grassh−d(D(X)K0) the Grassmannian of (h − d)-dimensional subspaces of
D(X)K0 . Grothendieck [23] raised the following question:

Describe the subset of F formed by the points (LieX∗)∨K where X is any deformation of
X over any complete discrete valuation ring OK with residue field Fp and fraction field K of
characteristic 0.

We will return to this question in Proposition 3.2.13.





Chapter 2

Moduli Spaces for p-divisible Groups
and the Period Morphisms

In this chapter, we first give some generalities on formal schemes. Then we state the moduli
problem of p-divisible groups considered in [33] and prove its representability. Before introducing
the period morphism we recall the theory of rigid analytic geometry which is necessary in
the sequel. Then by using Grothendieck-Messing’s deformation theory we can describe the
construction of period morphism as in [33], we will prove that the period morphism is étale.

2.1 Generalities on Formal Schemes

We assume in this section that all the rings we consider are commutative.

Definition 2.1.1. Let A be a topological ring and {Iα} a set of open ideals of A that form a
fundamental system of neighborhoods of zero in A. We say that A is a linear topological ring if
for any a ∈ A, {a + Iα} form a fundamental system of neighborhoods of a. An element x ∈ A
is called topologically nilpotent if xn goes to zero as n tends to infinity.

Definition 2.1.2. An ideal I of A is called an ideal of definition of A if I is an open ideal
and for any open neighborhood V of 0 there exists and integer n such that In ⊂ V . A linear
topological ring A having an ideal of definition is called a preadmissible ring. A preadmissible
ring is admissible if it is separated and complete.

Remark 2.1.3. A preadmissible noetherian ring admits a maximal ideal of definition. ([13]I
Chapter 0 7.1.7).

Definition 2.1.4. A preadmissible ring A is said to be preadic if there is an ideal of definition
I of A such that In form a fundamental system of neighborhoods of zero. Moreover if it is
separated and complete, A is called I-adic. In this case A is the projective limit of the discrete
rings An = A/In+1, n ≥ 0. This topology is independent of the choice of the ideals of definition,
since for any other ideal of definition J there exist positive integers p, q such that J ⊃ Ip ⊃ Jq.
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Definition 2.1.5. Let A be an I-adic ring and denote X the affine scheme Spec(A). Then one
can associate a topological ringed space (X, OX), where X is the topological space V (I) and OX

is the sheaf of rings lim←−OX/In+1. Here we consider each OX/In+1 as a sheaf of rings on V (I),
and make them into an inverse system in the natural way. Such a locally ringed space is called
an affine formal scheme.

Definition 2.1.6. A formal scheme is a locally ringed space (X, OX) which has an open covering
{Ui} such that for each i, the pair (Ui, OX|Ui) is isomorphic, as a locally ringed space, to an affine
formal scheme.

Remark 2.1.7. (1) We can also define formal schemes as functor. For a preadmissible ring
(A, {Iα}), we define a contravariant functor Spf A on the category of schemes:

Spf A(Z) := lim−→α
Hom(Z, Spec(A/Iα))

This is a local functor, i.e. a sheaf for the Zariski topology on the category of quasi-compact
quasi-separated schemes. If the ring (A, {In}) is adic, Spf A is clearly our affine formal scheme.
A formal scheme is then a local functor which has a covering by open subfunctors which are
affine formal schemes. If a formal scheme is locally isomorphic to Spf A, where A is a noetherian
adic ring, we call it locally noetherian.

(2) If Λ is a p-adic ring, we may consider the category NilpΛ of schemes S over Spec Λ
such that p is locally nilpotent on S. Then the category of formal schemes over Spf Λ is a full
subcategory of the category of set valued sheaves on NilpΛ.

Definition 2.1.8. A morphism f : X → Y between two (locally noetherian) formal schemes
is a morphism of corresponding locally ringed spaces, which is continuous on the sheaves of
topological rings.

Definition 2.1.9. A morphism f : X → Y of formal schemes is of finite type, étale, lisse, etc
if for any scheme Z and any morphism Z → Y, the fiber product X ×Y Z is a scheme and
X×Y Z → Z is of finite type, étale, smooth, etc in the usual sense.

Definition 2.1.10. Let X be a locally noetherian formal scheme, then there is a unique reduced
scheme Xred and a unique morphism of locally ringed spaces Xred → X, such that for any reduced
scheme Z the natural map Hom(Z, Xred) → Hom(Z, X) is a bijection.

Definition 2.1.11. Let X and Y be locally noetherian formal schemes, a morphism X → Y is
called formally of finite type if Xred → Yred is of finite type. We have the same definition of
locally formally of finite type.

The following proposition gives a condition to ensure that the completion of a preadmis-
sible ring (A, {Iα}) is adic. It is a reformulation of [13]I Chapter 0 7.2.7.

Proposition 2.1.12. Let A be a preadmissible ring with a fundamental system of neighborhoods
given by a chain of ideals

I1 ⊃ I2 ⊃ · · · ⊃ Ir ⊃ · · ·



Let I be an ideal of definition of A such that I/I2 is topologically of finite type, i.e. I/I2 + Ir

is a A-module of finite type for all r. If for each m ∈ N the following chain of ideals stabilizes
and equals to am

I1 + Im ⊃ I2 + Im ⊃ · · · ⊃ Ir + Im ⊃ · · · ,

then the projective limit lim←−A/am is an I-adic ring.

Proof. It is easy to see that a1 = I, am ⊃ am+1, am+1 + am
1 = am. Moreover a1/a2 is an

A-module of finite type. Then by [13]I Chapter 0 7.2.7, lim←−A/am is an I-adic ring.

2.2 Moduli Spaces of p-divisible Groups

This section is essentially Chapter 2 and 3 of [33]. We will state and prove the case we need in
the sequel.

We fix a prime number p and let W := W (Fp) be the ring of Witt vectors with coefficients
in Fp. We denote by K0 the fraction field of W and ϕ the Frobenius automorphism on W and
K0. For any complete discrete valuation ring O of mixed characteristic (0, p), we denote NilpO

the category of locally noetherian schemes S over Spec O such that pOS is locally nilpotent. We
denote S the closed subscheme of S defined by the ideal pOS .

Theorem 2.2.1. Let X be a fixed p-divisible group over SpecFp. We define the contravariant
functor M over NilpW which associates to S the set of isomorphism classes of the pairs (X, ρ)
given by

(i) A p-divisible group X over S,
(ii) A quasi-isogeny ρ : XS → XS.
Then the functor M is represented by a formal scheme locally formally of finite type over

Spf W . Two points (X1, ρ1) and (X2, ρ2) are isomorphic if ρ1 ◦ ρ−1
2 lifts to an isomorphism

X2 → X1.

We prove the theorem in several steps. First we consider isocrystals over a perfect field k
with characteristic p > 0.

Definition 2.2.2. An isocrystal (N, F ) over k is called decent, if the vector space N is generated
by elements n satisfying an equation F sn = prn for some integers r, s > 0.

Remark 2.2.3. An equation of the form F sn = prn implies that n lies in some slope component
of N . Hence N is decent if and only if all slope components are decent. Any decent isocrystal
N is obtained by base change from a decent isocrystal over some finite field. If k is algebraically
closed, any isocrystal is decent. We call a p-divisible group over k is decent if the corresponding
isocrystal is decent. Therefore in the case we are interested in, we can assume our fixed p-divisible
group X is decent and defined over a finite field L.

We have a lemma to bound the points in M.



Lemma 2.2.4. Let N be a decent isocrystal over a finite field L. Then there is a natural number
c and a finite extension L′ of L such that for any perfect field P containing L′ and for any crystal
M ⊂ N ⊗W (P ), there is a crystal M ′ ⊂ N ⊗W (L′)Q such that M ⊂ M ′⊗W (P ) and has index
smaller than c.

Proof. The proof is reduced to the case where N is isoclinic, see [33] 2.18.

We give an alternative definition of the functorM. Since X is defined over L = W (L)/pW (L),
by Grothendieck-Messing, one can choose a p-divisible group X̃ over Spf W (L) such that X̃|L ∼= X.
Then a point of M with values in S ∈ NilpW is given by the following data:

(1) A p-divisible group X on S

(2) A quasi-isogeny ρ̃ : X̃S → X of p-divisible groups on S. Here we use Theorem 1.1.13.

Definition 2.2.5. Let f : X → Y be an isogeny of p-divisible groups on S. Then the kernel of
f is of rank a power of p. If the rank is a constant and equal to ph, we call h := ht(f) the height
of the isogeny.

Lemma 2.2.6. Define Mn the closed subfunctor of M with the set of S-valued point the isomor-
phism classes of pairs (X, ρ̃) where X is a p-divisible group on S, ρ̃ : X̃S → X a quasi-isogeny
such that pnρ̃ is an isogeny. Then M = lim−→M

n and Mn is representable by the p-adic comple-
tion of a scheme locally of finite type over Spf W (L).

Proof. We write Mn =
∐Mn,m as a union of closed and open subfunctors, where a point (X, ρ̃)

in Mn,m(S) satisfies that pnρ̃ is an isogeny of height m. Then by Proposition 1.1.11, to give a
point in Mn,m(S) is equivalent to giving a finite locally free S-group scheme G ⊂ X̃S of rank
pm. By [34] every commutative finite flat S-group scheme G is killed by the rank of OG as an
OS-module, we have pmG = 0, which means that G ⊂ X̃(m)S . Since the conditions making G
into a group schemes define a closed subscheme of the Grassmannian Grasspm htX−pm(X̃(m)), we
see that the functor Mn,m is representable by the p-adic completion of a closed subscheme of
the Grassmannian . Therefore we have the representability of Mn and M = lim−→M

n follows
obviously.

We still need another representability of M as a union of representable subfunctors. To
do this we define for any field extension P of L a quasi-metric on the set M(P ).

Definition 2.2.7. Let α : X → Y be a quasi-isogeny of p-divisible groups over P . We define
q(α) = ht(pnα), where n is the smallest integer such that pnα is an isogeny.

Remark 2.2.8. (1) By definition q(α) = q(pnα) for any integer n.
(2) Since the rank of a finite locally free group scheme is invariant under base change, we

have q(α) = q(αP ′) for any field extension P ′ of P .

Lemma 2.2.9. Let α : X → Y be an isogeny of p-divisible groups on a scheme S. Then for
any integer c the set of points s ∈ S such that q(αs) ≤ c is closed.



Proof. We prove that the set of points s ∈ S such that q(αs) > c is open. By Remark 2.2.8(1)
we may assume that αs is an isogeny, but p−1αs is not an isogeny. Then there is a neighborhood
U of s such that p−1αt is not an isogeny for t ∈ U and ht(αt) is a constant function on U . Let
nt be the smallest integer which makes pntαt into an isogeny. Then it is easily seen that nt ≥ 0
for any t ∈ U . Then we have

c < q(αs) = ht(αs) = ht(αt) ≤ ht(pntαt) = q(αt)

Definition 2.2.10. Let α : X → Y be a quasi-isogeny of p-divisible groups over P . We define
the function d(α) = q(α) + q(α−1). For any two points of M(P ) we define d((X, ρ), (X ′, ρ′)) =
d(ρ′ρ−1).

Remark 2.2.11. If m+ (resp. m−) is the smallest integer such that pm+α (resp. pm−α−1) is
an isogeny, then we have d(α) = (m+ + m−) htX. This is because the sequence of morphisms
of p-divisible groups

pm++m− : X
pm+α−−−−→ Y

pm−α−1

−−−−−→ X

gives an exact sequence

0 → ker(pm+α) → ker(pm++m−) → ker(pm−α−1) → 0

Corollary 2.2.12. Lemma 2.2.9 remains valid with q replaced by d.

Proof. We have

{s ∈ S| d(αs) ≤ c} =
⋃

0≤n≤c

({s ∈ S| q(α−1
s ) ≤ n} ∩ {s ∈ S| q(αs) ≤ c− n})

Then Lemma 2.2.4 translates immediately into

Lemma 2.2.13. There is a natural number c and a finite extension L′ of L such that for any
perfect field P containing L′, and any point X ∈ M(P ) there is a point Y ∈ M(L′) such that
d(X, YP ) ≤ c.

Definition 2.2.14. Let ρ : X → Y be a quasi-isogeny and n be an integer such that pnρ is an
isogeny. We define the height of ρ

ht ρ := ht pnρ− ht pn

This is independent of the choice of n.



Because d((X, ρ), (X, pρ)) = 0, the function d is not a metric onM(P ). To get a metric, we
should restrict ourselves to a subset of M(P ). For k ∈ Z we consider the subfunctor M(k) ⊂M
of quasi-isogenies of height k. We define

M̃ =
htX−1∐

h=0

M(h)

Then the function d is a metric on M̃(P ).
We define for any natural number c a subfunctor Mc of M

Mc(s) = {(X, ρ) ∈M(S)| d(ρs) ≤ c for any s ∈ S}
Lemma 2.2.15. The functor Mc is representable by a formal scheme, which is locally formally
of finite type over Spf W (L).

Proof. Let Mc(h) be the open and closed subfunctor of Mc consists of points of quasi-isogenies
of height h. ThenMc is a disjoint union of copies isomorphic to M̃c =

∐htX−1
h=0 Mc(h). Therefore

it is enough to show that M̃c is representable by a formal scheme formally of finite type.
We consider the functor M̃c

n
= Mn ∩ M̃c. Let (X, ρ) be the universal p-divisible group

on Mn. Then the subfunctor M̃c
n

is representable by the completion of the scheme Mn along
the closed set of points s ∈Mn given by the condition that d(ρs) ≤ c and 0 ≤ ht ρs ≤ htX− 1.
Hence it is represented by a formal scheme formally of finite type over Spf W (L).

Let (X, ρ) be any point of M̃c(P ) where P is a field. Then p−1ρ is not an isogeny, otherwise
we would have ht ρ = ht p + ht p−1ρ ≥ htX. Hence the smallest integer m+ such that pm+ρ is
an isogeny must be non negative. Since ht ρ−1 = −ht ρ, we have −htX+1 ≤ ht ρ−1 ≤ 0. Again
we conclude that the smallest integer m− such that pm−ρ−1 is an isogeny is non negative. By
Remark 2.2.11 we have m+ + m− ≤ c/htX. Hence m+ is bounded by c/htX.

Now we want to prove that for n ≥ c/htX, (M̃c
n
)red = (M̃c

n+1
)red.

First we introduce a representability lemma and prove its consequence.

Lemma 2.2.16. Let α : X → Y be a quasi-isogeny of p-divisible groups on a scheme S. Then
the functor F (T ) = {φ ∈ Hom(T, S)| φ∗α is an isogeny} is representable by a closed subscheme
of S.

For the proof, see [33] 2.9.

Corollary 2.2.17. If S is a reduced scheme, α : X → Y be a quasi-isogeny of p-divisible groups
on S, then α is an isogeny if and only if αs is an isogeny for any s ∈ S.

Proof. The hypothesis that α is an isogeny clearly implies that αs is an isogeny for any s ∈ S.
If αs is an isogeny for any s ∈ S, we denote k(s) the residue field of s. Then

F (Spec k(s)) = {Hom(Spec k(s), S)| αs is an isogeny}
Hence we see that F on the point level is actually S. Since S is reduced, we see that F is
representable by S and the element Id ∈ F (S) gives that α is an isogeny.



In order to prove (M̃c
n
)red = (M̃c

n+1
)red for n ≥ c/htX, by 2.1.10 we only need to

show that for any reduced scheme S, (M̃c
n
)(S) = (M̃c

n+1
)(S). By definition a point (X, ρ) in

M̃c
n
(S) satisfies that pnρ is an isogeny. After Corollary 2.2.17 this is equivalent to pnρs is an

isogeny for any s ∈ S. Since n ≥ c/htX, pn+1ρs is an isogeny if and only if pnρs is an isogeny.
Then by Corollary 2.2.17 again, we have pn+1ρ is an isogeny. Hence (M̃c

n
)(S) = (M̃c

n+1
)(S).

Now we prove that M̃c = lim−→M̃c
n

is a formal scheme. We fix an affine open subscheme

U ⊂ (M̃c
n
)red for large n. For n big we get an affine open formal subscheme Spf Rn of M̃c

n

whose underlying set is U . Hence we have a projective system of surjective maps of adic rings
Rn+1 → Rn. Let R = lim←−Rn be the projective limit. We write Rn = R/an and let J be the
inverse image of an ideal of definition in some Rn. We have to prove that R is J-adic. Since
Rn is J-adic, we may write R = lim←−R/(an + Jm). We claim that for fixed m, the following
descending sequence stabilizes

a1 + Jm ⊃ a2 + Jm ⊃ · · · ⊃ an + Jm ⊃ · · ·
Let Xn be the universal p-divisible group on Spf Rn. Then X = lim−→Xn defines a p-divisible
group on R/Jm. We get by the representability that there is a suitable N and a unique map
RN → R/Jm such that the pull-back of Xn gives X. For any n ≥ N the composite map

Rn → RN → R/Jm → Rn/JmRn

has to be the canonical one. This implies that the first arrow induces an isomorphism Rn/JmRn →
RN/JmRN , then an +Jm = aN +Jm. Therefore by Proposition 2.1.12 R is an J-adic ring. This
completes the proof of Lemma 2.2.15.

Now we prove Theorem 2.2.1.

Proof. Let c and L′ as in Lemma 2.2.13. It is enough to show that M is representable over L′.
As in Lemma 2.2.15, it is enough to show that the subfunctor M̃ is representable by a formal
scheme locally of finite type. Obviously Lemma 2.2.13 remains valid for M̃.

Let a be an integer and X be the universal p-divisible group over M̃a. For a point
(Y, y : XL′ → Y ) of M̃(L′) we denote by M̃a(Y ) ⊂ M̃a the closed subset of points s ∈ M̃a such
that d(Xs, Ys) ≤ c. By the triangular inequality, M̃a(Y ) = ∅ if d(XL′ , Y ) > a + c.

Let Uf
a be the open formal subscheme of M̃a, whose underlying set is the complement of

⋃

Y ∈M̃(L′),d(XL′ ,Y )≥f

M̃a(Y )

Then Uf
a is locally formally of finite type over Spf W (L′) as M̃a is. We claim that Uf

a = Uf
a+1

if a ≥ f + c.
First we show the equality for the underlying sets. Let Z ∈ Uf

a+1(P ) a point with values
in some field P . We have to show that Z ∈ Uf

a , i.e. d(XP , Z) ≤ a. By Lemma 2.2.13 there
exists a point Y ∈ M̃(L′) such that d(YP , ZP ) ≤ c. By the definition of Uf

a+1 it follows that
d(XP , YP ) < f . Hence d(XP , Z) < f + c ≤ a.



The equality of formal schemes follows because M̃a is the completion of M̃a+1 along the
closed image of the inclusion. Indeed, this implies that Uf

a is the completion of Uf
a+1 along the

closed subset Uf
a+1. Hence the claim follows.

We set Uf = Uf
a for any a ≥ f + c. Clearly Uf → Uf+1 is an open immersion of

formal schemes of finite type. We have M̃ =
⋃

f Uf , because any point s of M̃ such that
d(Xs, Xs) < f − c is contained in the open set Uf . Indeed, if s is in the complement of Uf , there
is a Y ∈ M̃(L′), such that d(Xs, Ys) ≤ c and d(Xs, Ys) ≥ f . Hence we get the contradiction
d(Xs, Xs) ≥ f − c. Since we can write M̃ as a union of increasing open sub formal schemes
locally of finite type over Spf W (L′), the theorem follows.

One can also consider the variant of the moduli functor for p-divisible groups with addi-
tional structures of type (E): endomorphisms or of type (PE): polarizations and endomorphisms.

Case (E): We consider a finite dimensional semi-simple Qp-algebra B and a maximal order
OB of B. Suppose X has an action of OB and can be lifted to a p-divisible group X̃ over OK with
a compatible action of OB where K is a finite extension of K0. Let E be the field of definition
of the isomorphism class of Lie(X̃) as representation of B. E is a finite extension of Qp. Let
Ĕ = EK0 and OĔ the integer ring of Ĕ.

We consider the functor M̆ on NilpOĔ
which associates to S ∈ NilpOĔ

the set of isomor-
phism classes of pairs (X, ρ) satisfying:

(1) A p-divisible group X over S with an action of OB such that for any S-scheme S′ and
any element a ∈ OB ⊗OS′ , we have

(2.1) det OS′ (a,Lie(XS′)) = det K(a,Lie(X̃)K)

(2) An OB-quasi-isogeny ρ : XS → XS

Case (PE): We suppose p 6= 2 and B with an involution ∗ stabilizes OB. If X is a p-divisible
group with an action of OB, i.e. i : OB → End(X), we have on the dual X̂ of X an action of
OB given by b 7→ i(b∗)∧. We call an OB symmetric quasi-isogeny X → X̂ a ∗-polarization of X.
We suppose that X has a ∗-polarization λ.

We consider the functor M̆ defined as above with an additional condition that there exists
an OB isomorphism λX : X → X̂ and a constant cX ∈ Q×p such that ρ̂ ◦ λX ◦ ρ = cXλ.

Theorem 2.2.18. The functor M̆ is representable by a formal scheme locally formally of finite
type over Spf(OĔ).

Example 2.2.19. (1) We consider the Lubin-Tate case. Let X be a p-divisible group of dimen-
sion 1 and height h over Fp. We assume moreover that the isocrystal of X is isolinic of slope 1/h.
We consider the functorMLT defined in Theorem 2.2.1. ThenMLT ∼= ∐

n∈Z Spf W (Fp)[[T1, . . . , Th−1]],
c.f. [33] Proposition 3.79.

(2) We consider the Drinfeld’s example which is of case (E). Let F be a finite extension of
Qp and B:=D be a division algebra of center F with invariant 1/d. We denote F̃ an unramified
extension of F contained in D of degree d and τ the Frobenius automorphism of F̃ over F . Let



π be a uniformizer of OF , q the cardinality of the residue field of F and Π an element of OD

such that
OD = O

F̃
< Π > /(Πd = π, Πa = τ(a)Π for any a ∈ O

F̃
)

Definition 2.2.20. Let S be an OF -scheme with p nilpotent on it and X be a p-divisible group
on S. We call X a p-divisible OF -module over S if it has an action ι : OF → End(X) such that
the action of OF on the tangent space Lie X induced by ι is given by the structure morphism
OF → OS .

Definition 2.2.21. The F -height of a p-divisible OF -module X is the quotient of htX by
[F : Qp]. The F -height is actually the integer h such that rk(kerπ : X → X) = qh.

Definition 2.2.22. Let X be a p-divisible OF -module over S. We call X a special formal
OD-module if it has an action of OD and

(i) X is a p-divisible OF -module by the induced action of OF

(ii) the action of O
F̃

on Lie X makes it into an OS ⊗OF
O

F̃
-module locally free of rank

one.

We assume S = Spec k, where k is an algebraically closed field in the following propositions.

Proposition 2.2.23. ([7]) A special formal OD-module if of F -height a multiple of d2.

Proposition 2.2.24. ([33] 3.60) Any two special formal OD-modules of F -height d2 are isoge-
neous. The group of OD-quasi-isogenies of such a special formal OD-module is isomorphic to
GLd(F ).

Now we define Drinfeld’s functor. We choose an embedding ε : F ↪→ Qp of F . Let k = Fp

be the residue field of Qp, K0 = W (Fp)Q. Let E = F and Ĕ = EK0. Fix X a special formal OD-
module over Fp. We consider a functor M̆Dr on NilpOĔ

which associates to every S ∈ NilpOĔ

the set of isomorphism classes of pairs (X, ρ) satisfying:
(1) a special formal OD-module X over S of F -height d2

(2) an OD-quasi-isogeny ρ : XS → XS .

Remark 2.2.25. The condition (1) can be expressed as a condition of the determinant of the
action of OD on Lie(X) as in 2.1, see [33] 3.58.

Proposition 2.2.26. In the Drinfeld example M̆Dr is a p-adic formal scheme locally of finite
type over Spf OĔ.

Geometrically, the generic fiber of MDr can be used to p-adically uniformize the rigid
analytic spaces corresponding to Shimura varieties associated to certain unitary groups, cf. [8].

Remark 2.2.27. The formal schemes M̆ are not necessarily p-adic, as pOM̆ may not be an
ideal of definition.



2.3 Rigid Analytic Geometry

Let O be a complete discrete valuation ring which is an extension of Zp of finite type and F be
its fraction field. Let k be the residue field and π a uniformizer.

Definition 2.3.1. The F -algebra

F{y1, . . . , yn} := {f =
∑

ai1,...,inyi1
1 · · · yin

n | ai ∈ F, ij ≥ 0 and |ai1,...,in | → 0 for i1 + · · ·+ in →∞}

is called the Tate algebra in n variables over F .

A Tate algebra is Noetherian and carries the Gauss norm |f | := sup{|ai1,...,in |} with respect
to which it is complete. The Gauss norm extends the valuation on F .

Definition 2.3.2. An affinoid F -algebra is an F -algebra B which can be described as a quotient
of a Tate algebra for some n.

Remark 2.3.3. For every presentation B = F{y1, . . . , yn}/I, the residue norm of the Gauss
norm is a complete F -algebra norm on B. All these norms induce the same topology on B.
More generally any F -algebra norm on B defining this topology is called an F -Banach norm on
B.

Let B be an affinoid F -algebra. In rigid analytic geometry one equips the set SpmB of
all maximal ideals of B with a Grothendieck topology and a structure sheaf. One calls SpmB
an affinoid rigid analytic space. Every point x ∈ SpmB has residue field B/x which is a finite
extension of F . Every F -algebra homomorphism B → C induces a map SpmC → SpmB and
these are precisely the morphisms between affinoid rigid analytic spaces.

Definition 2.3.4. An affinoid subdomain of Spm B is an affinoid space SpmB′ together with
an F -algebra homomorphism B → B′ which identifies the set SpmB′ with a subset U of SpmB
and which is universal for morphisms SpmA → SpmB of affinoid rigid analytic spaces whose
image lies in U .

Any covering in the definition of the Grothendieck topology is called an admissible covering
and any finite covering of SpmB by affinoid subdomains is admissible.

Definition 2.3.5. A rigid analytic space over F is a set X carrying a Grothendieck topology and
a structure sheaf, such that X possesses an admissible covering (covering in the Grothendieck
topology) by affinoid rigid analytic spaces.

Definition 2.3.6. An admissible covering of a rigid analytic space is said to be of finite type if
every member of the covering meets only finitely many of the other members.

Definition 2.3.7. A rigid analytic space over F is called quasi-paracompact if it possesses an
admissible affinoid covering of finite type.

Definition 2.3.8. A rigid analytic space is called quasi-separated if the intersection of any two
affinoid subdomains is a finite union of affinoid subdomains.



Definition 2.3.9. A morphism of rigid spaces f : Y → X is smooth (resp. étale) if there exist
admissible affinoid coverings {Yi}i and {Xi}i of Y and X such that

(i) f(Yi) ⊂ Xi

(ii) If Ai = Γ(Xi, OX), Bi = Γ(Yi, OY ), there exists an isomorphism

Bi = Ai{T1, . . . , Tn}/(f1, . . . , fr)

and locally on Xi a suitable r× r minor of (∂fk/∂Tl)1≤k≤r,1≤l≤n with determinant an invertible
element of Bi (resp. and r = n).

Proposition 2.3.10. ([33] 5.10) The morphism of rigid spaces f : X → Y is étale if and only
if the following condition is satisfied. Let Z be a rigid analytic space with only one point and
Z0 ⊂ Z be a closed subspace. Then any commutative diagram of morphism below with solid
arrows can be completed in a unique way by a dotted arrow into a commutative diagram

Z0

²²

// X

f

²²
Z

>>

// Y

Rigid analytic spaces can be viewed as generic fibers of formal schemes which are lo-
cally formally of finite type over Spf O. This is Raynaud-Berthelot’s functor. We first explain
Raynaud’s construction.

Definition 2.3.11. A topologically finitely presented (tfp) O-algebra is an O-algebra of the form

A = O{X1, . . . , Xn}/I

where I is a finitely generated ideal in the ring O{X1, . . . , Xn} of restricted power series in n
variables over O: power series

∑
aJXJ ∈ O[[X1, . . . , Xn]] with XJ = Xj1

1 · · ·Xjn
n such that

aJ → 0 as ||J || := j1 + · · ·+ jn →∞.
Such an A is a π-adic noetherian ring, see [13] I Chapter 0 7.5.5.

Definition 2.3.12. (i) A tfp affine formal scheme over O is a locally ringed space isomorphic
to Spf A, where A is a tfp O-algebra.

(ii) A locally of finite type (resp. finite type) tfp O-formal scheme is a locally ringed space
with an open covering (resp. finite covering) by tfp affine O-formal schemes.

To every tfp O-formal scheme X locally of finite type one can associate an F -rigid analytic
space Xrig called Raynaud’s generic fiber. To describe the construction we start with the affine
case.

If X = Spf A is a tfp affine formal scheme over O, A⊗ F is clearly an affinoid F-algebra.
Then we define Xrig = Spm(A ⊗ F ). We observe that the points of Xrig is in bijection with
the quotients of A which are integral domains, finite and flat over O. Moreover we have a
specialization map sp : Xrig → X. On the set level, sp is constructed as follows: For any



x ∈ Spm(A⊗F ) defines a homomorphism A⊗F → k(x) where k(x) is the residue field of x and
a finite extension of F . This homomorphism maps A to the valuation ring O(x) of k(x) and we
have a homomorphism A/(π) → k̃(x) where k̃(x) is the residue field of k(x). This gives a point
sp(x) ∈ Spec A/(π) ⊂ X.

Then for general locally of finite type tfp O-formal scheme X, we define the set Xrig to
be the set of closed formal subschemes Z which are irreducible reduced finite flat over O. The
support of such a formal subscheme Z is a closed point of X, called the specialization of the
point x ∈ Xrig corresponding to Z. This gives the specialization map sp : Xrig → X. For any
affine open U = Spf(A) ⊂ X, sp−1(U) can be identified with Spm(A⊗ F ).

Proposition 2.3.13. ([33]) Let X be a tfp formal scheme locally of finite type
(i) There exists a unique rigid analytic structure on Xrig over F with the following prop-

erties:
(a) The inverse image under sp : Xrig → X of an open subscheme (resp. of an open

covering) of X is an admissible open subset (resp. an admissible covering) of Xrig.
(b) For any affine open subscheme U = Spf A ⊂ X the structure on Urig = sp−1(U)

induced from Xrig coincides with the one on Spm(A⊗ F ).
(ii) The map sp defines a morphism of ringed sites Xrig → X with sp∗(OXrig) = OX ⊗ F .

This morphism has the following universal property, let Y be any rigid analytic space and let
u : Y → X be a morphism of ringed sites. Then u factors in a unique way through sp.

(iii) The functor X → Xrig has the following properties,
(a) If X is of finite type, then Xrig is quasi-compact.
(b) It commutes with products and transforms open (resp. closed) immersions to open

(resp. closed) immersions.

Remark 2.3.14. For any coherent OX-module F , we denote F rig the coherent OXrig -module
sp∗(F).

Now we consider the case of a locally noetherian formal scheme X locally formally of finite
type over Spf O. As before we start with the affine case.

Let X = Spf A and f1, . . . , fr be a system of generators of a defining ideal. For each n,
take

(2.2) Bn = A{T1, . . . , Tr}/(fn
1 − πT1, . . . , f

n
r − πTr)

where A{T1, . . . , Tr} is the π-adic completion of A[T1, . . . , Tr]. The hypothesis implies that Bn

is topologically finitely presented over O, hence Bn ⊗ F is an affinoid F-algebra. For n′ ≥ n
we have a canonical homomorphism Bn′ → Bn by sending T ′i to fn′−n

i Ti. The corresponding
morphism Spm(Bn ⊗ F ) → Spm(Bn′ ⊗ F ) identifies Spm(Bn ⊗ F ) with the special domain
defined by |fi(x)| ≤ |π|1/n. The rigid space Xrig is then defined as the union of Spm(Bn ⊗ F ),
with the Spm(Bn ⊗ F ) as an admissible open coverings. One shows easily that this definition
is independent of the choice of the defining ideal and of the set of generators. This definition
coincides with the usual one in the case where X is a tfp O-formal scheme.



We can also define the specialization map in this case. For n′ ≥ n we have natural
homomorphism A → Bn′ → Bn which gives the commutative diagram

Spm(Bn ⊗ F )

²²

sp // Spf(Bn)

²²
Spm(Bn′ ⊗ F )

sp // Spf(Bn′)

Since we have Spf(A) = lim−→Spf(Bn), by passing to the limit, we get the a morphism of ringed
sites sp : Xrig → X.

As before, we can generalize the construction to general formal schemes and the Proposi-
tion 2.3.13 carries over.

Example 2.3.15. (1) Let X = Spf O{T1, . . . , Tn} then Xrig is the closed unit ball.
(2) Let X = Spf O[[T1, . . . , Tn]] with ideal of definition (π, T1, . . . , Tn) then Xrig is the open

unit ball regarded as the increasing union of closed balls of radius |π|1/n.

There is another variant of rigid analytic geometry which remedies the problem that rigid
analytic spaces are not topological spaces in the classical sense and provides more underlying
points. The theory was developed by Berkovich.

Let B be an affinoid F -algebra with F -Banach norm | · |. B is called strictly F -affinoid
algebra by Berkovich.

Definition 2.3.16. An analytic point x of B is a semi-norm | · |x : B → R≥0 which satisfies
(i) |f + g|x ≤ max{|f |x, |g|x} for all f, g ∈ B

(ii) |fg|x = |f |x|g|x for all f, g ∈ B

(iii) |λ|x = |λ| for all λ ∈ F

(iv) | · |x : B → R≥0 is continuous with respect to the norm | · | on B.

The set of all analytic points of B is denoted by M(B). On M(B) one associates the
coarsest topology such that for every f ∈ B the map M(B) → R≥0 given by x 7→ |f |x is
continuous. Then M(B) is a compact Hausdorff space, such a space is called a strictly F -
affinoid space.

Every morphism ϕ : B → C of affinoid F -algebras is automatically continuous and hence
induces a continuous morphism M(ϕ) : M(C) →M(B) by mapping the semi-norm C → R≥0

to the composition B → C → R≥0. By definition the M(ϕ) are the morphisms in the category
of strictly F -affinoid spaces. In particular, for an affinoid subdomain SpmB′ ⊂ SpmB this
morphism identifies M(B′) with a closed subset of M(B).

For every analytic point x ∈ M(B) we let ker | · |x := {b ∈ B| |b|x = 0}. It is a prime
ideal in B.

Definition 2.3.17. We define the (complete) residue field k(x) of x as the completion with
respect to | · |x of the fraction field of B/ ker | · |x.



Hence there is a natural continuous homomorphism B → k(x) of F -algebra. Conversely,
let K be a complete extension of F , by which we mean a field extension of F equipped with an
absolute value | · | : K → R≥0 which restricts on F to the norm of F and K is complete with
respect to | · |. Any continuous F -algebra homomorphism B → K defines on B a semi-norm
which is an analytic point.

Remark 2.3.18. Every maximal ideal of B, i.e. every rigid analytic point of SpmB, clearly
defines an analytic point with the residue field a finite extension of F . For general analytic point
x ∈M(B), k(x) may be quite large. For example, one can see [28] A 2.2 (d) that there exists a
point in M(F{y}) with residue field F̂ the completion of an algebraic closure of F .

Definition 2.3.19. (i) A strictly F -analytic space is a topological space which admit an atlas
(covering by compact subsets) homeomorphic to strictly affinoid F -analytic charts.

(ii) A good strictly F -analytic space is a strictly F -analytic space such that every point
has a strictly F -analytic neighborhood.

Definition 2.3.20. We call good strictly F -analytic spaces as Berkovich spaces. A covering
{Ui}i of X by strictly F -affinoid subspaces Ui ⊂ X is an affinoid covering if the open interiors
of the Ui in X still cover X.

One can associate a Berkovich space Y an to schemes Y which are locally of finite type
over F . Moreover Y an is Hausdorff if and only if the scheme is separated. To every strictly
F -analytic space X which is Hausdorff one can associate a quasi-separated rigid analytic space

Xrig := {x ∈ X| k(x) is a finite extension of F}
Definition 2.3.21. A topological Hausdorff space is called paracompact if every open covering
{Ui}i has a locally finite refinement {Vj}j , where locally finite means that every point has a
neighborhood which meets only finitely many of the Vj .

The relation between Berkovich spaces, rigid analytic spaces, and formal schemes is ex-
plained in the following theorem

Theorem 2.3.22. The following three categories are equivalent:
(i) the category of paracompact strictly F -analytic spaces,
(ii) the category of quasi-separated quasi-paracompact rigid analytic spaces over F , and
(iii) the category of quasi-paracompact admissible formal O-schemes, localized by admissi-

ble formal blowing-ups.

Remark 2.3.23. Parallel to Berthelot’s construction, we can associate to X a formal scheme
locally formally of finite type over Spf O an F -analytic space Xan as a union of the Berkovich
spectra M(Bn ⊗ F ), where Bn is as in (2.2).

Regarding paracompactness the following lemma will be useful.

Lemma 2.3.24. [28] Let X be a Berkovich space over F . Assume that X admits a countable
affinoid covering. Then X possesses a countable fundamental system of neighborhoods consisting
of affinoid Berkovich subspaces. In particular if X is Hausdorff every open subset of X is a
paracompact Berkovich space.



2.4 Period Morphisms

First we prove a main theorem that enables the construction of the period morphisms.
Let (F, O, k, π) be a complete discrete valuation ring of unequal characteristic with perfect

residue field of characteristic p > 0. Let M be a formal scheme locally formally of finite type
over Spf O. Let X be a p-divisible group over M and MX the Lie algebra of the universal
extension of X. Let X be a (fixed) p-divisible group over k and we are given a quasi-isogeny

ρ : XM0 −→XM0

whereM0 denotes the k-scheme defined by an ideal of definition ofM containing the uniformizer
π. By the rigidity of quasi-isogenies (Theorem 1.1.13), ρ is independent of the choice of such an
ideal of definition.

Theorem 2.4.1. The quasi-isogeny ρ induces a canonical and functorial isomorphism of locally
free OMrig-modules of finite rank, compatible with base change

ρ̃ : E(X)⊗W (k)Q OMrig
∼= (MX)rig

Here E(X) denotes the isocrystal associated to the p-divisible group X, cf Section 1.3.

Proof. We first assume M is a tfp π-adic formal scheme. Let M0 be defined by the image of
π and M′

0 be defined by the image of p. Then M0 ⊂ M′
0 is a nilpotent immersion. By the

rigidity of quasi-isogenies the quasi-isogeny ρ extends uniquely to a quasi-isogeny of p-divisible
groups over M′

0

ρ′ : XM′
0
−→ XM′

0

Then by Proposition 1.1.10 there exist n ≥ 0,m ≥ 0 and an isogeny f : XM′
0
→ XM′

0
such that

ρ′n = pnρ′ is an isogeny and ρ′n ◦ f = f ◦ ρ′n = pm Id.
Since the closed immersion M′

0 ⊂ M has a canonical divided power structure. We may
apply the theory of Grothendieck-Messing. Therefore D(ρ′n) and D(f) induces an isogeny of
locally free OM-modules of finite rank below and D(ρ′n) ◦ D(f) = D(f) ◦ D(ρ′n) = pm Id

D(X)⊗OM−→MX

Applying sp∗ on each side we get an isomorphism of OMrig -modules

D(ρ′n)rig : E(X)⊗OMrig
∼= (MX)rig

this is because the consideration of rigid spaces means tensoring F with the algebra and hence
we can invert p. Then we define our isomorphism ρ̃ = 1

pnD(ρ′n)rig.

For p = 2, we consider M′
0 is the subscheme defined by 4.

For the general case, i.e. M is locally noetherian locally formally of finite type over Spf O.
We may assume M = Spf A is affine. Then Mrig is the union of the open subspace Spm(Bn⊗F )



and Spf Bn comes with a morphism to M. Since Spf Bn is a tfp π-adic formal scheme, we take
Xn the pull-back of X to Spf Bn. Then we have canonical isomorphisms

ρ̃n : E(X)⊗OSpm(Bn⊗F )−→(MXn)rig

By passing to the limit we can define the isomorphism

ρ̃ : E(X)⊗OMrig −→(MX)rig

Remark 2.4.2. When considering Berkovich’s F-analytic space, we have E(X)⊗W (k)Q OMan ∼=
(MX)an.

Now consider the locally noetherian formal scheme M̆ as in Section 2.2. Then M̆ is locally
formally of finite type over Spf OĔ . We take (Xuniv, ρuniv) as our universal p-divisible group on
M̆. Then we have

E(X)⊗OM̆rig
∼= (MXuniv)rig

The kernel of the epimorphism

E(X)⊗OM̆rig
∼= (MXuniv)rig ³ (Lie(Xuniv))rig

defines an M̆rig-valued point of the Grassmannian Grassh−d(E(X)), if our fixed p-divisible group
X is of height h and dimension d.

Definition 2.4.3. By the universal property of the construction of rigid analytic spaces associ-
ated to locally of finite type Ĕ-schemes, the M̆rig-valued point defined above gives a morphism
of rigid analytic spaces π̆ : M̆rig → Grassh−d(E(X))rig. We call π̆ the period morphism.

Remark 2.4.4. The period morphism in Berkovich’s sense is denoted by π̆an : M̆an → Grassh−d(E(X))an.

Theorem 2.4.5. The period morphism π̆ is étale. In particular M̆rig is a smooth rigid analytic
space.

Proof. We are going to use the infinitesimal criterion 2.3.10. Let Z be as in the statement of
this criterion. Then Z is of the form Z = Spm(R ⊗ Ĕ), where R ⊗ Ĕ is the affinoid algebra
associated to a finite flat OĔ-algebra R. Denote by n ⊂ R the nilradical, R/n is a complete
discrete valuation ring. The difficult of lifting the morphism is to choose formal models with
generic fibers our critical rigid spaces. Consider the set of R-algebras R′ which are finite flat
OĔ-algebras with R/n ∼= R′/nR′ and with R⊗OĔ

Ĕ ∼= R′⊗OĔ
Ĕ. Then these form in an obvious

way an inductive set S under the inclusion relation.
We fix a free R/n-module M0 of finite rank. There is an obvious functor (associated

rigid module) from the category of inductive system of locally free R′-modules M ′ of finite rank
isomorphic to M0 after tensoring R/n to the category of locally free OZ-modules M of finite
rank isomorphic to M rig

0 after tensoring with OZ0 . This functor is exact and an equivalence of
categories, compatible with base change.



We now prove the existence of the dotted arrow in the diagram of Proposition 2.3.10.
Replacing R by a larger R′ ∈ S, we may assume that the morphism Z0 → M̆rig is induced from
a morphism of formal schemes

Spf R/a−→M̆,

where a ⊂ n is a nilpotent ideal. We may assume a2 = 0. By pull-back of the universal p-
divisible group along the above morphism, we obtain an object (X0, ρ0) of the moduli problem
over Spf R/a. The morphism Z → Grassh−d(E(X))rig making the solid diagram commutative
defines a locally free factor module

E(X)⊗OZ −→L′

We equip a with trivial divided powers. Let M be the value of the crystal associated to X0 on
Spf R and M0 be the universal extension of X0. Then we have a natural identification

E(X)⊗OZ = M rig

Then at least after replacing R by a larger R′ ∈ S, the surjective morphism M rig → L′ is induced
from a unique surjective homomorphism of locally free modules

M −→L

which reduces to M0 → Lie(X0) after tensoring R/a. By Grothendieck-Messing (Theorem 1.4.3),
there is a unique p-divisible group X over Spf R such that the above homomorphism M → L
is actually MX → Lie(X) and restricting to X0. The quasi-isogeny ρ0 lifts automatically by
rigidity. It is obvious that (X, ρ) is an object of M̆(Spf R). The induced rigid analytic morphism
Z → M̆rig renders the diagram commutative. The uniqueness assertion is also clearly seen from
above.

Remark 2.4.6. There are different notions of étaleness for morphisms between rigid spaces and
morphisms between analytic spaces. For example the inclusion of the unit ball D(0, 1) ↪→ A1

is not étale in Berkovich’s theory but is in the classical theory of Tate (since it is an open
immersion). But for our period morphisms both notions coincide.





Chapter 3

The Conjecture of Rapoport-Zink

In this chapter, we first introduce some basic constructions in Fontaine’s theory of p-adic Galois
representations. Then we define the p-adic period spaces (F̆wa

b )rig through which our period
morphisms factors. After that we state the conjecture of Rapoport-Zink which conjectures the
existence of an étale morphism (F̆a

b )rig → (F̆wa
b )rig of rigid analytic spaces with interesting local

system on (F̆a
b )rig.

3.1 Fontaine’s Rings

We recall some of the rings used in p-adic Hodge theory. Let OK be a complete valuation ring
of rank one which is an extension of Zp and K be its fraction field. Let vp be the valuation on
OK which we assume to be normalized so that vp(p) = 1. Furthermore we assume that for some
perfect field k of characteristic p the Witt vectors W (k) are contained in OK , with fraction field
K0. Then K0 admits a Frobenius automorphism ϕ. Let C be the completion of an algebraic
closure K of K and let OC be the valuation ring of C. Let µm denote the subset of K defined
by µm = {x ∈ K, xm = 1}. We will choose once and for all a compatible sequence of primitive
pn-th roots of unity, ε(0) = 1, and ε(n) ∈ µpn ⊂ K, such that ε(1) 6= 1 and (ε(n+1))p = ε(n). This
means we choose an ”orientation” in p-adic Hodge theory. Let GK := Gal(K/K).

Definition 3.1.1. We define the ring

Ẽ+ := Ẽ+(C) := {x = (x(n))n∈N| x(n) ∈ OC, (x(n+1))p = x(n)}

with multiplication xy := (x(n)y(n))n∈N and addition x+y := (limm→∞(x(m+n) +y(m+n))pm
)n∈N

Remark 3.1.2. If we define the valuation on Ẽ+ by vE(x) := vp(x(0)), then Ẽ+ becomes a
complete valuation ring of rank one. One can show that Ẽ+ is a perfect ring of characteristic p
and with algebraically closed fraction field, called Ẽ := Ẽ(C). It is obvious that ε := (ε(n))n∈N ∈
Ẽ+ and gives the cyclotomic character χ : GK → Z×p by the relation g(ε) = εχ(g) for any g ∈ GK .
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Definition 3.1.3. We define the following rings

Ã+ := Ã+(C) := W (Ẽ+(C))

Ã := Ã(C) := W (Ẽ(C))

B̃+ := B̃+(C) := Ã+(C)[1/p]

B̃ := B̃(C) := Ã(C)[1/p] the fraction field of Ã(C)

Since Ẽ+ and Ẽ are of characteristic p, we have the absolute Frobenius automorphism
x 7→ xp on them. Furthermore, we have an Galois action of GK on Ẽ+ and Ẽ given by the
natural action on each coordinate. By functoriality of Witt rings, the Frobenius automorphism
and Galois action extends to Ã+, Ã, B̃+ and B̃. We also denote the extended Frobenius map
by ϕ. It is easily seen that ϕ commutes with the action of GK .

For x ∈ Ẽ(C) we let [x] ∈ Ã(C) the Teichmuller lift of x. Then every element x ∈ B̃+(C)
can be written uniquely as

∑
k>>−∞ pk[xk], with xk ∈ Ẽ+. We define a homomorphism of rings

θ : Ã+−→OC∑

k≥0

pk[xk] 7−→
∑

k≥0

pkx
(0)
k

Proposition 3.1.4. ([22]) The homomorphism θ is surjective. The kernel of θ, ker θ is a
principal ideal. An element x ∈ Ã+ is a generator of ker θ if and only if vE(x(0)) = 1. For
example the element ω = [ε]−1

[ε1/p]−1
is a generator of ker θ. Moreover,

⋂
(ker θ)n = 0.

Remark 3.1.5. The surjective homomorphism θ extends naturally to a surjective homomor-
phism θ : B̃+(C) → C.

Definition 3.1.6. The ring B+
dR is defined to be

B+
dR := lim←−n∈NB̃

+/(ker θ)n

Note that θ([ε]−1) = 0, the series
∑

n≥1(−1)n−1 ([ε]−1)n

n converges to an element t ∈ B+
dR.

One should think of t as t = log([ε]). It can be shown that θ(t) = 0 and t is a generator of ker θ.
t is a period for the cyclotomic character as g(t) = χ(g)t for any g ∈ GK . We define

BdR := B+
dR[1/t]

Since GK stabilize ker θ, we have an action of GK on BdR. We can show that BdR is a field with
filtration Fili BdR = tiB+

dR and BGK
dR = K. Note that it is impossible to extend the Frobenius

map ϕ on BdR. In order to extend ϕ, we need to introduce the ring Bcris.

Definition 3.1.7. (i) We define the ring Acris := Acris(C) to be the p-adic completion of
the divided power envelope of Ã+(C) with respect to ker θ, i.e. the p-adic completion of
Ã+(C)[ω

n

n! , n ∈ N].
(ii) The ring B+

cris := B+
cris(C) is defined to be Acris(C)[1/p].

(iii) We define Bcris := Bcris(C) = B+
cris(C)[1/t].



If we write [ε] − 1 = b · ω for some b ∈ Ã+, ([ε]−1)n

n = (n − 1)!bn ωn

n! and (n − 1)! → 0
p-adically. From this we see that t is in Acris. We can view Acris, B+

cris and Bcris as subrings of
BdR. Since they are stable under GK , we have the GK action on them. Moreover, ϕ extends
to Acris, B+

cris and Bcris, see [22]. The Frobenius map ϕ commutes with the action of GK and
BGK

cris ⊃ K0.
We now introduce the concept of filtered isocrystals.

Definition 3.1.8. (i) A filtered isocrystal over K is an isocrystal (D, ϕD) over k as in Definition
1.3.2 with an exhaustive separated decreasing filtration of DK := D⊗K0 K by K-subspaces, i.e.
there exist r, s ∈ Z with s < r such that Filr DK = DK and Fils DK = (0). We denote this
filtered isocrystal D := (D, ϕD,Fil•DK).

(ii) The integers h for which Fil−h DK 6= Fil−h+1 DK are called the Hodge-Tate weights of
D.

(iii) Let tN (D) = vp(detϕD) (the Newton slope of D) be the p-adic valuation of detϕD

(with respect to any basis of D) and let tH(D) =
∑

i∈Z i · dimK gri
Fil•(DK) the Hodge slope of

D. The filtered isocrystal D is called weakly admissible if

tH(D) = tN (D) and tH(D′) ≤ tN (D′)

for any subobject D′ = (D′, ϕD|D′ ,Fil•D′
K) of D, where D′ is any ϕD stable K0-subspace of

D equipped with the induced filtration Fil•D′
K on D′

K := D′ ⊗ K. The category of weakly
admissible filtered isocrystals over K is denoted by MF(K).

Example 3.1.9. Let X be a p-divisible group over Fp of height h and dimension d. Set D :=
D(X)K0 and ϕD := D(FrobX)K0 . Let X be any deformation of X over any complete discrete
valuation ring OK with residue field Fp and fraction field K of characteristic 0. Let LK :=
(Lie X∗)∨K and view it as a K-subspace of DK := D ⊗K0 K. We define the filtered isocrystal
D := (D, ϕD,Fil•DK) of Hodge-Tate weights 0 and 1 by Fil−1 DK := DK , Fil0 DK := LK and
Fil1 DK = (0). Then the Newton slope tN (D) = vp(detϕD) and the Hodge slope tH(D) =
dimK LK − dimK DK = −d. Then D is weakly admissible if

tN (D) = −d and tN (D′, ϕD|D′ , LK ∩D′
K) ≥ tH(D′, ϕD|D′ , LK ∩D′

K)

for all ϕD-stable K0-subspaces D′ ⊂ D.

Let RepQp
(GK) be the category of p-adic representations of GK , i.e. finite dimensional

Qp-representations of GK . For any V ∈ RepQp
(GK), we can define a K-vector space DdR(V ) :=

(BdR ⊗Qp V )GK with a filtration Fili DdR(V ) := (Fili BdR ⊗Qp V )GK . To the same Qp-vector
space V , we can similarly associate a K0-vector space Dcris(V ) := (Bcris ⊗Qp V )GK .

Definition 3.1.10. (i)A p-adic representation V of GK is called de Rham if

V ⊗K0 BdR
∼= Bd

dR

as a BdR[GK ]-module which respects filtration.



(ii) A p-adic representation V of GK is called crystalline if

V ⊗K0 Bcris
∼= Bd

cris

as a Bcris[GK ]-module which respects filtration and Frobenius.
We denote Repcris

Qp
(V ) the category of crystalline representations of GK .

Remark 3.1.11. If K is a finite extension of K0, the above definitions are equivalent to the
usual definitions of being de Rham and crystalline. That is to say a p-adic representation is de
Rham if dimK DdR(V ) = dimQp V and is crystalline if dimK0 Dcris(V ) = dimQp V .

Remark 3.1.12. A crystalline representation is always de Rham and in this case DdR(V ) =
Dcris(V )⊗K0 K.

Let V be any p-adic representation of GK . We can define a filtered isocrystal over K

(Dcris(V ), ϕDcris(V ),Fil•Dcris(V )K)

Indeed, the filtration is given by Fili Dcris(V )K = Dcris(V )K ∩ Fili DdR(V ). For the Frobenius
map, first one can define an endomorphism ϕ on Bcris⊗Qp V which sends b⊗ v to ϕ(b)⊗ v. This
endomorphism commutes with the Galois action and hence stabilize Dcris(V ). The Frobenius
map ϕDcris(V ) comes from the restriction of ϕ on Dcris(V ). Such a filtered isocrystal is always
weakly admissible.

Definition 3.1.13. A filtered isocrystal over K is called admissible if it comes from a crystalline
representation of GK . We denote by MFad(K) the category of admissible filtered isocrystals over
K.

Hence we have an exact ⊗-functor

Dcris : Repcris
Qp

GK −→MFad(K)

Fontaine also constructed the quasi-inverse of Dcris

F : MFad(K)−→Repcris
Qp

(GK)

by setting F(D) := (Fil0(D ⊗K0 Bcris))ϕ=1, which inherits the action of GK from Bcris.

Example 3.1.14. Let X be a p-divisible group over OK and define the Tate module Tp(X) :=
lim←−X(n)(K) = Hom(Qp/Zp, XK) of X. The vector space Vp(X) := Tp(X)⊗Zp Qp gives a p-adic
representation of GK . Fontaine proved that Dcris(Vp(X)) = (D(Xk)K0 , ϕ, Fil•D(Xk)K), where
Xk is the special fiber of X and the filtration is given by Fil−1D(Xk)K = D(Xk)K , Fil0D(Xk)K =
(Lie X∗)∨K and Fil1D(Xk)K = (0). In particular Dcris(Vp(X)) is a weakly admissible filtered
isocrystal over K and (Fil0(Dcris(Vp(X))⊗Bcris))ϕ=1 = Vp(X).

Remark 3.1.15. The category of weakly admissible filtered isocrystals over K is an abelian
category which is closed under extensions and under passage to the dual object. Faltings proved
that it is closed under tensor product. The subcategory consisting of admissible filtered isocrys-
tals is clear closed under extensions, dual and tensor product.



If K is a finite extension of K0, we have the following theorem of Colmez-Fontaine.

Theorem 3.1.16. ([10]) If K is a finite extension of K0, any weakly admissible filtered isocrystal
is admissible.

Now we define more Fontaine’s rings which will be used in our construction in Chapter 4.

Definition 3.1.17. (i) For x =
∑∞

k=0 pk[xk] ∈ Ã(C), xi ∈ Ẽ, k ∈ N, define

wk(x) := min
i≤k

{vE(xi)}.

(ii) For a real number r > 0, define

v(0,r](x) := inf{wk(x) +
k

r
, k ∈ N} = inf{vE(xk) +

k

r
, k ∈ N} ∈ R ∪ {±∞}

(iii) Define

Ã(0,r] := Ã(0,r](C) := {x ∈ Ã(C)| lim
k→∞

wk(x) +
k

r
= +∞}

One can easily prove the following

Proposition 3.1.18. Ã(0,r] is a ring and v(0,r] satisfies the following properties:
(i) v(0,r](x) = +∞⇔ x = 0
(ii) v(0,r](xy) ≥ v(0,r](x) + v(0,r](y)
(iii) v(0,r](x + y) ≥ min{v(0,r](x), v(0,r](y)}
(iv) v(0,r](ϕ(x)) = pv(0,pr](x).

Remark 3.1.19. If we define B̃(0,r] := B̃(0,r](C) := Ã(0,r](C)[1/p], then v(0,r] extends to a
valuation on B̃(0,r](C) by defining

v(0,r](x) := min{wk(x) +
k

r
, k ∈ Z} = min{vE(xk) +

k

r
, k ∈ Z}

for any x =
∑+∞

k>>−∞ pk[xk] ∈ B̃(0,r](C).

Definition 3.1.20. Since for r ≥ s, B̃(0,r] ⊂ B̃(0,s], we define

B̃† := B̃†(C) :=
⋃

r>0

B̃(0,r](C)

the field of overconvergent elements.

For 0 < s ≤ r, and x ∈ B̃(0,r](C), set

v[s,r](x) := min{v(0,s](x), v(0,r](x)}



Let B̃]0,r] be the completion of B̃(0,r] by the Fréchet topology induced by the family of semi-
valuations v[s,r] for all 0 < s ≤ r. In concrete terms this means that a sequence of elements
xn ∈ B̃(0,r](C) converges in B̃]0,r](C) if and only if limn→∞ v[s,r](xn+1 − xn) = +∞ for all
0 < s ≤ r. Also if 0 < s ≤ r we let B̃[s,r](C) be the completion of B̃(0,r](C) with respect to v[s,r].
Hence we view B̃]0,r](C) as a subring of B̃I(C) for any closed subinterval I ⊂ (0, r].

If I =]0, r] or I = [s, r] the functions fi : B̃(0,r](C) → Ẽ(C) defined by x =
∑∞

i>>−∞ pi[fi(x)]
extend by continuity to B̃I(C) and for any x ∈ B̃I(C) the sum

∑∞
i=−∞ pi[fi(x)] converges to x

in B̃I(C); see [31]. Let

B̃†
rig := B̃†

rig(C) :=
⋃

r>0

B̃]0,r](C)

By Proposition 3.1.18, the homomorphism ϕ gives rise to bicontinuous isomorphisms ϕ :
B̃]0,pr](C) ∼= B̃]0,r](C) and ϕ : B̃[ps,pr](C) ∼= B̃[s,r](C) defining an automorphism of B̃†

rig(C).
The restriction of θ to B̃(0,1](C) defines a homomorphism θ : B̃(0,1](C) → C which extends by
continuity to B̃]0,1](C), we have t = log([ε]) ∈ B̃]0,1](C).

Finally, we define
B̃+

rig := B̃+
rig(C) =

⋂

n∈N
ϕnB+

cris(C)

For any r > 0, B̃+
rig(C) ⊂ B̃]0,r](C). More precisely, B̃]0,r](C) equals the p-adic completion of

B̃+
rig(C)[ p

[ε−1] ] and is hence a flat B̃+
rig(C)-algebra.

3.2 p-adic Period Spaces

In this section, all the isocrystals we consider are assumed to be over Fp. Let K0 := W (Fp)[1/p]
the fraction field of the ring of Witt vectors over Fp. Let ϕ be the Frobenius lift on K0. We
denote by Isoc(K0) the category of isocrystals over Fp.

Let G be a reductive linear algebraic group over Qp and let RepQp
(G) the category of

finite dimensional Qp-rational representations of G.

Definition 3.2.1. An exact faithful ⊗-functor RepQp
(G) → Isoc(K0) is called an isocrystal with

G-structure over K0.

Let b ∈ G(K0), then the functor

RepQp
(G)−→ Isoc(K0)

associated to b, defined by V 7→ (V ⊗Qp K0, b(Id⊗ϕ)), is an isocrystal with G-structure over
K0. Two elements b and b′ in G(K0) are conjugate if and only if there is an element g ∈ G(K0)
such that gbϕ(g)−1 = b′. In this case g defines an isomorphism between the isocrystals with
G-structure associated to b and b′. If G is connected, any isocrystal with G-structure over K0

is associated to an element b ∈ G(K0) as above.



Let D = lim←−Gm be the pro-algebraic group over Qp whose character group is Q. For any
element b ∈ G(K0), Kottwitz defined a morphism of algebraic groups over K0

ν : D−→GK0

which is characterized by the property that for any object V in RepQp
(G), the Q-grading on

the vector space V ⊗K0 is the slope decomposition of (V ⊗Qp K0, b(Id⊗ϕ)) an isocrystal over
Fp, cf Theorem 1.3.8. The group Q× acts on D, since it acts on the character group Q. For
s ∈ Q× we denote sν for the composite D s−→ D ν−→ G. Let D → Gm be the projection to the
multiplicative group induced by the inclusion of the character group Z ⊂ Q. Then for a suitable
positive integer s the morphism sν factors through this projection sν : Gm → G. Hence sν is
regarded as a one parameter subgroup of G over K0.

Definition 3.2.2. A ϕ-conjugacy class b̄ of G(K0) is decent if there is an element b ∈ b̄ such
that

(bϕ)s = sν(p)ϕs

for some positive integer s.

Proposition 3.2.3. [33] Assume that b̄ is decent and that b and s are from Definition 3.2.2.
Then b ∈ G(Qps) and ν is defined over Qps. If G is connected, any ϕ-conjugacy class is decent.

We now fix a conjugacy class of a one parameter subgroup µ : Gm → G over K0. Here
two one parameter subgroups µ, µ′ are conjugate if and only if there exists some g ∈ G(K0)
such that gµg−1 = µ′. Then there is a finite extension E of Qp in K0 such that the conjugacy
class {µ} of µ is defined.

For a one parameter subgroup µ : Gm → G over K we can define a filtration on VK :=
V ⊗Qp K, where V is any Qp-representation of G. We let VK,µ,j be the subspace of VK of weight
j with respect to µ, i.e.

VK,µ,j := {v ∈ VK | µ(z) · v = zj · v for all z ∈ Gm(K)}

Then we define the filtration Filiµ VK :=
⊕

j≥i VK,µ,j .

Definition 3.2.4. Two one parameter subgroups of G over K0 are called equivalent if they
define the same weight filtration for any object in RepQp

(G). Note that two equivalent one
parameter subgroups belong to the same conjugacy class.

Consider the functor

R 7−→ { the equivalent classes in the conjugacy class {µ} defined over R}
on the category of E-algebras. If one defines an algebraic subgroup of G over E by

P (µ)(K0) = {g ∈ G(K0)| gµg−1 is equivalent to µ}
then P (µ) is parabolic and the functor above is representable by the projective variety GE/P (µ).
We denote this homogeneous space over E by F . If V is a faithful representation in RepQp

(G)



and if we denote by Flag(V ) the partial flag variety over Qp which represents the functor which
associate to any Qp-algebra R the filtration Fil• of V ⊗R as R-modules such that Fili is a direct
summand and rkR Fili = dimK Filiµ VK . Then there is a natural E-closed immersion

F −→ Flag(V )⊗Qp E

Combine the discussion above, to any pair (µ, b) where µ is a one parameter subgroup
over K and b ∈ G(K0), we have an exact ⊗-functor

I : RepQp
(G)−→MF(K)

V 7−→ (V ⊗K0, b(Id⊗ϕ),Fil•µ VK)

Definition 3.2.5. We call a pair (µ, b) weakly admissible if the filtered isocrystal I(V ) over K
is weakly admissible for any object V in RepQp

(G).

Remark 3.2.6. To see the weakly admissibility for (µ, b), it is enough to check the weak
admissibility of I(V ) for a faithful representation V of G. Indeed, any representation of G
appears as a direct summand of V ⊗m ⊗ (V ∨)⊗n and I(V )⊗m ⊗ (I(V )∨)⊗n is weakly admissible
by Faltings. Here V ∨ (resp. I(V )∨) is the dual of V (resp. I(V )).

In what follows, we fix an element b in G(K0) and a conjugacy class of one parameter
subgroup {µ} of field of definition E. Let Ĕ = EK0 = Êur be the completion of the maximal
unramified extension of E. We denote F̆ = F ⊗E Ĕ. We consider one parameter subgroups µ
defined over finite extensions K of Ĕ.

Definition 3.2.7. A point ξ in F̆(K) is called weakly admissible if the pair (ξ, b) is weakly
admissible. This condition is independent of the choice of the representative in the equiva-
lence class of ξ. We denote by F̆wa

b (K) the subset of weakly admissible points associated with
(G, b, {µ}).

Definition 3.2.8. For any point ξ ∈ F̆wa
b (K) where K is a finite extension of K0, we have a

fiber functor RepQp
(G) → (Qp − vector spaces) given by the composition

RepQp
(G) → MFad(K) F−→ Repcris

Qp
(GK) ⊂ (Qp − vector spaces)

Here we use Theorem 3.1.16 and F is the quasi-inverse functor of Dcris : Repcris
Qp

(GK) →
MFad(K).

Definition 3.2.9. We define the p-adic period space associated with (G, b, {µ}) as

(F̆wa
b )rig := {ξ ∈ F̆ rig| (ξ, b) is weakly admissible}

Proposition 3.2.10. ([33] 1.34) The set (F̆wa
b )rig of weakly admissible points with respect to b

in F̆(Cp) is an admissible open subset of F̆ as a rigid analytic space.



One may specify the algebraic groups G over Qp used in this section as in [33]1.38 which
are related to classifying p-divisible groups with additional structures as in Chapter II. Here
for our use, we only assume that G = GL(V ) for a finite dimensional Qp-vector space V . Let
b ∈ G(K0) and (D, ϕD) = (VK0 , b(Id⊗ϕ)). Assume that there exists a p-divisible group X over
Fp of dimension d whose covariant Dieudonné isocrystal is (D, ϕD). Then we consider the period
morphism, we have

Theorem 3.2.11. The period morphism factors through (F̆wa
b )rig and surjective on rigid points.

Proof. We first consider the period morphism associated to the moduli problem without addi-
tional structures. Let Xuniv be the universal p-divisible group over M̆. For any point x ∈ M̆rig,
k(x) is a finite extension of Ĕ. Then the image π̆(x) ∈ F̆ rig is the point associated to the pull
back of (Lie Xuniv ∗)∨ rig ↪→ E(X) ⊗ OM̆rig

∼= (MXuniv)rig → (Lie(Xuniv))rig via Spf Ok(x) → M̆.
This is actually the canonical filtration associated to the p-divisible group which is the pull back
of the universal p-divisible group. Then from Example 3.1.14 π̆(x) ∈ (F̆wa

b )rig.

It remains to show that every K-valued point y := (D, ϕD, LK) of (F̆wa
b )rig for K/Ĕ

finite lies in the image of π̆. By the theorem of Colmez-Fontaine (Theorem 3.1.16) the filtered
isocrystal y is admissible, i.e. arises from a crystalline p-adic Galois representation V . By Breuil
[9] Theorem 1.4 there is a p-divisible group X over OK and an isomorphism Tp(XK)⊗ZpQp

∼= V
if p > 2. Kisin extended Breuil’s theorem to p = 2 and reproved the Colmez-Fontaine Theorem.
Fontaine’s functor Dcris transforms the isomorphism Tp(XK)⊗Zp Qp

∼= V into an isomorphism

ρ̄∗ : (D(X)Ĕ ,D(FrobX)Ĕ , (Lie X∗)∨K)−→(D, ϕD, LK)

of filtered isocrystals. This defines a quasi-isogeny ρ̄ : X → XFp
which by rigidity lifts to a

unique quasi-isogeny ρ : XOK/(p) → XOK/(p). So y is given by (X, ρ : XOK/(p) → XOK/(p)), hence
lies in the image of the period morphism.

For the p-divisible group X with additional structures the proof is similar, see [33].

However, the rigid analytic structure is not decided by the set of rigid points. For example,
we consider the rigid space X1

∐
X2 over K where X1 = {x ∈ K| |x| < 1} and X2 = {x ∈

K| |x| = 1}. Let f be the natural morphism from X1
∐

X2 to the unit ball X = {x ∈ K| |x| ≤
1}. Then f is bijective on points but never an isomorphism, since X is connected. This indicates
that we need to work with Berkovich’s Ĕ-analytic spaces instead of rigid analytic spaces, since
in Berkovich spaces the analytic structure is completely determined by the underlying points.

In the spirit that it is better to work with Berkovich spaces, we have the following

Proposition 3.2.12. ([25] 1.3) There exists an open Ĕ-analytic subspace F̆wa
b of F̆an whose

associated rigid analytic space is the period space (F̆wa
b )rig.

To end this section, we reture to Grothendieck’s question at the end of Chapter 1.

Proposition 3.2.13. The subset of F formed by the points (Lie X∗)∨K where X is any deforma-
tion of X over any complete discrete valuation ring OK with residue field Fp and fraction field
K of characteristic 0 is contained in the subset (Fwa)rig.



Proof. Let LK = (Lie X∗)∨K be a point in Grothendieck set, given by a p-divisible group X
over OK with X ∼= XFp

. Over OK/(p) this isomorphism lifts by rigidity to a quasi-isogeny
ρ : XOK/(p) → XOK/(p) and (X, ρ) gives a point of M(OK). By construction π̆rig(X, ρ)K = LK .
So the point LK belongs to the image of π̆rig which in turn lies in (Fwa)rig.

3.3 The Conjecture of Rapoport-Zink

Let (F, O, k, π) be a complete discrete valuation ring. We first recall the definition of the étale
site Xet of a rigid analytic space X over F from [30].

The underlying category of the site Xet is the category of all étale morphisms f : Y → X
of rigid analytic spaces over F . A morphism from f to f ′ is a morphism g : Y → Y ′ such that
f ′ ◦ g = f . The morphism g is automatically étale.

Definition 3.3.1. A family of étale morphisms {gi : Zi → Y }i∈I is a covering for the étale
topology if for every (some) choice of admissible affinoid covering Zi =

⋃
j Zi,j one has Y =⋃

i,j gi(Zi,j), and this is an admissible covering in the Grothendieck topology of Y .

Remark 3.3.2. The above definition is local on Y in the following sense: if Y =
⋃

Yl is an
admissible affinoid covering, then {gi : Zi → Y } is a covering for the étale topology if and only
if for all l the same is true for the covering {gi : g−1

i (Yl) → Yl}. This implies that if {Zi → Y }
and {Wi,j → Zi} for all i are coverings for the étale topology, then {Wi,j → Y } is a covering for
the étale topology.

Clearly any admissible covering of Y is a covering for the étale topology.

Definition 3.3.3. The category Xet equipped with the family of coverings for the étale topology
is thus a site, called the étale site of X. The sheaves on this site are called étale sheaves on X.

Definition 3.3.4. Let X be a quasi-separated quasi-paracompact rigid analytic space over F
whose associated strictly F -analytic space Xan is good. A geometric point x̄ of X is a morphism
x̄ : Spm K → X ⊗F K for an algebraically closed complete extension K of F .

Remark 3.3.5. The geometric point x̄ can be viewed as a morphism B → K for a suitable
affinoid subdomain SpmB ⊂ X. Then the absolute value on K defines an analytic point
x ∈ M(B) which we call the underlying analytic point of x̄. We may even choose B such that
M(B) is an affinoid neighborhood of x in Xan.

Definition 3.3.6. Let X be a rigid analytic space and x̄ be a geometric point of X. A pair
(f, ȳ), where f : U → X is an étale morphism of rigid analytic spaces and ȳ is a geometric point
of U , is called an étale neighborhood of x̄ if the following diagram is commutative:

SpmK

x̄ &&LLLLLLLLLL
ȳ // U ⊗F K

f

²²
X ⊗F K



Definition 3.3.7. If F is a sheaf on Xet and x̄ is a geometric point of X the stalk Fx̄ of F at
x̄ is the inductive limit

Fx̄ := lim−→U
F(U)

over all étale neighborhoods U of x̄.

Corresponding to the definitions above one can also define the étale site of a Berkovich
space; see [5] Section 4.1.

Now we define the notion of local systems of Qp-vector spaces on X.

Definition 3.3.8. Let X be a rigid analytic space. We define a local system of Zp-lattices on
X as a projective system F = (Fn, in) of sheaves Fn of Z/pnZ-modules on Xet such that Fn is
a locally constant free Z/pnZ-module of finite rank and in induces an isomorphism of sheaves
of Z/pn−1Z-modules

in ⊗ Id : Fn ⊗Z/pnZ Z/pn−1Z−→Fn−1

(Of course locally constant means locally for the étale topology.) The category Zp − LocX of
local systems of Zp-lattices with the obvious morphisms is an additive Zp-linear tensor category.
If x̄ is a geometric point of X we define the stalk Fx̄ of F at x̄ as

Fx̄ := lim←−(Fn,x̄, in).

It is a finite free Zp-module. Starting from Zp-lattices one defines local systems of Qp-vector
spaces as in [29]. In concrete terms a local system of Qp-vector spaces on X is given by the
following data

V = ({Ui → X},Fi, ϕij)

where
• {Ui → X} is a covering for the étale topology on X,
• Fi is a local system of Zp-lattices over Ui for each i,
• for each pair i, j, ϕij is an invertible section over Ui ×X Uj of the sheaf

HomZp−LocX
(Fi|Ui×XUj ,Fj |Ui×XUj )⊗Zp Qp

These data are subject to the cocycle condition pr∗ij(ϕij) ◦ pr∗jk(ϕjk) = pr∗ik(ϕik) on the triple
product Ui ×X Uj ×X Uk.

A refinement of the covering gives by definition an isomorphic object. Therefore morphisms
V → V ′ need only be defined for systems given over the same covering {Ui → X}. In this case
after possibly refining the covering, such a morphism is defined by a collection of sections ϕi

of the sheaf HomZp−LocX
(Fi,F ′i) ⊗Zp Qp over Ui satisfying ϕ′ij ◦ pr∗j (ϕi) = pr∗j (ϕj) ◦ ϕij over

Ui ×X Uj .
If x̄ is a geometric point of X we define the stalk Vx̄ of V at x̄ as follows. Choose a lift ȳ

of x̄ in some Ui and put
Vx̄ := Fi,ȳ ⊗Zp Qp

One easily verifies that Vx̄ is a well defined finite dimensional Qp-vector space.
The local systems of Qp-vector spaces form a category Qp−LocX . It is an abelian Qp-linear

tensor category. Rapoport and Zink make the



Conjecture 3.3.9. ([33] 1.37) There exists an étale morphism (F̆a
b )rig → (F̆wa

b )rig of rigid
analytic spaces over Ĕ which is bijective on (rigid analytic) points and there exists a tensor
functor from RepQp

(G) to the category Qp − Loc(F̆a
b )rig of local systems of Qp-vector spaces on

(F̆a
b )rig with the following property:

For any point µ ∈ (F̆wa
b )rig(K) with K/Ĕ finite, the fiber functor which associates with a

representation in RepQp
G the fiber at the corresponding point of µ in (F̆a

b )rig of the local system
is isomorphic to the fiber functor defined in Definition 3.2.8.

Correspondingly one can define the category Qp − LocXan of local systems of Qp-vector
spaces on the Berkovich space Xan associated to X as in [29] Section 4. A.J. de Jong pointed
out that it is best done working with Berkovich spaces rather than rigid analytic spaces. We
have the following propositions indicating the relations.

Proposition 3.3.10. ([29] 5.1) There is a natural tensor equivalence of categories Qp−LocXan →
Qp − LocX .

Proposition 3.3.11. ([29] 4.4) A local system of Qp-vector spaces V on X can always be given
as V = ({Ui → X},Fi, ϕij) where the Ui are affinoid subdomains of X and the associated
Berkovich spaces Uan

i form an affinoid covering of Xan.



Chapter 4

Hartl’s Construction

In this chapter, we give Hartl’s construction of proposed substitute for Rapoport-Zink’s conjec-
ture. We give the proof that the period morphism factors through this subspace and surjective
on points. The construction is inspired by solving the same problem in equal characteristic case
[28].

4.1 From Filtered isocrystals to ϕ-Modules

We recall some definitions and facts for ϕa-modules over B̃†
rig.

Definition 4.1.1. Let a be a positive integer. A ϕa-module over B̃†
rig is a finite free B̃†

rig-

module M with a ϕa-semilinear map ϕM : M → M. The rank of M as a B̃†
rig-module is

denoted by rkM. A morphism of ϕa-modules is a morphism of the underlying B̃†
rig-modules

which commutes with the ϕM’s. We denote the set of morphisms between two ϕa-modules M
and M′ by Homϕa(M,M′).

Definition 4.1.2. For any positive integer b, we define a restriction of Frobenius functor [b]∗
from ϕa-modules over B̃†

rig to ϕab-modules over B̃†
rig sending (M, ϕM) to (M, ϕb

M).

Example 4.1.3. (1) Let c, d ∈ Z with d > 0 and (c, d) = 1. Define the ϕa-module M(c, d) over
B̃†

rig as M(c, d) =
⊕d

i=1 B̃†
rigei equipped with

(4.1) ϕM(e1) = e2, . . . , ϕM(ed−1) = ed, ϕM(ed) = pce1.

(2) We have a rank one B̃†
rig-module B̃†

rig ·t. Since ϕt = pt, B̃†
rig ·t is isomorphic to M(1, 1).

Lemma 4.1.4. ([31] 4.1.2 and 3.2.4) The ϕa-modules M(c, d) over B̃†
rig satisfy

(i) M(c, d)∨ ∼= M(−c, d)
(ii) [d]∗M(c, d) ∼= M(c, 1)⊕d.
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Definition 4.1.5. For a ϕa-module M over B̃†
rig, we define the set of ϕa-invariants as

H0
ϕa(M) := {x ∈ M| ϕM(x) = x}

Remark 4.1.6. H0
ϕa(M) is a vector space over H0

ϕa(M(0, 1)) = W (Fpa)[1/p].

Proposition 4.1.7. ([31] 4.1.3 and 4.1.4) The ϕa-modules M(c, d) over B̃†
rig satisfy

(i) Homϕa(M(c, d),M(c′, d′)) 6= (0) if and only if c
d ≥ c′

d′ .
(ii) H0

ϕa(M(c, d)) 6= (0) if and only if c
d ≤ 0.

Proposition 4.1.8. ([25] 3.6) If c > 0, then the ϕa-module M(−c, 1) over B̃†
rig has ϕa-

invariants

H0
ϕa(M(−c, 1)) = {

∑

ν∈Z
pcν

c−1∑

j=0

pjϕ−aν([xj ])| x0, . . . , xc−1 ∈ Ẽ, vE(xj) > 0}

For ϕa-modules over B̃†
rig, Kedlaya proved the following structure theorem.

Theorem 4.1.9. ([31] 4.5.7) Any ϕa-module M over B̃†
rig is isomorphic to a direct sum of ϕa-

modules M(ci, di) for uniquely determined pairs (ci, di) up to permutation. It satisfies ∧rkMM ∼=
M(c, 1) where c =

∑
i ci and rkM =

∑
i di.

Definition 4.1.10. We define detM := ∧rkMM ∼= M(c, 1) and we call deg M := c the degree
of M and wtM := deg M

rkM the weight of M.

Proposition 4.1.11. ([31] 3.4.9) Every ϕa-submodule M′ ⊂ M(c, d)⊕n over B̃†
rig satisfies

wtM′ ≥ wtM(c, d)⊕n = c
d .

Let M]0,r] be a finite free B̃]0,r]-module and for 0 < s ≤ r let M]0,s] := M]0,r]⊗
B̃]0,r],ι

B̃]0,s]

be obtained by base change via the natural inclusion ι : B̃]0,r] ↪→ B̃]0,s]. Furthermore we assume
an isomorphism

ϕ
]0,rp−a]
M : M]0,r] ⊗

B̃]0,r],ϕa B̃]0,rp−a]−→M]0,rp−a]

By tensoring ι : B̃]0,rp−a] → B̃]0,rp−na] for any n ∈ N, this gives an isomorphism of B̃]0,rp−na]-
modules

M]0,rp−(n−1)a] ⊗
B̃]0,rp−(n−1)a],ϕa B̃]0,rp−na]−→M]0,rp−na]

Since B̃†
rig =

⋃
s>0 B̃]0,s], ϕ

]0,rp−a]
M extends to an isomorphism of B̃†

rig-modules

M⊗
B̃†rig,ϕa B̃†

rig−→M

where M := M]0,r] ⊗
B̃]0,r],ι

B̃†
rig. Therefore this gives a ϕa-semilinear map ϕM : M → M.



Definition 4.1.12. A ϕa-module (M, ϕM) over B̃†
rig is said to be represented by the pair

(M]0,r], ϕ
]0,rp−a]
M ) if (M, ϕM) is isomorphic to the ϕa-module M]0,r] ⊗

B̃]0,r],ι
B̃†

rig constructed

from (M]0,r], ϕ
]0,rp−a]
M ) as above.

Proposition 4.1.13. ([25] 3.10) If M is represented by (M]0,r], ϕ
]0,rp−a]
M ), then

H0
ϕa(M) = {x ∈ M]0,r]| ϕ

]0,rp−a]
M (x⊗ϕa 1) = x⊗ 1}

Now assume that K is a (not necessarily finite) extension of K0 and C be the completion
of a fixed algebraic closure of K. To any filtered isocrystal D over K of Hodge-Tate weights
0 and 1, we will associate a ϕa-module M(D) over B̃†

rig(C). The construction is based on the
following

Proposition 4.1.14. ([25] 4.1) Let N be a ϕ-module over B̃†
rig(C) represented by a finite free

B̃]0,1]-module N]0,1] and an isomorphism ϕ
]0,p−1]
N : N]0,1] ⊗

B̃]0,1],ϕ
B̃]0,p−1] ∼= N]0,p−1]. Let WM be

a C-subspace of WN := N]0,1] ⊗
B̃]0,1],θ

C. Then there exists a uniquely determined ϕ-submodule

M ⊂ N over B̃†
rig(C) with tN ⊂ M which is represented by a B̃]0,1]-submodule tN]0,1] ⊂ M]0,1] ⊂

N]0,1] such that M]0,1] ⊗
B̃]0,1],θ

C = WM.

Now let (D, ϕD) be an isocrystal over Fp and let Fil0 DK be a K-subspace of DK =
D ⊗K0 K. Let Fil−1 DK = DK and Fil1 DK = (0). We denote D = (D, ϕD,Fil•DK) the
filtered isocrystal over K and set D]0,1] := D ⊗K0 B̃]0,1], ϕ

]0,1]
D := ϕD ⊗ Id, D := D ⊗K0 B̃†

rig(C)

and ϕD := ϕD ⊗ ϕ. Then the B̃†
rig(C)-module (D, ϕD) is represented by the B̃]0,1]-module

(D]0,1], ϕ
]0,1]
D ).

Definition 4.1.15. By Proposition 4.1.14, we define M(D) be the ϕ-submodule of D over
B̃†

rig(C) represented by the B̃]0,1]-module M]0,1] with M]0,1] ⊗
B̃]0,1],θ

C = (Fil0 DK)⊗K C inside
DC := D]0,1] ⊗

B̃]0,1],θ
C.

Lemma 4.1.16. Let M1 and M2 be ϕ-module over B̃†
rig(C) represented by B̃]0,1]-module M]0,1]

i .

Assume that M]0,1]
1 ⊃ M]0,1]

2 ⊃ tM]0,1]
1 . Then

deg M2 − deg M1 = dimC(M]0,1]
1 /M]0,1]

2 )⊗
B̃]0,1],θ

C

Proof. Clearly the equality holds for M2 = tM1
∼= M1 ⊗M(1, 1), since deg tM1 − deg M1 =

rkM1. We claim that is suffices to prove the inequality

(4.2) deg M2 − deg M1 ≥ dimC V

where we abbreviate V := (M]0,1]
1 /M]0,1]

2 )⊗
B̃]0,1],θ

C. Indeed we apply the inequality to the two
inclusions

M]0,1]
1 ⊃ M]0,1]

2 ⊃ tM]0,1]
1 and M]0,1]

2 ⊃ tM]0,1]
1 ⊃ tM]0,1]

2



and the lemma follows from the exact sequence of B̃]0,1]-modules

0−→M]0,1]
2 /tM]0,1]

1 −→M]0,1]
1 /tM]0,1]

1 −→M]0,1]
1 /M]0,1]

2 −→ 0

To prove the inequality (4.2) we argue by induction on dimC V . Let dimC V = 1. Since
detM2 ↪→ detM1 is an inclusion, we have from Proposition 4.1.7 that degM2 ≥ deg M1. If we
had deg M2 = deg M1 then M2 = M1 by [31] 3.4.2. Hence deg M2 − deg M1 ≥ 1 = dimC V .
Let now dimC V > 1 and choose a C-subspace V ′ of dimension 1 of V . By Proposition 4.1.14
there is a unique B̃†

rig(C)-submodule M2 ⊂ M3 ⊂ M1 corresponding to V ′. By induction
deg M3 − deg M1 ≥ dimC(V/V ′) and deg M2 − deg M3 ≥ dimC V ′ and then the inequality
follows.

Theorem 4.1.17. deg M(D) = tN (D)− tH(D)

Proof. By the Dieudonné-Manin’s classification [14] there exists an isocrystal (D′, ϕD′) over Fp

of rank one with ϕD′ = ptN (D) · ϕ which is isomorphic to det(D, ϕD). Then by construction
deg D = tN (D). From Lemma 4.1.16 we have

deg M(D)− deg D = dimC(D]0,1]/M(D)]0,1])⊗
B̃]0,1],θ

C

= dimC(DK/ Fil0 DK)⊗K C = −tH(D) (Example 3.1.9)

Remark 4.1.18. Since we do not know how to construct M(D) for filtered isocrystal D with
Hodge-Tate weights other than 0 and 1. We cannot make D 7→ M(D) into a tensor functor.

If K/K0 is a finite extension, one can check that M(D) equals the ϕ-module over B̃†
rig(C)

constructed by Berger [3]. One of Berger’s main theorem is the following criterion.

Theorem 4.1.19. ([3]) Let K be a finite extension of K0. Then D is admissible if and only if

M(D) ∼= M(0, 1)⊕ dim D

We make explicit what happens otherwise.

Proposition 4.1.20. Assume that tN (D) = tH(D). Then M(D) � M(0, 1)⊕ dim D if and only
if for some (any) integer e ≥ (dimD)− 1 there exists a non zero x ∈ H0

ϕe([e]∗D⊗M(1, 1)) with
θ(ϕm

D(x)) ∈ (Fil0 DK)⊗K C for all m = 0, . . . , e− 1.

Proof. Let M(D) �M(0, 1)⊕ dim D. By Theorems 4.1.19 and 4.1.9 there is a ϕ-module M(c, d)
over B̃†

rig(C) with c < 0 and d < dimD which is a summand of M(D). Then by Proposition 4.1.7
for any e ≥ (dimD)−1 there exists a non zero morphism of ϕ-modules f : M(−1, e) → M(c, d) ⊂
M(D) ⊂ D. Let e1, . . . , ee be a basis of M(−1, e) satisfying the relation (4.1) in Example 4.1.3
and let x be the image of e1 in D under f . Then ϕe

D(x) = p−1x, that is x ∈ H0
ϕe([e]∗D⊗M(1, 1)).

Moreover f(em+1) = ϕm
D(x) in D for 0 ≤ m < e. Now the fact that the morphism f factors

through M(D) amounts by Proposition 4.1.14 to θ(ϕm
D(x)) ∈ (Fil0 DK)⊗K C.



Conversely assume that for some integer e ≥ (dimD)− 1 there exists a non zero element
x in H0

ϕe([e]∗D⊗M(1, 1)) with θ(ϕm
D(x)) ∈ (Fil0 DK)⊗K C for all m = 0, . . . , e− 1. Define the

non trivial morphism of ϕ-modules f : M(−1, e) → D by f(em+1) := ϕm
D(x) for 0 ≤ m < e.

Since θ(ϕm
D(x)) ∈ (Fil0 DK)⊗K C, the morphism f factors through M(D) by Proposition 4.1.14.

By Proposition 4.1.7 we have M(D) �M(0, 1)⊕ dim D.

4.2 Construction of F̆a
b

Let G be a reductive group and {µ} be a conjugacy class of one parameter subgroups of G. We
make the following assumption on the pair (G, {µ}) and assume that this assumption is satisfied
throughout this section:

There exists a faithful Qp-rational representation V of G such that all the weights of {µ}
on V are 0 or −1.

Let G′ = GL(V ) and b ∈ G(K0). Then G is a closed subgroup of G′ and b can be viewed
as an element of G′(K0). We have a closed embedding F ↪→ F ′ := Flag(V ) of flag varieties.
Here Flag(V ) is actually a Grassmannian. We denote by F̆an the Ĕ-analytic space associated
with F ⊗E Ĕ.

Let µ ∈ F̆an be an analytic point. Let K = k(µ) be the (complete) residue field of µ
and let C be the completion of an algebraic closure of K. Let Dµ := (VK0 , b · ϕ, Fil•µ VK). In
particular, Fil−1 VK = VK and Fil0 VK = (0). We let Mµ := M(Dµ) be the ϕ-module over

B̃†
rig(C) in Definition 4.1.15.

Definition 4.2.1. We define

F̆a
b := {µ ∈ F̆an analytic points | Mµ

∼= M(0, 1)⊕d}

where d = dimQp V .

If b′ = gbϕ(g−1) for some g ∈ G(K0) the map µ 7→ g−1µg maps F̆a
b isomorphically onto

F̆a
b′ . The Newton slope and Hodge slope are determined by the conjugacy class {µ}. If tN (Dµ) 6=

tH(Dµ) the sets F̆a
b and (F̆wa

b )rig are empty. So from now on we assume tN (Dµ) = tH(Dµ) for

all µ ∈ F̆an. The main theorem is the following

Theorem 4.2.2. (Hartl) The set F̆a
b is an open Ĕ-analytic subspace of F̆an. If b is decent with

the integer s, then F̆a
b has a natural structure of open Es-analytic subspace of (F ⊗E Es)an from

which it arises by base change to Ĕ.

Proof. Step 1: Let V be a faithful representation of G satisfying the assumption. We may reduce
to prove the case where G′ = GL(V ). Indeed, G is a closed subgroup of G′ and this identifies a
closed embedding F ↪→ F ′ := Flag(V ) ⊗Qp E. Here Flag(V ) is a Grassmannian isomorphic to
G′/S′, where S′ = StabG′(V0) is the stabilizer of an appropriate subspace V0 of V . By definition
F̆a

b = F̆an∩F̆ ′ab . So it suffice to prove the theorem for G′ instead of G. Since G′ is connected we



may assume by Proposition 3.2.3 that b is decent, say with integer s. We let F ′s := (F ′⊗E Es)an

and define the subset F ′ab ⊂ F ′ an
s by the same condition as in Definition 4.2.1. We only need to

show that it is open.
Choose an integer e ≥ (dimV ) − 1 which is also a multiple of s. Then by Proposition

4.1.20, the set F ′ab ⊂ F ′ an
s equals the set of analytic points µ ∈ F ′ ans such that there exists an

algebraically closed complete extension C of k(µ) and a non zero element x ∈ H0
ϕe([e]∗DC ⊗

M(1, 1)) with θ(ϕm
D(x)) ∈ (Fil0µ Vk(µ)) ⊗k(µ) C for all m = 0, . . . , e − 1. Here [e]∗DC is the

ϕe-module (D, ϕe
D)⊗K0 B̃†

rig(C) over B̃†
rig(C).

Step 2: We identify V ⊗Qp A1
Es

with affine d-space Ad
Es

over Es. For η ∈ Es consider the
Ĕ-analytic polydisc with radii (|η|, · · · , |η|)

D(η)de = M(Es{him

η
| i = 1, . . . , d; m = 0, . . . , e− 1}) ⊂ (Ad

Es
)e

We will construct a constant η ∈ Es and a compact subset Z of D(η)de in step 3 with the following
property: If C is an algebraically closed complete extension of Es and x ∈ H0

ϕe([e]∗DC⊗M(1, 1))
with x 6= 0, then for some integer N

(hm)e−1
m=0 := ((h1m, . . . , hdm)T )e−1

m=0 := (pNθ(ϕm
D(x)))e−1

m=0

is a C valued point of Z and Z consists precisely of those points.
Now let G′ an

s be the Es-analytic space associated with the group scheme G′ ⊗Qp Es and
consider the morphism of Es-analytic spaces

β : G′ an
s ×Es D(η)de−→(Ad

Es
)e ∼= (V ⊗Qp A1

Es
)e

(g, (hm)e−1
m=0) 7−→ (g−1hm)e−1

m=0

Let Y be the closed subset of G′ an
s ×Es D(η)de defined by the condition that (hm)e−1

m=0 belongs
to Z and that β(Y ) ⊂ (V0 ⊗Qp A1

Es
)e. Furthermore consider the projection map

pr1 : G′ an
s ×Es D(η)de−→G′ an

s

onto the first factor and the canonical map γ : G′ an
s → F ′ ans coming from the isomorphism

F ′ an
s

∼= G′ an
s / StabG′s(V0). Then µ ∈ F ′ ans does not belong to F ′ab if and only if µ ∈ γ ◦

pr1(Y ). Since D(η)de is quasi-compact the projection pr1 is a proper map of topological Hausdorff
spaces, pr1(Y ) is closed. Note that F ′ ans carries the quotient topology under γ since γ is a
smooth morphism of schemes, hence open by [5] Proposition 3.5.8 and Corollary 3.7.4. Since
by construction pr1(Y ) = γ−1(γ ◦ pr1(Y )) we conclude that F ′ab = F ′ ans − γ ◦ pr1(Y ) is open in
F ′ an

s as desired.
Step 3: It remains to construct the compact set Z. Since b is decent, the ϕ-module

[e]∗D ⊗M(1, 1) is isomorphic to
⊕d

i=1 M(−ci, 1) for suitable integers ci. We assume that the
identification of V ⊗Qp A1

Es
with Ad

Es
in Step 2 was chosen compatible with this direct sum



decomposition. Let c1, . . . , ck > 0 = ck+1 = · · · = cl > cl+1, . . . , cd. Then by Proposition 4.1.8

H0
ϕe([e]∗D⊗M(1, 1)) ∼=

k⊕

i=1

{
∑

ν

pciν
ci−1∑

j=0

pjϕ−eν([uij ])| uij ∈ Ẽ, vE(uij) > 0}

⊕
l⊕

i=k+1

W (Fpe)[1/p]

⊕
d⊕

i=l+1

(0)

For 1 ≤ i ≤ k, 0 ≤ j ≤ ci − 1 consider the compact sets

U
(0)
ij := M(Es{u(0)

ij /p}) = {|u(0)
ij | ≤ |p|} and

U
(n)
ij := M(Es{u(n)

ij }) = {|u(n)
ij | ≤ 1}. for n ≥ 1

Then the sets

Uij := {(u(n)
ij )n∈N ∈

∏

n∈N
U

(n)
ij | (un+1

ij )p = u
(n)
ij for all n ≥ 0} and

U :=
k∏

i=1

ci−1∏

j=0

Uij ×
l∏

i=k+1

W (Fpe)×
d∏

i=l+1

{0}

are compact by Tychonoff’s theorem. For an arbitrary algebraically closed extension C of Es

consider a C-valued point u of U given by

(((u(n)
ij )n∈N)i=1,...,k;j=0,...,ci−1, (ai)i=k+1,...,l, (0)i=l+1,...,d)

with u
(n)
ij ∈ C and ai ∈ W (Fpe). We assign to u the C-valued point y of Ade

Es
with (hm)e−1

m=0 =

(θ(ϕm
D(x)))e−1

m=0 where x is the element of H0
ϕe([e]∗D⊗M(1, 1)) associated with the u

(n)
ij and ai.

This defines a map

α : U −→Ade
Es

u 7−→ y

of topological Hausdorff spaces. One can prove that α is a continuous map, for this we refer to
[25].

Now multiplying (him)i,m with p amounts to replacing u
(n)
ij by u

(n)
i,j−1 for j = 1, . . . , ci − 1,

and u
(n)
i,0 by (u(n)

i,ci−1)
pe

, and ai by pai. Thus we may take

Z := α(U − {u ∈ U | |u(0)
ij | < |p|pe

, ai ∈ pW (Fpe) for all i and j}).
Then Z is the continuous image of a compact set and satisfies the property required in Step 2.
This proves the theorem.



Proposition 4.2.3. Let F̆wa
b be as in Theorem 3.2.12. Then the set F̆a

b is an open Ĕ-analytic
subspace of F̆wa

b .

Proof. After Theorem 4.2.2 we only need to show that F̆a
b is contained in F̆wa

b . Let µ ∈ F̆a
b be

an analytic point and set K = k(µ).
Let D′ ⊂ D be a ϕD-stable K0-subspace and let Filiµ D′

K := D′
K ∩ Filiµ DK . We have

to show that tH(D′) ≤ tN (D′) for any subobject D′ := (D′, ϕD|D′ ,Fil•µ D′
K) ⊂ Dµ and with

equality if D′ = Dµ. Consider the ϕ-submodule M′ := M(D′) ⊂ M(Dµ). Then by Theorem

4.1.17 tN (D′)− tH(D′) = deg M′ = rkM′ ·wtM′. If D′ = Dµ, since µ ∈ F̆a
b , we have M(Dµ) ∼=

M(0, 1)⊕ dim D and thus tH(Dµ) = tN (Dµ). If D′ ⊂ Dµ, we have wtM′ ≥ wtM(Dµ) by
Proposition 4.1.11 finishing the proof.

Corollary 4.2.4. The open immersion F̆a
b ⊂ F̆wa

b induces an étale morphism of rigid analytic
spaces (F̆a

b )rig → (F̆wa
b )rig which is bijective on rigid analytic points. It is an isomorphism if

and only if F̆a
b = F̆wa

b .

Proof. The functor (·)rig takes étale morphisms to étale morphisms. The rigid analytic points
are Berkovich analytic points with residue field finite over Ĕ. Then by Definition 4.2.1, The-
orem 4.1.19 and 3.1.16 that the morphism is bijective on rigid analytic points. The rest is a
consequence of Theorem 2.3.22 since F̆a

b and F̆wa
b are paracompact by Lemma 2.3.24.

4.3 Relations with Period Morphisms

Let G = GL(V ) for a finite dimensional Qp-vector space V . Let F̆ be the Grassmanian over
K0 of d-dimensional subspaces of VK0 . Let b ∈ G(K0) and (D, ϕD) = (VK0 , b · ϕ). Assume that
there exists a p-divisible group X over Fp of dimension d whose covariant Dieudonné isocrystal
is (D, ϕD). We consider the moduli problem of deformations of X as in Theorem 2.2.1 and the
period morphism π̆an : M̆an → F̆an in Remark 2.4.4.

Theorem 4.3.1. (Hartl, Faltings) The period morphism factors through F̆a
b and surjective on

analytic points of F̆a
b .

Proof. Let x ∈ Man be an analytic point and let µ = π̆an(x) ∈ F̆an. Let K = k(x) and let C
be the completion of an algebraic closure of K. Let Xx be the fiber of the universal p-divisible
group X at x and consider the Tate module Tp(Xx) of Xx. An element λ ∈ Tp(Xx) corresponds
to a morphism of p-divisible groups λ : Qp/Zp → XOC

over OC . By functoriality of the universal
vector extension this yields the following diagram of C-vector spaces

0 −−−−→ D(Qp/Zp)C
Id−−−−→ D(Qp/Zp)C −−−−→ 0y

y
0 −−−−→ (Fil•µ DK)⊗K C −−−−→ D ⊗K0 C −−−−→ (Lie Xx)C −−−−→ 0



Note that Lie(Qp/Zp) = (0), since Qp/Zp is ind-étale. By the crystalline natural of the covariant
Dieudonné module, we evaluate D(λ) : D(Qp/Zp) → D(XOC

) on the pd-thickening B+
cris(C) of

OC (here we use the crystalline theory of Berthelot-Messing) and get

D(Qp/Zp)B+
cris(C)−→D(XOC

)B+
cris(C) = D(Xx)B+

cris(C)

We have D(Qp/Zp)B+
cris(C) = B+

cris(C) since the universal vector extension of Qp/Zp over B+
cris(C)

is obtained from the sequence 0 → Zp → Qp → Qp/Zp → 0 by pushout via Zp → B+
cris(C).

Then we have a morphism

TpXx ⊗Zp B+
cris(C)−→D(Xx)B+

cris(C)
∼= D ⊗K0 B+

cris(C)

λ⊗ a 7−→ D(λ)(a)

Here the isomorphism on the right arises from the quasi-isogeny ρx, since p is invertible in
B+

cris(C) (Theorem 2.4.1). By Faltings [17] Theorem 7, the morphism on the left is injec-
tive. Since the elements of TpXx are ϕ-invariant inside TpXx ⊗Zp B+

cris(C) and B̃+
rig(C) equals⋂

n∈N ϕnB+
cris(C), we get a monomorphism

TpXx ⊗Zp B̃+
rig(C)−→D ⊗K0 B̃+

rig(C).

It gives rise to a monomorphism

TpXx−→TpXx ⊗Zp B̃]0,1](C)−→D ⊗K0 B̃]0,1](C)
λ 7−→ λ⊗ 1 7−→ D(λ)(1)

since B̃]0,1](C) is a flat B̃+
rig(C)-algebra. Consider the morphism θ : D ⊗K0 B̃]0,1] → D ⊗K0 C.

From Diagram 4.3 we see that θ(Tp(Xx)) ⊂ (Fil0µ DK)⊗K C and we have TpXx ⊗Zp B̃†
rig(C) ↪→

Mµ := M(D, ϕD,Fil0µ DK) by Proposition 4.1.14. This forces Mµ
∼= M(0, 1)dim V . Otherwise

we have Mµ
∼= ⊕

j M(cj , dj) with c1 > 0 (note that deg M =
∑

j cj = 0). Since the elements of
TpXx are ϕ-invariant and H0

ϕ(M(c1, d1)) = (0) by Proposition 4.1.7, the projection

TpXx ⊗Zp B̃†
rig(C)−→M(c1, d1)

is zero. Thus TpXx ⊗Zp B̃†
rig(C) ↪→ ⊕

j>1 M(cj , dj), but this is impossible since we have
rkZp TpXx = dim V > rk

⊕
j>1 M(cj , dj). This proves that the image µ = π̆an(x) of x is in

F̆a
b .

The proof of surjectivity of π̆an is parallel to Theorem 3.2.11 but the difficulty is to find
the p-divisible group over OK where K/Ĕ may be infinite. The proof is essentially due to
Faltings. Let µ be any point in F̆a

b . The morphism (B̃†
rig(C))⊕ dim V ∼= Mµ ↪→ D ⊗K0 B̃†

rig

is represented, with respect to a K0-basis of D, by a matrix M ∈ Math×h(B̃†
rig(C)) with

tM−1 ∈ Math×h(B̃†
rig(C)). Then by Proposition I.4.1 of [4], we have in fact M, tM−1 ∈

Math×h(B̃+
rig(C)) ⊂ Math×h(B+

cris). So M defines an isomorphism Bcris(C)⊕ dim V ∼= D ⊗K0



Bcris(C) compatible with Frobenius, which maps (B+
cris(C))⊕ dim V onto the preimage of Fil0µ DK⊗K

C under the map Id⊗θ : D ⊗K0 B+
cris(C) → D ⊗K0 C. This means that (D, ϕD,Fil0µ DK) is

admissible in the sense of Definition 3.1.10(ii). By [16] Theorem 9 and 14, there is a p-divisible
group X over OK and a quasi-isogeny ρ : XOK/(p) → XOK/(p) such that

(VK0 , ϕ, (Lie X∗)∨K ↪→ V ⊗Qp K) ∼= (D, ϕD,Fil0µ DK)

Therefore µ lies in the image of π̆an.

For a p-adic period space (F̆wa
b )rig possessing period morphism, we have the following

consideration on Rapoport-Zink’s conjecture 3.3.9.
We choose and fix a faithful p-adic representation V of G of Hodge-Tate weights 0 and 1.

Consider the moduli problem associated to X, where X is a p-divisible group over Fp such that
(D(X), D(FrobX)) = (V ⊗K0, b(Id⊗ϕ)). Let X be the universal p-divisible group over M̆an and
the Tate module TpX gives a local system of Qp-vector spaces on F̆a

b . We extend V 7→ Tp(X)
to a functor RepQp

G → Qp − LocF̆a
b

by the same reason as in 3.2.6.

Conjecture 4.3.2. ([25]) The set F̆a
b is the unique largest open Ĕ-analytic subspace of F̆wa

b on
which the tensor functor from RepQp

G to Qp − LocF̆a
b

with property in Conjecture 3.3.9.

Remark 4.3.3. This was shown to be true by A.J. de Jong in the Lubin-Tate situation where
F̆a

b = F̆wa
b = F̆an.

Remark 4.3.4. In general F̆a
b is strictly open subspace of F̆wa

b , for example one can see [25].



Bibliography
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1997, exp. no 831, pp. 307-322.

[8] J.-F. Boutot, H. Carayol, Uniformisation p-adique des courbes de Shimura: les théorèm de
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[25] U. Hartl, On a Conjecture of Rapoport and Zink, Preprint on arXiv:math.NT/0605254.

[26] U. Hartl, On Period Spaces for p-divisible Groups, Preprint on arXiv:0709.3444.

[27] U. Hartl, A Dictionary between Fontaine-Theory and its Analogue in Equal Characteristic,
Journal of Number Theory 129, n. 7 (2009), 1734-1757.

[28] U. Hartl, Period Spaces for Hodge Structures in Equal Characteristic, Preprint on
arXiv:math.NT/0511686.

[29] A.J. de Jong, Étale Fundamental Groups of non-Archimedean analytic spaces, Comp. Math.
97 (1995), 89-118.

[30] A.J. de Jong, M. van der Put, Étale cohomology of rigid spaces, Documenta Mathematica
(electronic journal), 1 (1996), pp. 1–56.

[31] K. Kedlaya, slope filtrations revisited, Doc. Math. 10 (2005), 447-525.



[32] W. Messing, The Crystals Associated to Barsotti-Tate Groups: with Applications to Abelian
Schemes, LNM 264, Springer-Verlag, Berlin-New York, 1972.

[33] M. Rapoport, Th. Zink, Period Spaces for p-divisible Groups, Ann. Math. Stud. 141, Prince-
ton University Press, Princeton 1996.

[34] J. Tate, Finite flat group schemes, Modular Forms and Fermat’s Last Theorem, G. Cornell,
J. Silverman and G. Stevens, eds., Springer, New York, 1997, pp. 121-154.


