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In [4], Fano addresses the problem of describing the effects on the solutions
of homogeneous linear differential equations arising from the algebraic relations
in between the solutions. Apparently this was proposed to him by Klein. In
particular, one of his concerns is to study whether or not, given a linear differ-
ential equation such that its solutions satisfy a homogeneous polynomial, the
equation can be “solved in terms of linear equations of lower order”. This has
been successfully studied by Singer, cf. [19].

Now, in order to make a clear exposition towards Fano’s problem in modern
terms, we will proceed as follows. In the first section we will cover some general-
ities about differential rings, in particular we will workout the proof of the basic
fact that a maximal differential ideal in a Keigher ring is prime. All the con-
cepts involved will be explained. In the second part, we will see a short survey
of polynomial Galois Theory from a point of view that will make more under-
standable the constructions involved in the differential Galois Theory. This will
be followed by a summary of the results, from Algebraic Geometry, needed to
get the Galois correspondence in the differential case. The fourth section will
deal specifically with differential Galois Theory, the aim of this part is the proof
of the fundamental theorem. Finally, in the last part, we will cover the main
subject of this thesis: Eulerian [19] extensions arising from third order differen-
tial equations. In particular we will cover some algorithmic aspects, including
a partial implementation of the algorithm presented in [9]; some ramified cov-
erings of Riemann surfaces and van der Put’s idea of studying what he calls
the Fano group. The Fano group is the group of projective automorphisms of
the projective variety with coordinate functions the solutions of the differential
equation; in many cases this group will differ from the differential Galois group
by a subgroup of the group of automorphisms of the projective line. Most of the
proofs in this last section will be omitted, but we will motivate the idea behind
the statements and we will give references of where to find those proofs. The
original contribution of this thesis is the interpretation of the difference between
the Fano group and the differential Galois group, in the case were the projection
of both of them in PGLn(C) is finite, as symmetries of the linear differential
equation.

1 Some Basic Notions of Differential Algebra

Let R be a commutative ring with unit. A derivation in R is a Z-linear map,
δ : R → R, that satisfies the Leibniz rule, i.e.

δ(a + b) = δ(a) + δ(b),

δ(a · b) = a · δ(b) + b · δ(a)

for any a, b ∈ R. A differential ring is a ring R together with a derivation δ.
Of course there is plenty of theory about rings with more than one derivation
(cf. [13] or any book in Differential Geometry), but here we will be satisfied by
considering not more than one at a time.

EXAMPLE 1.1. Define, for any a ∈ R, δ(a) = 0.

EXAMPLE 1.2. Let K be a field and x a transcendental element over K.
Consider R = K[x], or R = K[[x]], with δ = d

dx .
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EXAMPLE 1.3. Let K be a field and R = K[x1, . . . , xn] the ring of polynomial
in variables with coefficients in K. Then an arbitrary choice δ(x1), . . . , δ(xn) ∈
R determines uniquely a derivation δ with δ(k) = 0 for any k ∈ K.

EXAMPLE 1.4. Let K be a field and {y(n)| n ∈ Z≥0} a set of algebraically
independent transcendental elements over K. Consider R = K[y(0), y(1), . . .]
and define δ(k) = 0 for k ∈ K and δ(y(n)) = y(n+1).

EXAMPLE 1.5. Let K be a differential ring, where K is a field, and {y(n)| n ∈
Z≥0} a set of algebraically independent transcendental elements over K. Con-
sider R = K[y(0), y(1), . . .], with a derivation extending the derivation of K by
defining δ(y(n)) = y(n+1).

EXAMPLE 1.6. Let M be a n-dimensional smooth real manifold, R the ring of
C∞-functions over it, and X a vector field on M . Define δ(f) = X(f) for any
f ∈ R.

Just as we talk about differential rings, if R is an integral domain or a field,
we might as well talk about differential integral domains or differential fields.

REMARK 1.7. In any differential ring (R, δ) we have δ(1) = 0, for δ(1) =
δ(1 · 1) = δ(1) + δ(1).

Proposition 1.8. Let (R, δ) be a differential integral domain. There exist a

unique extension of δ to K = Frac(R). The extension δ̂ is given by:

δ̂(
a

b
) =

b · δ(a) − a · δ(b)
b2

Proof : Let a1, a2, b1, b2 ∈ R such that a1

b1
= a2

b2
, i.e. a1 ·b2−a2 ·b1 = 0. From

this we obtain:

0 = δ(a1 · b2 − a2 · b1) · b1 · b2

= (δ(a1) · b2 + δ(b2) · a1 − δ(a2) · b1 − δ(b1) · a2) · b1 · b2

= (δ(a1) · b1 − δ(b1) · a1) · b2
2 − (δ(a2) · b2 − δ(b2) · a2) · b2

1

so the expression
b · δ(a) − a · δ(b)

b2

is well defined. Furthermore if δ̂ is an extension of δ in K that follows Leibniz
rule then:

0 = δ(1)

= δ̂(
1

b
) · b +

δ̂(b)

b

so δ̂( 1
b ) = − δ(b)

b2 . Whence the linear operator that satisfied Leibniz rule defined
by the previous expression is the unique derivation that extends δ to K. F

Now we turn our attention to homomorphisms between differential rings:

Definition 1.9. Let (R1, δ1), (R2, δ2) be two differential rings and φ : R1 →
R2 a ring homomorphism. Then φ is called a differential homomorphism if φ
commutes with differentiating, i.e.:

φδ1 = δ2φ
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REMARK 1.10. Let φ be as in the definition, and I = ker(φ), then δ1[I ] ⊆ I ,
for if φ(x) = 0 then 0 = δ2φ(x) = φδ1(x). From this we obtain the criterion
needed (and sufficient) to inherit a differential structure on the quotient ring.

Definition 1.11. Let (R, δ) be a differential ring and I ⊆ R an R-ideal. We
call I a differential ideal if it is closed under derivation, i.e.:

δ[I ] ⊆ I

The study of the prime ideals in a commutative ring with unit leads to the
wide subject of Algebraic Geometry. The prime differential ideals have not
been investigated that much, there is some research on the subject done by
W. Keigher, J. Kovacic and D. Trushin. Let us consider some key facts about
differential ideals. The discussion here is taken from [12]

An important fact of commutative algebra is that the radical of an ideal is
the intersection of the prime ideals containing it. Is not true in general that the
radical of a differential ideal is an intersection of prime differential ideals, for
the simple reason that the radical of a differential ideal may not be a differential
ideal.

EXAMPLE 1.12. [14] Consider Z[x] with δ defined by δ(x) = 1. The radical
of the differential ideal (2, x2) is (2, x). But δ(x) = 1 /∈ (2, x), so (2, x) is not a

differential ideal. Even worse, Z[x]/(2, x2) = R where (R, δ̂) is a differential ring
with R the two dimensional algebra over the field of two elements generated by
1 and x̄ with x̄2 = 0, δ̄(1) = 0 and δ̄(x) = 1. By inspection we observe that the
only proper differential ideal is the zero ideal. So (2, x2) is a maximal differential
ideal that is not prime.

Nevertheless, in a commutative ring, an arbitrary intersection of radical
ideals is a radical ideal, and in a differential ring an arbitrary intersection of
differential ideals is again a differential ideal. Combining those two we obtain
the following definition.

Definition 1.13. Let S be any subset of a differential ring R. Define [S] as the
intersection of all radical differential ideals containing S. Note that [S] is the
minimum radical differential ideal containing S.

Lemma 1.14. If a · b lies in a radical differential ideal I, then so do a · δ(b)
and δ(a) · b.

Proof : We have δ(a · b) = δ(a) · b+ a · δ(b). Multiplying by a · δ(b) we obtain
(a · δ(b))2 = a · δ(b) · δ(a · b) − δ(a) · δ(b) · a · b ∈ I , and hence a · δ(b) ∈ I . F

Lemma 1.15. Let I be a radical differential ideal in a differential ring R, and
let S be any subset of R. Define:

(I : S) := {x ∈ R| xS ⊆ I}

Then (I : S) is a radical differential ideal in A.

Proof : (I : S) is an ideal by ordinary ring theory, and a differential ideal
by the previous lemma. Suppose finally that xn ∈ (I : S), where n ≥ 1. Then
for any s ∈ S (x · s)n = xn · sn ∈ I . Since I is a radical ideal, x · s ∈ I and so
x ∈ (I : S). F

7



Lemma 1.16. Let a be any element and S any subset of a differential ring.
Then a[S] ⊆ [aS].

Proof : By definition S ⊆ ([aS] : a). By the previous lemma ([aS] : a) is a
radical ideal, so [S] ⊆ ([aS] : a), or equivalently a[S] ⊆ [aS]. F

Lemma 1.17. Let S and T be any subsets of a differential ring. Then [T ][S] ⊆
[TS].

Proof: The previous lemmas implies that ([TS] : [T ]) is a radical differential
ideal containing S. From this it follows that [S] ⊆ ([TS] : [T ]), or equivalently
[T ][S] ⊆ [TS]. F

Lemma 1.18. Let T be a non-empty multiplicatively closed subset of a differ-
ential ring R. Let Q be a radical differential ideal maximal with respect to the
exclusion of T . Then Q is prime.

Proof : Suppose on the contrary that a · b ∈ Q,a /∈ Q, b /∈ Q. Then [Q∪ {a}]
and [Q ∪ {b}] are radical differential ideals properly larger than Q, hence they
contain elements of T , say t1 and t2. We have

t1 · t2 ∈ [Q ∪ {a}][Q ∪ {b}] ⊆ Q

the second inclusion follows from the previous lemma, a contradiction. F

Theorem 1.19. Let I be a radical differential ideal in a differential ring R.
Then I is an intersection of prime differential ideals.

Proof : Given an element x not in I , we have to produce a prime differential
ideal containing I but not containing x. Take T to be the set of powers of x; I is
disjoint from T , by Zorn’s lemma, select a radical differential ideal Q containing
I and maximal with respect to the exclusion of T . Then the lemma asserts that
Q is prime. F

REMARK 1.20. The key fact in the previous theorem is that we are assuming
the existence of radical differential ideals. A way of guaranteing this is by
restricting to the following class of differential ring.

Definition 1.21. A differential ring is called a Keigher ring if for any differential
ideal I , its radical is also a differential ideal.

Theorem 1.22. In a Keigher ring R, proper maximal differential ideals are
prime.

Proof: Let I be a proper maximal differential ideal of R. Since R is a Keigher
ring, I is radical. The previous theorem implies its primality. F

A sufficient criterion to have a Keigher ring is the following:

Lemma 1.23. Any Q-algebra with derivation is a Keigher ring.

Proof : It is enough to proof that if I is a differential ideal in R, and a an
element with an ∈ I , then (δ(a))2n−1 ∈ I . So assume I and a as proposed.
We have δ(an) = nan−1 · δ(a) ∈ I . Since I admits multiplication by 1/n,
an−1 · δ(a) ∈ I . This is the case k = 1 of the statement an−k · (δ(a))2k−1 ∈ I
which we assume by induction. Differentiate,

(n − k)an−k−1 · (δ(a))2k + (2k − 1)an−k · (δ(a))2k−2 · (δ2(a)) ∈ I
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After multiplying by δ(a), by the induction hypothesis, we see that the second
term lies in I . We can cancel the factor n − k in the first term and we find
an−k−1 · (δ(a))2k+1 ∈ I , which is the case k + 1 of the statement we are proving
inductively. Finally we arrive at k = n, which gives us (δ(a))2n−1 ∈ I . F

2 A short review of Polynomial Galois Theory

Let K be a field and f(x) ∈ K[x] a polynomial of degree n with no repeated
roots (i.e. a separable polynomial).

Proposition 2.1. A splitting field for f(x) is given by:

E := K[X1, . . . , Xn,
1

D(X1, . . . , Xn)
]/I

where
D := D(X1, . . . , Xn) =

∏

1≤i<j≤n

(Xi − Xj)

and I is a maximal ideal such that

{f(Xi)| i = 1, . . . , n} ⊆ I.

Furthermore, the Galois group of E over K, Aut(E/K), is:

Aut(E/K) = {σ ∈ Sn| σ[I ] ⊆ I}

where Sn is the group of permutations of a set with n elements, and the action
of σ is the K-automorphism of K[X1, . . . , Xn, 1

D ] given by σ(Xi) = Xσ(i).

REMARK 2.2. The heuristic behind this proposition is the following: first, we
adjoin to the field K n elements, which we force to be the roots of our polynomial
f(x) by declaring f(Xi) to be zero. Secondly, we make all the roots distinct by
turning the polynomial expression D(X1, . . . , Xn) into a unit. And finally we
add sufficiently many algebraic relations so that our algebra is a field. The set
{σ ∈ Sn| σ[I ] ⊆ I} measures the symmetries of the roots of our polynomial.

From an algebraico-geometric point of view, we start with K[X1, . . . , Xn],
the coordinate ring of an n-dimensional K-variety, and we consider the zero-
dimensional sub-variety, i.e. a collection of points, given by the zeros of the
polynomials f(X1), . . . , f(Xn). Then we consider only the points in the open
set where D(X1, . . . , Xn) is not zero. The coordinate ring of any of those points
is our splitting field E. The action of Sn permutes these points, the Galois
group is the stabilizer of any of them.

Proof : By construction, f(x) splits in E[x] and E = K(α1, . . . , αn), where
the αi = Xi + I are the roots of f(x) in E.

Now if σ̂ ∈ Aut(E/K) then σ̂ permutes the roots of f(x). Define σ ∈ Sn by
σ̂(αi) = ασ−1(i). Now consider the following commutative diagram

K[X1, . . . , Xn, 1
D ] //

))SSSSSSSSS
π E

σ̂

��
E
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where π is the natural projection. By definition ker(π) = I , and σ̂ ∈ Aut(E/K),
so ker(σ̂ ◦ π) = I . On the other hand, by definition of σ, σ̂ ◦ π = π ◦ σ−1, hence

σ[I ] = σ[ker(π)] = ker(π ◦ σ−1) = ker(σ̂ ◦ π) = I

Conversely if σ ∈ Sn is such that σ[I ] = I , then σ permutes the cosets of I in
K[X1, . . . , Xn, 1

D ], and so we define σ̂ ∈ Aut(E/K) by σ̂(y + I) = σ−1(y) + I ,
for any y ∈ K[X1, . . . , Xn, 1

D ]. The association σ 7→ σ̂ and the previous one
σ̂ 7→ σ are inverses one of the another, and so they give a bijection between
Aut(E/K) and {σ ∈ Sn| σ[I ] ⊆ I}. F

Proposition 2.3. Let E be a Galois extension of K, and L an intermediate
field. Then:

Aut(L/K) = N(Aut(E/L))/Aut(E/L)

Where N(Aut(E/L)) is the normalizer of Aut(E/L) in Aut(E/K).

Proof : Let σ ∈ N(Aut(E/L)) and λ ∈ Aut(E/L), then σλσ−1 = λσ ∈
Aut(E/L). If x ∈ L, we have σ(x) = σ ◦ λ(x) = λσ ◦ σ(x), so σ(x) is fixed by
each λσ . Since conjugation by σ is an automorphism of Aut(E/L), then σ(x)
is fixed by each element of Aut(E/L), so by Galois correspondence σ(x) ∈ L.
From this we obtain the homomorphism:

φ : N(Aut(E/L)) −→ Aut(L/K)

λ 7−→ λ|L

Fix an algebraic closure K such that E ⊆ K. Let σ ∈ Aut(L/K), and σ̂ ∈
Aut(K/K) such that σ̂|L = σ. Since E is Galois over K, it is normal over K,
and so σ̂[E] = E, whence σ̂|E ∈ Aut(E/K). Now consider λ ∈ Aut(E/L), for
any x ∈ L, σ̂|E ◦λ(x) = σ̂|E(x), whence σ̂|E ◦λ◦σ̂−1|E ∈ Aut(E/L). This shows
that φ(σ̂|E) = σ and that φ is surjective. The proof is complete by noticing
that

ker(φ) = Aut(E/L)

F

3 Needed concepts of Algebraic Geometry

3.1 The basics

The discussion here is only used to fix some terminology as well as to expose
some results that are needed but are not so commonly known. It is not by any
means self-contained, a complete exposition of the subject can be found in [6].
Let K be field of characteristic zero and K an algebraic closure. We will always
assume that K-algebras are with unit and commutative unless stated otherwise.

Definition 3.1. An affine variety Z := (Specm(R), R) is a pair where R is a
finitely generated K-algebra and Specm(R) is the collection of maximal ideals
of R. We call R the coordinate ring of Z.
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Generally we do not make a distinction in between Specm(R) and Z. The
variety Z is endowed with a topology on Specm(R). In order to define a topology
it suffices to give its closed sets. A set S ⊆ Specm(R) is closed if and only if
there exists an ideal I ⊆ R such that:

x ∈ S ⇐⇒ I ⊆ x

In this case we denote Z(I) := S. This topology is called the Zariski topol-
ogy. We can provide the closed set Z(I) with an structure of affine variety.
In fact, the collection of maximal ideals of R containing I , that is Z(I), is in
bijective correspondence with the maximal ideals of R/I , so we can declare
Z(I) := (Specm(R/I), R/I). We call Z(I) reduced if I is a radical ideal.
Since R is finitely generated, if I is a maximal ideal, then R/I is an algebraic
extension of K (Hilbert Nullstellensatz). Conversely given a K-algebra homo-
morphism R → K, its kernel is a maximal ideal, that is a point in Z. So in this
way we have a surjective map from HomK(R, K) into Specm(R). Extending
this idea we obtain the following definition.

Definition 3.2. Let Z := (Specm(R), R) be an affine variety and A a K-
algebra. An A-valued point is a K-algebra homomorphism R → A. We denote

Z(A) := HomK(R, A)

The closed subset defined by the kernel of z ∈ Z(A) will be denoted by z. For a
z ∈ defines we will denote by ẑ ∈ HomK(R, A), a homomorphism with kernel
z.

REMARK 3.3. In the setting above, if K is algebraically closed we have Z(K) =
Specm(K).

Let us make more clear from where we obtain the terminology “valued
point”. An element f ∈ R can be seen as a function over Specm(R) in the
following fashion:

f : Specm(R) −→
∐

x∈Specm(R)

R/x

x 7−→ f + x ∈ R/x

In this way the value of f in the R/x-valued point x is an element of R/x. Note
that if f ∈ K then f is a constant function, in the sense that there is a unique
K-algebra homomorphism K → R/x. This is very natural, for, if one consider
a real manifold and its ring of functions, then there is a natural identification
of the real numbers with the constant functions.

EXAMPLE 3.4. Let C be an algebraically closed field of characterstic zero.
Put R := C[X1, . . . , Xn], the ring of polynomial in n variables and denote
An(C) := (Specm(R), R). Every maximal ideal of R is of the form x = (X1 −
a1, . . . , Xn−an) for some (a1, . . . , an), and R/x = C. Using this correspondence
Specm(R) can be identified with Cn and so a P (X1, . . . , Xn) ∈ R is regarded
as the function:

P : Cn −→ C

(a1, . . . , an) 7−→ P (a1, . . . , an)
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In the same order of ideas, assume R is an integral domain. If f ∈ R, seen as
a function over Specm(R), is such that f(x) 6= 0 for each x ∈ Specm(R), then
f is not contained in any maximal ideal, and so it is a unit. Now assume that,
the same holds for f − c for infinitely many c ∈ K, i.e. there are infinitely many
ways of shifting by a constant the image of f and avoiding zeros. A function
with this property looks a lot like a constant function.

Lemma 3.5. Let R be a finitely generated K-algebra, and assume R is an
integral domain. If f ∈ R is such that S = {c ∈ K| f − c is a unit in R} is
infinite, then f is algebraic over K.

Proof : Take f1, . . . , fn ∈ R such that R = K[f1, . . . , fn] where f1 = f .
Assume, in order to get a contradiction, that f1 is transcendental over K and
put F := Frac(R). We may choose f1, . . . , fn such that f1, . . . , fr is a transcen-
dence basis of F over K, and let y ∈ F be a primitive element of F over
K(f1, . . . , fr). Such a primitive element exist because K has characteristic
zero. Let P (x) be the minimal polynomial of y in K(f1, . . . , fr)[x]. Multi-
plying by the product of the denominators of the coefficients of P (x), we may
take P (x) ∈ K[f1, . . . , fr][x]. On the other hand for i ∈ {r + 1, . . . , n}, since
fi ∈ F = K(f1, . . . , fr)[y], there exists a polynomial Pi(x) ∈ K(f1, . . . , fr)[x]
such that Pi(y) = fi. So if G ∈ K[f1, . . . , fr] is the product of the de-
nominators of coefficients of the Pi(x), for i ∈ {r + 1, . . . , n}, and the lead-
ing coefficient of P (x), then G divides the leading coefficient of P (x) and
f1, . . . , fn ∈ K[f1, . . . , fr, y, 1

G ]. Multiplying further by f1 if needed, we may
assume f1 appears in the expression of G.
Now f1, . . . , fr are transcendental over K so G can be seen as a polynomial over
K. Thus for any c2, . . . , cr ∈ K, the polynomial G(f1, c2, . . . , cr) ∈ K[f1] is not
zero, or else f = f1 would be algebraic, a contradiction. This polynomial has
finitely many roots, so there is a c1 ∈ S such that G(c1, c2, . . . , cr) 6= 0. Then
one can define the K-algebra homomorphism from K[f1, . . . , fr, y, 1

G ] into K
by declaring fi 7→ ci, for i ∈ {r + 1, . . . , n}, and y 7→ α where α is a root of
the polynomial P (c1, . . . , cn)(x) ∈ K[x]. But R ⊆ K[f1, . . . , fr, y, 1

G ], then the
image of the invertible element f − c1 is 0, a contradiction. F

Definition 3.6. Let R be a finitely generated K-algebra. Assume R is an
integral domain. We call Frac(R) the function field of Z := (Specm(R), R) and
we denote it by K(Z). Similarly we denote the coordinate ring R of Z by K[Z].

Definition 3.7. Let R be a finitely generated K-algebra. The dimension of
Z := (Specm(R), R) is the Krull dimension of R, i.e. the length of a longest
ascending chain of prime ideals in R.

REMARK 3.8. Finitely generated K-algebras are Noetherian rings, and so ev-
ery strictly ascending chain of ideals is finite. The fact that the dimension is
well defined is not easy to prove. As an example in C[X1, . . . , Xn], the chain:

{0} ⊂ (X1) ⊂ (X1, X2) ⊂ . . . (X1, . . . Xn)

is a longest one, and so the dimension of An(C) is n (the length is the number
of inclusions).

Proposition 3.9. Let R be a finitely generated K-algebra. Assume R is an
integral domain. The dimension of Z = (Specm(R), R) coincides with the tran-
scendence degree of the field of functions K(Z) over K.

12



Now that we have the collection of objects “affine varieties” we would like
to define maps in between them:

Definition 3.10. A morphism of affine varieties (Specm(A), A) → (Specm(B), B)
is pair (f∗, f) where

1. f : B −→ A is a K-algebra homomorphism, and

2. f∗ : Specm(A) −→ Specm(B) is given by: for any x maximal ideal in A,
x 7→ f−1[x].

It is worth knowing that in the morphism of affine varities the map f ∗ is
continuous for the Zariski topology. Note that the category of affine varieties is
just the category of finitely generated K-algebras with the arrows reversed.

3.2 The tensor product

Definition 3.11. Let A, B and R be three K-algebras. Given φ1 : R → A and
φ2 : R → B, we define the tensor product of A and B over R, denoted

A ⊗R B

as the object, together with two K-algebra homomorphisms ı1 : A → A ⊗R B
and ı2 : B → A ⊗R B such that ı1 ◦ φ1 = ı2 ◦ φ2, that satisfies the following
universal property:

Given a K-algebra W and a pair of K-algebra homomorphisms f :
A → W , g : B → W , such that f ◦ φ1 = g ◦ φ2, there exist a unique
K-algebra homomorphism h : A⊗k B → W such that f = h◦ ı1 and
g = h ◦ ı2.

A
f

++VVVVVVVVVVVVVVVVVVVVVVVVV

ı1

##HHHHH
HHHH

R

φ1

??��������

φ2 ��?
??

??
??

?
A ⊗R B

h //______ W

B

g

44hhhhhhhhhhhhhhhhhhhhhhhhh

ı2

;;vvvvvvvvv

For a ∈ A and b ∈ B we denote the element ı1(a) and ı2(b) by a ⊗ 1 and
1 ⊗ b respectively. In particular for r ∈ R, since ı1 ◦ φ1 = ı2 ◦ φ2, we get
φ1(r) ⊗ 1 = 1 ⊗ φ2(r).

In the case were all the K-algebras present in the definition are finitely
generated, by dualizing the universal property of the tensor product via the
affine varieties Z· := (Specm(·), ·), where · is R, A, B, W or A⊗R B, we obtain
the fiber product of varieties:
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So the fibered product of ZA and ZB over ZR, ZA ×ZR
ZB , is ZA⊗RB . If one

takes R = K, then ZK corresponds to a point, and by definition of K-algebra
there is a map unique K −→ W for any K-algebra W . So there is always, for
any couple of affine varieties, a unique fibered product over ZK . The fibered
product over this point corresponds to the direct product and we denote it by
ZA ×K ZB , or simply by ZA × ZB .

Lemma 3.12. Let R1 and R2 be two reduced K-algebras, i.e. without non-zero
nilpotent elements. Then R1 ⊗K R2 is reduced too.

Proof : Let a ∈ R1 ⊗K R2 be such that a 6= 0. Two K-algebra inclusions
Ri → Si, for i ∈ {1, 2}, give an inclusion R1 ⊗K R2 → S1 ⊗K S2. The element
a can be written as a finite sum

a =
n∑

i=1

ci ⊗ di

with the ci ∈ R and the di ∈ R2. So, by replacing R1 with K[c1, . . . , cn] and R2

with K[d1, . . . , dn] we may assume that R1 and R2 are finitely generated. Let
{ei} be a K-basis of R2. Thus, a can be written in a unique way as a finite sum
of the form

a =
∑

i

ai ⊗ ei

Since a 6= 0, reindexing if needed, we have a1 6= 0. Now, a1 is not nilpotent in R1

so there is a maximal ideal m ⊆ R1 not containing a1. Hilbert Nullstellensatz
implies that F := R1/m is a finite (algebraic) extension of K. Since a1 6∈ m,
from the uniqueness of the sum

∑
i ai ⊗ ei it follows that the image of a in

F ⊗R2 is not zero. If a is nilpotent in R1 ⊗K R2, then it is nilpotent in F ⊗R2,
so we may assume R1 = F is a finite field extension of K. By a symmetric
argument we may also assume R2 is a finite over K. Since K is of characteristic
zero, the primitive element theorem implies that there is a separable polynomial
P (x) ∈ K[x] such that R2 = K[x]/(P (x)). So

F ⊗ R2 = F ⊗ K[x]/(P (x)) ' F [x]/(P (x))

Since P (x) is a separable polynomial the ideal (P (x)) in F [x] is a radical ideal,
and so F [x]/(P (x)) does not contain nilpotent elements. So a is not nilpotent.
F

In the previous proof the second application of the tensor product is explicit.
That is the change of coefficients.

EXAMPLE 3.13. Consider the R-algebra of polynomials R[x]. If P (x) = x2 −1
then P (x) generates a maximal ideal in R. The same is not true in C[x] '
C ⊗ R[x], for P (x) = (x − i)(x + i). So the closed singleton (the point) in
Specm(R[x]) defined by (P (x)), explodes in the two elements closed set {(x −
i), (x + i)} when lifted to Specm(C[x]) ' Specm(C) × Specm(R[x]). Here is
explicit a not so obvious fact about product in the category of affine varieties:
Specm(R[x]/(P (x))) is just one point, but since R[x]/(P (x)) ' C, we have that
Specm(R[x]/(P (x)))×RSpecm(R[x]/(P (x))) is a two point set. So we have that
the product of two affine varieties does not correspond to the ordinary Descartes
product of two sets
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Assume F ⊇ K is a field extension of K, then to any K-algebra R can be
associated into an F -algebra by tensoring R with F over K. In this case, if Z
is the affine variety defined by R, we denote by ZF the affine variety defined by
F ⊗K R. This process is called change of coefficients.
The previous example illustrates how by changing coefficients we may end up
with more points. Generally we do not explode points into many for the sake
of it. What happens is that many times a point in a variety may have many
symmetries, from a geometric point of view this does not make much sense,
for a point is zero dimensional. But generally such a point can explode into
many others when submitted to a change of coefficients. The symmetries of our
original point act as permutations of these new points arising after changing
coefficients. This is the case of the maximal ideal (the point) used to construct
the Galois extension of a separable polynomial in our review of polynomial
Galois Theory.

Let us go back to the problem we face when dealing with product of affine
varieties. A drawback of the fact that the product of two affine varieties and
the product of two set doesn’t coincide, is that it is difficult to describe maps
over the product in a explicit way other than through commutative diagrams.
In fact, it is not so easy to expose the elements of a product of affine varieties.
In this, the valued points are very useful. The universal property of the tensor
product implies:

Proposition 3.14. Let A, B be two K-algebras. Put ZA = (Specm(A), A) and
ZB = (Specm(B), B). Then for any K-algebra W we have:

(ZA ×K ZB)(W ) = ZA(W ) × ZB(W )

In particular:
(ZA ×K ZB)(K) = ZA(K) × ZB(K)

Proposition 3.15. Let A and B be K-algebras, F ⊇ K a field extension, and
R an F -algebra, then:

1. R ⊗K A ' R ⊗F (F ⊗K A).

2. (F ⊗K A) ⊗F (F ⊗K B) ' F ⊗K A ⊗K B.

3. A K-algebra homomorphism f : A → B is an isomorphism if and only if
the F -algebra homomorphism F ⊗ f : F ⊗K A → F ⊗K B is an isomor-
phism.

3.3 Linear Algebraic Groups

Among the affine varieties, some of them can be given a group structure, such
that multiplication and inversion are morphisms of affine varities. These affine
varieties are called linear algebraic groups:

Definition 3.16. A linear algebraic group G over K ⊃ Q is given by the
following data:

1. A reduced affine variety G over K;

2. A morphism m : G × G → G of affine varieties;

15



3. A distinguished K-valued point ê ∈ G(K);

4. A morphism i : G → G of affine varieties;

subject to the conditions that for any K-algebra R, G(R) is a group with mul-
tiplication and inverses given respectively by m and i, and identity ê.

EXAMPLE 3.17. Let C be algebraically closed. Among the most common
examples of linear algebraic groups over C, one finds

1. (C, +) given by the coordinate ring C[x];

2. (C∗, ·) given by the coordinate ring C[x, 1
x ];

3. GLn(C) given by the coordinate ring C[X11, X12, . . . , X1n, X21, . . . , Xnn, 1
D ]

where D denotes th determinant of the matrix (Xij);

4. SLn(C) given by the subvariety (the Zariski closed subset) of GLn(C)
defined by (D − 1).

Denote by π the composition of morphisms G → {e} → G. The condition
that G is a group under m with identity e and inverses given by i, is equivalent
to the commutativity of the following diagrams:
Associativity:

G × G × G
m×id

//

id×m

��

G × G

m

��
G × G m

// G

Identity:

G
π×id

//

id×π

�� id
%%JJJJJJJJJJJ G × G

m

��
G × G m

// G

Inverse:

G
i×id

//

id×i

��
π

%%JJJJJJJJJJJ G × G

m

��
G × G m

// G

Let R the coordinate ring K[G]. By definition of morphism of affine varieties,
the morphisms m, {e} → G, and i are given by some K-algebra homomorphisms
m∗ : R → R ⊗K R, ê : R → K and i∗ : R → R. The morphism π is given by
the composition of homomorphisms ê followed by the inclusion K → R. So
dualizing the previous diagrams we obtain:
Co-associativity:

R ⊗K R ⊗K R oo
m∗⊗idOO

id⊗m∗

R ⊗K ROO

m∗

R ⊗K R oo
m∗ R
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Co-identity:

R oo
π∗⊗idOO

id⊗π∗

ff

id
LLLLLLLLLLLLL R ⊗K ROO

m∗

R ⊗K R oo
m∗ R

Co-inverse:

R oo
i∗⊗idOO

id⊗i∗

ff

π∗

LLLLLLLLLLLLL R ⊗K ROO

m∗

R ⊗K R oo
m∗ R

A K-algebra together with three K-algebra homomorphisms m∗, π∗ and i∗

satisfying the properties above is called a Hopf Algebra. So if one is given a
Hopf reduced K-algebra R, one obtains an algebraic group.

Assume that we are given a covariant functor F from the category of K-
algebras to the category of groups. Furthermore, assume that the functor F is
represented by R, i.e.

F (A) = HomK(R, A)

for any K-algebra A. Let us get an idea of how from this it follows that R is
a Hopf algebra. A complete proof can be found in [22]. The discussion here is
taken from [16].
Consider the functor F × F given by

(F × F )(A) = F (A) × F (A).

This functor is represented by R ⊗K R. The multiplication in F (A)

αA : F (A) × F (A) −→ F (A)

induces a morphism of functors

α : F × F −→ F .

Yoneda’s lemma implies that there is then a morphism of K-algebras

m∗ : R −→ R ⊗K R

Similarly, inversion in F (A)

βA : F (A) −→ F (A)

induces a morphism of functors

β : F −→ F

Again, from Yoneda’s Lemma we obtain a morphism of K-algebras

i∗ : R −→ R

Finally, consider the trivial functor E from the category of K-algebra to the
category of groups that send every A to the trivial group {e}. This functor is
represented by K. The trivial group homomorphism:

γA : E (A) = {e} −→ F (A)

17



induces a morphism of functors

γ : E −→ F

Yoneda’s Lemma give us a morphism of K-algebras

ê : R −→ K

A straightforward verification shows that R with m∗, i∗ and π∗, where π∗ is the
composition of ê followed by K → R, is a Hopf algebra.

Lemma 3.18. Assume K is of characteristic zero. If R is a finitely generated
K-algebra representing a covariant functor from the category of K-algebras to
the category of groups, then R has the structure of a Hopf Algebra and it is
reduced. So G := (Specm(R), R) is an algebraic group.

Affine varieties are compact. They are generally not Hausdorff. In this
context, it is common to reserved the term compact for Hausdorff spaces and
so most of the books in algebraic geometry uses the term quasi-compact. A
topological space is called irreducible if it is not the union of two proper closed
subsets. As a consequence of finitely generated algebras being Neotherian, we
have that every affine varieties is a finite union of irreducible closed subvarieties.
Moreover, we can take these irreducible closed subvarieties so that one doesn’t
contain any other. Under this condition, the decomposition of an affine variety
into irreducible closed subvarieties is unique. Each maximal irreducible closed
subvariety is called an irreducible component. Note that irreducible spaces are
connected.
Assume now that we are given a linear algebraic group G. For g ∈ G(K), the
map Rg given by right multiplication by g in G(K) induces an automorphism
of G. Similarly we can define Lg by using left multiplication. Given any two
x1, x2 ∈ G(K), there is a unique g ∈ G(K) such that x1 = Rg(x2). So if x2 is a
K-valued point of two distinct irreducible components, then so is x1. But x1 is
arbitrary, so if their is a point in two distinct irreducible component then every
point is in two distinct components. This is a contradiction with the fact that
by definition, every component contains an element not contained in any other
component. Thus irreducible components are disjoint and so they coincide with
the connected components.
Denote by G0 the connected component containing the identity element. If g ∈
G0(K), then Rg(ê) = g, whence Rg [G0(K)] = G0(K). Similarly Lg[G0(K)] =
G0(K). So G0(K) is closed under multiplication. Following this idea, we also
get that G0(K) is closed under inversion. So G0 is a closed subgroup of G. If
g ∈ G(K), then gG0(K) and G0(K)g corresponds to the connected components
containing g, so again they coincide, i.e. G0 is normal in G. Since

G(K) =
⋃

g∈G(K)

gG0(K)

and G0 is open (it is a connected component), the quasi-compactness of G
implies that G is covered by finitely many cosets of G0 and so G0 has finite
index in G. Furthermore if H ⊂ G is a closed subgroup with finite index, then
so is H0 = G0 ∩ G. Then since cosets are disjoint and they cover the whole
group, the cosets of H0 in G0 covers the whole identity component by disjoint
closed sets. In other words H0 = G0, so G0 ⊆ H . We can summarize discussion
in the following proposition.
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Proposition 3.19. Let G be a linear algebraic group and denote by G0 its
identity component. Then G0 is a closed normal subgroup of G with finite index.
Moreover, G0 is minimal among closed subgroups with finite index.

Finally, we introduce the concept of torsor. Given a linear algebraic group
G, i.e. given a Hopf algebra R[G], over K, and a field F ⊇ K, it follows from
Lemma 3.15 that F ⊗K R[G] is a Hopf algebra, and so GF is a linear algebraic
group over F .

Definition 3.20. Let Z be an affine variety and G a linear algebraic group
both over K. A right G-action on Z is an ordinary action of the group G(R)
on Z(R) to the right, for every K-algebra R, subject to the condition that the
map

φ : Z × G −→ Z

(z, g) 7−→ z · g
where (z, g) ∈ Z(K) × G(K) = (Z × G)(K), is a morphism of varieties (cf.
Definition 3.2). We will denote by zg the valued point defining z · g, i.e

φ : (z, g) 7−→ zg

Definition 3.21. Let G be an algebraic group over K. A G-torsor Z over a
field F ⊃ K is an affine variety over F with a right GF -action, such that:

Z ×F GF −→ Z ×F Z

(z, g) 7−→ (zg, z)

is an isomorphism. In other words for any x, y ∈ Z(F ) there is a unique g ∈
G(F ) such that x · g = y

In the construction of the differential Galois correspondence we will see how
the idea of torsor captures precisely the discussion above about symmetries of
exploding points.

4 Differential Galois Theory

Let (K, δ) be a differential ring. We call x ∈ K a constant if δ(x) = 0. It follows
from the Leibniz rule that the set of constants C is a ring with unit, and if K
is a field then so is C. From now on K will denote a field of characteristic 0,
and we will assume that its field of constants C is algebraically closed. In order
to make this exposition more readable we will denote δ(y) by y′ and in general
δn(y) by y(n).

4.1 Generalities about Linear Differential Equations

Definition 4.1. Let D := K[δ] be the right K-module with K-basis {δn}n∈Z≥0
,

i.e. the collection of all the expressions of the form:

L := anδn + . . . + a1δ + a0, ai ∈ K

We turn D into a (non-commutative) ring by defining:

[δ : a] = δ · a − a · δ = δ(a), ∀a ∈ K

D is called the ring of differential operators.
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REMARK 4.2. The identity for the commutator of a and δ is the translation
of the Leibniz rule, for

δ(a · b) − a · δ(b) = δ(a) · b

in this fashion K becomes naturally a right D-module by defining:

Ly = an · y(n) + . . . + a1 · y′ + a0 · y

for any y ∈ K.

A homogeneous linear differential equation is an equation of the form Ly = 0
where L is a differential operator in K[δ] and y is a variable. Solving this linear
differential equation in K boils down to finding an element f ∈ K which is
annihilated by L in the sense that Lf = 0, where K is endowed with the
natural D-module structure. Even though this approach is very natural, it is
easier to handle many algebraic constructions that will arise, if one considers an
equivalent presentation of a homogeneous linear differential equation.

Definition 4.3. A differential K-module is a K-vector space M together with
an additive endomorphism ∂ : M → M such that:

∂fm = f ′m + f∂m, ∀(f, m) ∈ K × M

REMARK 4.4. Note that M becomes a right D-module by declaring δm = ∂m

EXAMPLE 4.5. Consider M = Kn endowed with ∂f = f ′ for any f ∈ M ,
where f = (f1, . . . , fn)T and f ′ = (f ′

1, . . . , f
′
n)T . Then (M, ∂) is differential

K-module.

EXAMPLE 4.6. Let K be the function field of a complex manifold V of dimen-
sion n over C. Let V0 ⊆ V be an open subset such that K = Frac(R) where
R is the ring of holomorphic functions on V0. Let M0 be the collection of holo-
morphic vector fields on V , fix X ∈ M0, and let M = K ⊗R M0. We define for
any f ∈ R, δ(f) = X(f), and extend δ to a derivation in K. Similarly, define
for any m ∈ M0, ∂m = [X, m]. We have:

∂fm = [X, fm] = X(f)m + f [X, m] = δ(f)m + f∂m

so extending δ to M in a similar fashion as we do from R to K, M becomes a
differential K-module.

Consider a differential K-module M of dimension n. Fix a K-basis (e1, . . . , en)
of M , and let

∂ei = −
n∑

j=1

ajiej
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so that

∂
n∑

i=1

fiei =
n∑

i=1

∂fiei

=

n∑

i=1

(f ′
iei + fi∂ei)

=

n∑

i=1

(f ′
iei − fi

n∑

j=1

ajiej)

=
n∑

i=1

f ′
iei −

n∑

i=1

(
n∑

j=1

aijfj)ei

Identifying M with Kn through m =
∑n

i=1 fiei 7→ (f1, . . . , fn)T , the equation
∂m = 0, becomes the matrix differential equation:

f ′ = Af

where A = (aij), f = (f1, . . . , fn)T and f ′ = (f ′
1, . . . , f

′
n)T .

EXAMPLE 4.7. consider the setting of the last example. Let (U, x1, . . . , xn) be
a coordinate system such that U ⊆ V0 and ∂

∂x1

= X in U . Since [X, ∂
∂xi

] = 0

for any i ∈ {1, . . . , n}, then { ∂
∂x1

, . . . , ∂
∂xn

} is a set of C-linearly independent
solutions of ∂m = 0. The equivalent matrix equation is just the well known
identity:

∂

∂x1
(

n∑

i=1

fi(x1, . . . , xn)
∂

∂xi
) =

n∑

i=1

∂fi

∂x1
(x1, . . . , xn)

∂

∂xi

REMARK 4.8. Let Ly = 0 be a homogeneous linear differential equation. The
set of solutions of this equation {f ∈ K| Lf = 0} forms a C-vector space.
Similarly, let f ′ = Af be a matrix differential equation. The set of solutions of
this equation {v ∈ Kn| v′ = Av} forms a C-vector space.

Given a homogeneous linear differential equation it is easy to obtain a matrix
differential equation:

L = anδn + . . . + a1δ + a0, an 6= 0

AL =




0 1 0 0 . . . 0
0 0 1 0 . . . 0
...

...
...

... . . .
...

0 0 0 0 . . . 1
−a0 −a1 . . . . . . . . . −an−1




AL is called the companion matrix of L. Now it is clear that we obtain the
following identification:

{f ∈ K| Lf = 0} −→ {v ∈ Kn| v′ = ALv}

f 7−→




f
f ′

...

f (n−1)



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So homogeneous linear differential equations are just a particular case of matrix
differential equations. The converse is not so obvious, it relies on the following
technicality:

Proposition 4.9. Let M be an differential module of dimension n over K and
suppose that K 6= C. Then there exist e ∈ M such that e, ∂e, . . . , ∂n−1e is a
basis of M .

REMARK 4.10. Assume we have such an e ∈ M then there exist a0, . . . , an ∈ K
such that an∂ne+ . . .+a1∂e+a0e = 0. Whence if L = anδn + . . .+a1δ +a0, we
have that f ′ = ALf is the matrix differential equation associated to ∂m = 0 in
the basis (e, ∂e, . . . , ∂n−1e). So it is equivalent to consider homogeneous linear
differential equations and matrix differential equations.

Proof : [3] Assume that such an e exist, then De = M , for if m =
∑n

i=0 ai∂
ie,

then for L = anδn + . . . + a1δ + a0, Le = m. Conversely, if De = M , then
{∂ie}i∈Z≥0

generates M . In particular e, ∂e, . . . , ∂n−1e is a basis of M , for if
this is not the case, these vectors are linearly dependent, then ∂n−1e ∈ Ke +
. . . + K∂n−2e = N , and so recursively we see that ∂ie ∈ N for any i ∈ Z≥0 and
so De ⊆ N . We have a contradiction since dim(N) ≤ n − 1 < n = dim(M).

From the previous discussion we get that it is enough to find e ∈ M such
that De = M .

Let t ∈ K such that t′ 6= 0. Define δ̄ := t
t′ δ, so that D = K[δ] = K[δ̄]. We

have:

δ̄tk = ktk

δ̄fm = (δ̄f)m + f δ̄m

δ̄ifm =

i∑

j=0

(
i

j

)
(δ̄jf)δ̄i−jm, ∀(f, m) ∈ K × M

Let m ≤ n be the biggest integer such that there exist e ∈ M with δ̄ie,
i ∈ {0, 1, . . . , m − 1}, linearly independent. Fix such an e ∈ M . Suppose, in
order to obtain a contradiction, that m 6= n. So there is an f ∈ M that is not
in the vector space generated by the δ̄ie. So for any λ ∈ Q and any k ∈ Z, the
vectors

vi
λ,k := δ̄i(e + λtkf), i ∈ {0, 1, . . . , m}

are linearly dependent. Whence their exterior product

ω(λ, k) := v0
λ,k ∧ v1

λ,k ∧ . . . ∧ vm
λ,k

is zero. Now,

vi
λ,k = δ̄ie + λδ̄itkf

= δ̄ie + λ
∑

0≤j≤i

(
i

j

)
δ̄j(tk)δ̄i−jf

= δ̄ie + λ
∑

0≤j≤i

(
i

j

)
kjtk δ̄i−jf
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and so we obtain the following finite decomposition:

ω(λ, k) =

n∑

a=0

∑

0≤b

λatkakbωa,b

=

n∑

a=0

(λatka
∑

0≤b

kbωa,b)

=
n∑

a=0

λaωa(k), where ωa(k) = tka
∑

0≤b

kbωa,b

If Λ :
∧

m+1 M → K is a linear map, then the polynomial

T (x) =

n∑

a=0

xaΛ(ωa(k)) ∈ K[x]

has infinitely many roots, since T (λ) = Λ(ω(λ, k)) = 0 for any λ ∈ Q. Hence
Λ(ωa(k)) = 0 for any a ∈ {0, 1, . . . , m} and any Λ :

∧
m+1 M → K, so ωa(k) = 0

for each a and: ∑

0≤b

kbωa,b = 0, ∀k ∈ Z

By a similar argument ωa,b = 0 for any a, b. In particular if a = 1, b = m which
corresponds in the finite decomposition of ω(λ, k), to the term obtained by pick-
ing in vi

λ,k , the term δ̄ie, if i < m and in vm
λ,k to pick in

∑
0≤j≤m

(
m
j

)
kjtk δ̄m−jf ,

the term
(
m
m

)
kmtk δ̄m−mf = tkf , in other words:

ω1,m = e ∧ δ̄e ∧ . . . ∧ δ̄m−1e ∧ f = 0

this implies f is in the vector space generated by the δ̄ie. A contradiction to
the choice of f . So De = M . F

Let us go back to the study of the solution space.

Lemma 4.11. Consider a matrix differential equation y′ = Ay over K of di-
mension n, and let v1, . . . , vr ∈ Kn be solutions, i.e. v′

i = Avi. If the vectors
v1, . . . , vr are linearly dependent over K then they are linearly dependent over
C.

Proof : Not having anything to prove if r = 1, we proceed by induction on
r. Let r > 1 and let v1, . . . , vr be linearly dependent solutions over K. We may
assume that any proper subset of {v1, . . . , vr} is linearly independent over K.
Then, there is a unique relation v1 =

∑r
i=2 aivi with each ai ∈ K. Now

0 = v′1 − Av1

=

r∑

i=2

(a′
ivi + aiv

′
i) −

r∑

i=2

aiAvi

=
r∑

i=2

a′
ivi +

r∑

i=2

ai(v
′
i − Avi)

=

r∑

i=2

a′
ivi

Whence, each a′
i is zero, i.e. each ai is a constant. F
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Lemma 4.12. The solution space of matrix differential equation of dimension
n is a C vector space of dimension less than or equal to n.

Proof : This is an immediate consequence of the previous lemma and the
fact that any n + 1 elements in Kn are linearly dependent. F

Lemma 4.13. The solution space of a nth order linear differential equation is
a C vector space of dimension less than or equal to n.

Proof : This is the translation of the previous lemma into the language of
linear differential equations as it is explained in the discussion following Remark
4.8. F

Now we come to the very classical criterion to decide when elements of a
differential ring are linearly dependent over the field of constants:

Definition 4.14. Let y1, . . . , yn ∈ K. The Wronskian matrix of y1, . . . , yn is
the n × n matrix

W (y1, . . . , yn) =




y1 y2 . . . yn

y′
1 y′

2 . . . y′
n

...
...

...

y
(n−1)
1 y

(n−1)
2 . . . y

(n−1)
n




The Wronskian, wr(y1, . . . , yn), is det(W (y1, . . . , yn)).

REMARK 4.15. We will see that this quantity, the Wronskian, will play the
role, in differential Galois Theory, played by the discriminant of a separable
polynomial in polynomial Galois Theory.

Lemma 4.16. The elements y1, . . . , yn ∈ K are linearly dependent over C if
and only if wr(y1, . . . , yn) = 0.

Proof : Let R = K[y, y′, . . .] be the differential ring introduced in Example
1.5, and consider:

L0(y) = det




y y1 y2 . . . yn

y′ y′
1 y′

2 . . . y′
n

...
...

...
...

y(n−1) y
(n−1)
1 y

(n−1)
2 . . . y

(n−1)
n

y(n) y
(n)
1 y

(n)
2 . . . y

(n)
n




Thus

L0(y) = bny(n) + . . . + b1y
′ + b0y

= bmy(m) + . . . + b1y
′ + b0y

where m ≤ n is the biggest i with non zero bi. Then by construction L0(yi) = 0
for any i ∈ {1, . . . , n}. Let L(y) = δn−m(L0(y)). Whence

L(y) = any(n) + . . . + a1y
′ + a0y = 0

is a nth order linear differential equation such that L(yi) = 0 for any i ∈
{1, . . . , n}. Now the columns of the Wronskian matrix of y1, . . . , yn are solu-
tions of the matrix differential equation associated to the companion matrix
AL (introduced in the discussion following Remark 4.8). The claim now follows
from Lemma 4.11. F
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4.2 Picard-Vessiot extensions and the differential Galois
group

We have just seen that the solution space of an nth order linear differential
equation is a vector space over the field of constants of dimension at most n. Just
as in the polynomial case, where there is a minimal field extension containing
n roots for a degree n separable polynomial, there is a minimal differential
field extension containing an n-dimensional solution space for a nth order linear
differential equation. In the polynomial case they are called splitting fields, in
the differential case they are called Picard-Vessiot extensions. Let us begin by
defining what a differential field extension is.

Definition 4.17. Let E ⊇ K be a field extension. We say that (E, δ̄) is a
differential field extension if E is a differential field with δ̄ an extension of δ, i.e.
δ̄ �K= δ.

Definition 4.18. Let L(y) = 0 be a nth order linear differential equation over
K. A Picard-Vessiot extension E ⊇ K for L is a differential field extension such
that:

1. The field of constants of E is C.

2. The solution space V of L(y) = 0 in E has dimension n.

3. E = K(y1, . . . , yn, y′
1, . . . , y

′
n, . . . , y

(n−1)
1 , . . . , y

(n−1)
n ),

where {y1, . . . , yn} is a C-basis of the solution space.

REMARK 4.19. The third condition in the definition can also be stated as
follows: E is generated over K by the entries of the Wronskian matrix of a basis
of the solution space.
This may look like we are adding too many elements, but in order to guaranty
that our extensions is in fact a differential field for any element we are adjoining
to our field, we need to adjoin a derivative of it. Note that it is enough for us

to adjoin until the n − 1st order derivative of yi; for y
(n)
i can be expressed as a

K-linear combination of the other derivatives of lower order because L(yi) = 0.
Finally, our definition doesn’t depend on the choice of the basis of the solution
space. In fact, if {ȳ1, . . . , ȳn} is another basis, there is an A ∈ GL(V ) such
that ȳi = Ayi, but V is a C-vector space, so in the basis {y1, . . . , yn}, A has a
representation as a matrix with coefficients in C; whence:

{ȳ(i)
1 , . . . , ȳ(i)

n } ⊆ C[y
(i)
1 , . . . , y(i)

n ]

So the field extension generated over K by the entries of the Wronskian of
{y1, . . . , yn} is the same as the one generated by the entries of the Wronskian
of {ȳ1, . . . , ȳn}.

The construction of the Picard-Vessiot extension follows exactly the same
guideline as the construction we presented for the splitting field for a separable
polynomial. The only difficulty arises by the need of not increasing the field of
constants. It is once again just a technicality, but still it is the only place where
we need the condition of taking C algebraically closed. This condition may be
weakened by imposing a stronger condition on L, here we will not deal with
this. We refer to [13] for an exposition in full generality.
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In the case of rings the simplest algebraic structure is the field, in the sense
that its only ideals are the trivial ideal and the whole ring itself. We can define
an analogue structure for differential rings:

Definition 4.20. Let (R, δ) be a differential ring. We call R a simple differential
ring if its only differential ideals are {0} and R.

REMARK 4.21. Given a differential ring R and a proper maximal differential
ideal I ⊆ R, we have that R/I , with the inhereted derivation, is a simple
differential ring.

Lemma 4.22. Let R be a simple differential ring over K. Then:

1. R is an integral domain.

2. If R is finitely generated over K, then the field of constants of E =
Frac(R) is C.

Proof: Since R ⊇ K, and K is of characteristic zero, R is a Q-algebra and
so from Lemma 1.23, R is a Keigher ring. The differential ring R is simple, so
{0} is a proper maximal differential ideal, and because R is a Keigher ring, then
the ideal {0} is prime. Thus, R is an integral domain.

Assume a ∈ R is such that a′ = 0. Then for any c ∈ C, (a − c)R is a
differential ideal, and so if a 6= c we have (a−c)R = R, that is (a−c) is a unit for
all but at most one c ∈ C. Since R is an integral domain and C is infinite, Lemma
3.5 implies that a is algebraic over K. Let P (x) = xn+an−1x

n−1+. . .+a0 ∈ K[x]
be the monic minimal polynomial such that P (a) = 0. Then

0 = P (a)′ = (an + an−1a
n−1 + . . . + a0)

′ = a′
n−1a

n−1 + . . . + a′
0

from the minimality of P (x), a′
i = 0 for each ai, i.e. ai ∈ C, and so a in algebraic

over C. C is algebraically closed, so a ∈ C.
Finally, let a ∈ E be such that a′ = 0. Take b ∈ R such that ba ∈ R, then

(ba)′ = b′a + ba′ = b′a ∈ R. Hence {b ∈ R| ba ∈ R} is an differential ideal in R;
R is simple, so the ideal is R and so a = 1a ∈ R. This completes the proof. F

We now have all the required ingredients to expose the existence of Picard-
Vessiot extensions.

Theorem 4.23. Denote by:

(X
(i)
j ) :=




X
(0)
1 X

(0)
2 . . . X

(0)
n

X
(1)
1 X

(1)
2 . . . X

(1)
n

...
...

...

X
(n−1)
1 X

(n−1)
2 . . . X

(n−1)
n




a matrix of n×n algebraically independent transcendental elements over K. Let

L(y) = any(n) + . . . + a1y
′ + a0y = 0

be an nth order linear differential equation over K. Endow

K[X
(i)
j ,

1

W
]
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where
W := W (X

(i)
j ) = det((X

(i)
j )i,j)

with a derivation δ given by:

δ(k) = k′, k ∈ K

δ(X
(i)
j ) = X

(i+1)
j , 0 ≤ i ≤ n − 2

δ(X
(n−1)
j ) = −(

an−1

an
X

(n−1)
j + . . . +

a1

an
X

(1)
j +

a0

an
X

(0)
j )

Then a Picard-Vessiot extension E for L is given by E = Frac(R) with

R = K[X
(i)
j ,

1

W
]/I

where I is a maximal differential ideal.
Furthermore, the differential Galois Group Autδ(E/K) (i.e. the differential

K-automorphisms of E), is given by:

Autδ(E/K) = {A ∈ GLn(C)| A[I ] = I}

where the action of A is the differential K-Automorphism of K[X
(i)
j , 1

W ] given

by A(X
(i)
j ) = ((X

(k)
l ) · A)i,j

REMARK 4.24. Intuitively, we start by adding to K n indeterminates and their
derivatives. We force the derivation on those indeterminates to be so that we
have n solutions to the differential equation, in this way it is enough to add the
derivatives up to order n− 1, as we explained in the remark after the definition
of a Picard-Vessiot extension. In fact,

(δX
(i)
j ) = AL(X

(i)
j )

where AL is the companion matrix of L(y) = 0. After this, we force that
those n solutions are linearly independent over the constants, by declaring the
Wronskian of those n solutions to be a unit (and thus non-zero). Finally, we
force the necessary algebraic relations so that the resulting ring is simple, and
so its field of fraction doesn’t contain any new constant.

It is worth noticing that the action of GLn(C) is a right action. In fact, any
linear combination with C coefficients of solutions of the differential equation,
is again a solution, as we already know. Now, differentiating this relation we
get the same C coefficients of the previous linear relation, but this time it is
a relation between the derivatives of the solutions. This remains true if we
keep differentiating. So once we make a linear combination of solutions, we
make a linear combination of the columns of the Wronskian matrix. And this is
exactly what we accomplish by acting to the right. Just as with the polynomial
case, where not any permutation on the roots preserve our given structure, here
not every linear combination of the solutions is admissible. The collection of
admissible linear combination, i.e. the A ∈ GLn(C) that preserve I , is what the
differential Galois group measures.

One last comment, most of the time maximal differential ideals are not
maximal ideals, this is why, in order to obtain a field, we need to take the field
of fractions. This also implies that most of the time Picard-Vessiot extensions
are not algebraic over K: its transcendence degree over K is the Krull dimension
of the variety defined by the ideal I .
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Proof : Since I is a maximal differential ideal, R is simple, and so by the
lemma, E has the same field of constants as K. This being said, the proof
follows mutatis mutandis the proof of the polynomial case. F

4.3 Differential Galois Correspondence

In this subsection we will work out the proof of the Galois correspondence
presented in [16]. The technical character of the proof is unavoidable, and there
is very little ground to motivate things. Worth noticing in the proof is the very
remarkable and powerful fact that the Differential Galois group G is a linear
algebraic group over the field of constants, and that, as expected, the variety

with coordinate ring R, R = K[X
(i)
j , 1

W ]/I , is a G-torsor over K.

Theorem 4.25. Let L(y) = 0 be a linear differential equation of degree n
over K, having Picard-Vessiot extension E ⊇ K and differential Galois group
G = Autδ(E/K). Then:

1. G, considered as a subgroup of GLn(C), is a linear algebraic group.

2. The field EG of G-invariant elements of E is K.

Proof : We fix K[X
(i)
j , 1

W ], the differential ring over K with derivation given
by

(δX
(i)
j ) = AL(X

(i)
j ),

where AL is the companion matrix of L(y) = 0. And we denote R := K[X
(i)
j , 1

W ]/I
where I is a maximal differential ideal.
1. Following the discussion above Lemma 3.18, we will prove that G can be
identified with the collection of C-valued points of a C-algebra representing a
functor from the category of C-algebras to category of groups.
Given a C-algebra B, commutative and with unit, we define the differential
rings K ⊗C B and R ⊗C B with (f ⊗ b)′ = f ′ ⊗ b, for any f ∈ K or any f ∈ R
and for any b ∈ B. In this fashion the ring of constants of these two rings is B.
Note that R ⊗ B is a ring over K ⊗ B. The functor F is defined by:

F (B) = Autδ(R ⊗ B/K ⊗ B)

Now, as for the proof of Theorem 4.23, we can consider the commutative dia-
gram:

K[X
(i)
j , 1

W ] ⊗ B //

))SSSSSSSS

π R ⊗ B

σ

��
R ⊗ B

where σ ∈ Autδ(R⊗B/K⊗B), to identify the differential K⊗B-automorphisms
of R ⊗ B with the elements in A ∈ GLn(B) such that A[(I)] = (I), with the

action of A defined by A(X
(i)
j ) = ((X

(k)
l ) · A)i,j and (I) defined as the ideal of

K[X
(i)
j , 1

W ] ⊗ B generated by I . Whence:

F (B) = {A ∈ GLn(B)| A[(I)] = (I)}
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The K-algebra R is a C-vector space, so let {es}s∈S be a C-basis of R. The

ring K[X
(i)
j , 1

W ] is Noetherian so there is a finite set {q1, . . . , qr} that generates
I .

Let us construct a C-algebra that represents F . Let

A0 = (Yu,v)

be a matrix of n × n algebraically independent transcendental elements over
K, and denote by det the determinant expression of A0. Now for B choose
C[Yu,v , 1

det ], and write A0(qt) mod (I) ∈ R ⊗ C[Yu,v , 1
det ] as a finite sum

A0(qt) mod (I) =
∑

s

C(A0, s, t)es, C(A0, s, t) ∈ C[Yu,v ,
1

det
]

Let J ⊂ C[Yu,v,
1

det ] denote the ideal generated by all the C(M0, s, t). We claim
that U := C[Yu,v , 1

det ]/J represents F .
Before we carry on with the proof, let us consider what is being done here.

C[Yu,v , 1
det ] is the coordinate ring of GLn(C). In order for us to see that

Autδ(E/K), as a subset of GLn(C), is closed we need to verify that the condi-
tion A[I ] = I , or more specificly A(qt) mod I = 0 for every t impose polynomial
relations on the entries of A and on the determinant of A. The C(A0, s, t)s are
exactly giving those relations; and by moding out by J , we are forcing those
relations to happen.

Let B be a C-algebra and let A ∈ F (B) ⊆ GLn(B). Define the C-algebra
homomorphism:

ϕ : C[Ys,t,
1

det
] −→ B

Ys,t 7−→ As,t

in particular ϕ(A0) = A. Since A[(I)] = (I), by considering the homomorphism
id ⊗ ϕ : R ⊗ C[Ys,t,

1
det ] → R ⊗ B we obtain:

0 = A(qt) mod (I) = ϕ(A0)(qt) mod (I) =
∑

s

ϕ(C(A0, s, t))es for each t,

then ϕ(C(A0, s, t)) = 0 because the ess are B-linearly independent. So J ⊆
ker(ϕ), and there is a unique C-algebra homomorphism φ : U 7→ B with
φ(A0 mod (I)) = A. So U represents F . So Lemma 3.18 implies that U is
a linear algebraic group.

2. Let f = a
b ∈ E \ K with a, b ∈ R. It is enough to expose a σ ∈ G such

that f 6= σ(f). Define c = a ⊗ b − b ⊗ a ∈ R ⊗K R. c 6= 0, for, if this is not
the case, then a ⊗ b = b ⊗ a and so a = kb, for some k ∈ K, so that f ∈ K,
which contradicts our choice. Since the characteristic of K is zero, Lemma 3.12
implies R ⊗K R is reduced and so the localization with respect to c is not {0}.
Endow (R ⊗K R)[ 1d ] with the derivation (r1 ⊗ r2)

′ = r′1 ⊗ r2 + r1 ⊗ r′2, and let
J be a maximal differential ideal in (R⊗K R)[ 1c ]. The natural homomorphisms
ϕi : R → N := (R ⊗K R)[ 1c ]/J are injective, because R is simple differential
ring. Let (y1, . . . , yn) be a C-basis of the solution space of L(y) = 0 in R, then
ϕi[(y1, . . . , yn)] are C-bases of the solution space of L(y) = 0 in N . The solution
space in N is of dimension n, so that the ϕi[(y1, . . . , yn)] are C-bases of the same
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C-vector space. The image of ϕi is generated by the entries of the Wronskian
matrix of ϕi(v1), . . . , ϕi(vn) and the inverse of its determinant. So ϕ1[R] = S =
ϕ2[R], and so there is a σ ∈ G such that ϕ1 = ϕ2σ. Now the image of c is non
zero on S, hence ϕ1(a)ϕ2(b) 6= ϕ1(b)ϕ2(a), thus ϕ2(σ(a)b) 6= ϕ2(σ(b)a). From
this we have σ(a)b 6= σ(b)a, i.e. f 6= σ(f). F

Lemma 4.26. Let M be any differential field with field of constants C. The

derivation on M is extended to a derivation on M [X
(i)
j , 1

W ] by setting δ(X
(i)
j ) =

0 for all i, j. One consider C[X
(i)
j , 1

W ] as a subring of M [X
(i)
j , 1

W ].

The map I 7→ (I) from the set of ideals of C[X
(i)
j , 1

W ] to the set of differential

ideal of M [X
(i)
j , 1

W ] is a bijection. The inverse map is given by J 7→ J ∩
C[X

(i)
j , 1

W ].

Proof : We start noticing that

M [X
(i)
j ,

1

W
] = M ⊗C C[X

(i)
j ,

1

W
].

M is a C vector space, so let {ms}s∈S be a C-basis of M . Since δ(X
(i)
j ) = 0

for all i, j, the derivation on M [X
(i)
j , 1

W ] is a C[X
(i)
j , 1

W ]-module endomorphism.

Thus, any differential ideal in M [X
(i)
j , 1

W ] is a C[X
(i)
j , 1

W ]-submodule. So if I is

an ideal of C[X
(i)
j , 1

W ], the collection of
∑

s∈S asms with as ∈ I is a differential

ideal of M [X
(i)
j , 1

W ]. Hence,

{
∑

s∈S

asms| as ∈ I} = (I)

and (I) ∩ C[X
(i)
j , 1

W ] = I . It remains to proof that I 7→ (I) is surjective.
In order to obtain surjectivity it is enough to prove that any differential ideal

J ⊆ M [X
(i)
j , 1

W ] is generated by I = J ∩ C[X
(i)
j , 1

W ]. The algebra C[X
(i)
j , 1

W ]

is a C vector space, so let {eσ}σ∈Σ be a C-basis of C[X
(i)
j , 1

W ]. Any element
in f ∈ J can be uniquely written as a finite sum

∑
σ mσeσ with mσ ∈ M . We

define l(f) to be the number of nonzero mσs. We will prove by induction on
l(f) that f ∈ (I).
If l(f) = 0, f = 0 and so f ∈ (I).

If l(f) = 1, then f = mσ1
eσ1

, mσ1
6= 0. Now eσ1

= m−1
σ1

f ∈ J ∩C[X
(i)
j , 1

W ] = I ,

whence f = mσ1
(m−1

σ1
f) ∈ (I).

Assume l(f) > 1. By a similar argument to the one for l(f) = 1, we take f
with mσ1

= 1 for some σ1 and mσ2
∈ M \ C for some σ2. So f ′ =

∑
σ m′

σeσ

and m′
σ1

= 0, then l(f ′) < l(f), and by induction hypothesis f ′ ∈ (I). Similarly
(m−1

σ2
f)′ ∈ (I). Now (m−1

σ2
f)′ = (m−1

σ2
)′f +m−1

σ2
f ′, so that (m−1

σ2
)′f = (m−1

σ2
f)′−

m−1
σ2

f ′ ∈ (I). But mσ2
∈ M \ C so (m−1

σ2
)′ 6= 0, whence f ∈ (I). F

Lemma 4.27. Let L(y) = 0 be a linear differential equation over K, E a

Picard-Vessiot extension for L and K[X
(i)
j , 1

W ] the differential ring over K with

derivation given by (δX
(i)
j ) = AL(X

(i)
j ). Finally, we let Autδ(E/K) act by

K[X
(i)
j , 1

W ]-automorphisms on E[X
(i)
j , 1

W ]. The map I 7→ (I) from the set of

ideals of K[X
(i)
j , 1

W ] to the set of Autδ(E/K)-invariant ideals of E[X
(i)
j , 1

W ] is

a bijection. The inverse map is given by J 7→ J ∩ K[X
(i)
j , 1

W ]
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Proof : Consider a K-basis {fs}s∈S of E. If I is an ideal of K[X
(i)
j , 1

W ],
the collection of

∑
s asfs with as ∈ I , is a Autδ(E/K)-invariant ideal since for

any σ ∈ Autδ(E/K), σ(
∑

s asfs) =
∑

s asσ(fs) and σ(fs) =
∑

t∈S aσ
s,tft with

aσ
s,t ∈ K. Whence,

{
∑

s

asfs| as ∈ I} = (I)

and I = (I) ∩ K[X
(i)
j , 1

W ].

It remains to verify that any Autδ(E/K)-invariant ideals J of E[X
(i)
j , 1

W ] is

generated by I := J ∩ K[X
(i)
j , 1

W ]. Consider a K-basis {eσ}σ∈Σ of K[X
(i)
j , 1

W ],
so that any f ∈ J can be uniquely written as a finite sum

∑
σ fσeσ with fσ ∈ E.

We define l(f) to be the number of nonzero fσs. We will prove by induction on
l(f) that f ∈ (I).
If l(f) = 0, f = 0 and so f ∈ (I).

If l(f) = 1, then f = fσ1
eσ1

, fσ1
6= 0. Now eσ1

= f−1
σ1

f ∈ J ∩ K[X
(i)
j , 1

W ] = I ,

whence f = fσ1
(f−1

σ1
f) ∈ (I).

Assume l(f) > 1. By a similar argument to the one for l(f) = 1, we take f with
fσ1

= 1 for some σ1 and fσ2
∈ E \K for some σ2. For any ς ∈ Autδ(E/K), since

ς(fσ1
) = fσ1

, l(ς(f) − f) < l(f). Thus by induction hypothesis ς(f) − f ∈ (I).
According to Theorem 4.25, there is a ς ∈ Autδ(E/K) such that ς(fσ2

) 6= fσ2
.

Again, l(ς(f−1
σ2

f) − f−1
σ2

f) < l(f−1
σ2

f), so that ς(f−1
σ2

f) − f−1
σ2

f ∈ (I). Then

ς(f−1
σ2

f) − f−1
σ2

f = σ(f−1
σ2

)(ς(f) − f) + (σ(f−1
σ2

) − f−1
σ2

)f

From σ(f−1
σ2

) − f−1
σ2

∈ E∗, it follows f ∈ (I). F

Theorem 4.28. Let K, R and E be as in Theorem 4.23. Then Z = Specm(R)
is a Autδ(E/K)-torsor over K.

Proof : Let us study the setting before starting the proof. Denote

G := Autδ(E/K)

which we identify with the subgroup of GLn(C)of elements that leave invariant
I . As these elements fix I , as a set, and they act by automorphisms, then they
are permuting the maximal ideals containing it.

K[X
(i)
j , 1

W ] is the coordinate ring of GLn K , so we can identify Z with a sub-
variety of GLn K . Specifically, with the variety over K defined by I where

R = K[X
(i)
j , 1

W ]/I . The group G is permuting the maximal ideals containing I ;
by definition this reads: G is permuting the elements of Z. So G is acting on
Z, as a group acting on a set. What we are looking for is for a GK -action on
Z, as an algebraic group acting on a variety.
Denote by C[G] the coordinate ring of G, and let GK be the variety over K
with coordinate ring K ⊗C C[G]. We have C[G] = C[GLn]/J for some ideal J
of the coordinate ring of GLn(C), then K ⊗C C[G] is the coordinate ring of a
subvariety of GLn K , for the coordinate ring of GLn K is K ⊗C C[GLn].
So GK and Z are both subvarieties of GLn K . From 1. in Proposition 3.15 it
follows that

R ⊗C C[G] = K[Z] ⊗C C[G] ' K[Z] ⊗K K[GK ]
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so the map:

R −→ R ⊗C C[G]

that defines the action of G on Z, implies, through our isomorphism, that GK

is acting on Z by right multiplication.
In the context of a subgroup G acting on a subset Z of the group GLn K by
right multiplication, proving that (g, z) 7→ (zg, z) is an isomorphism, comes to
prove that Z is a right coset of GK in GLn K , provided that Z has a K-valued
point.
The problem now is that we cannot guarantee such a K-valued point in Z.
Having this in mind, in the general situation where Z ⊆ GLn K and G ⊆
GLn(C), the statement that Z is a G-torsor over K, means, because of 3. in
Proposition 3.15, that there is a field F ⊃ K such that ZF is a right coset of
GF in GLn F , where ZF is given by F ⊗K R and GF by F ⊗C C[G]. We will
prove that this is the case when for F we take E.
In fact, this is just the translation in mathematical terms of our expectation
that G is acting faithfully and transitively on the solution space of L(y) = 0,
and so it acts faithfully and transitively on the Wronskian matrices of n linearly
independent solutions. For, these Wronskian matrices are elements of GLn(E)
which are in bijective correspondence with G. Let us state this rigorously.
Consider the rings:

C[Yu,v,
1

det
] ⊆ E[Yu,v ,

1

det
]

K[X
(i)
j ,

1

W
] ⊆ E[X

(i)
j ,

1

W
] = E[Yu,v ,

1

det
]

where the relation in between X
(i)
j and Yu,v is given by

(r
(a)
b )−1(X

(i)
j ) = (Yu,v)

where r
(a)
b is the image of X

(a)
b in R = K[X

(i)
j , 1

W ]/I ⊆ E.
Let AL be the companion matrix of L(y) = 0, so that by definition:

(δ(X
(i)
j )) = AL(X

(i)
j )

(δ(r
(a)
b )) = AL(r

(a)
b )

thus, since (X
(i)
j ) = (r

(a)
b )(Yu,v),

AL(X
(i)
j ) = (δ(X

(i)
j ))

= (δ(r
(a)
b ))(Yu,v) + (r

(a)
b )(δ(Yu,v))

= AL(r
(a)
b )(Yu,v) + (r

(a)
b )(Y ′

u,v)

= AL(X
(i)
j ) + (r

(a)
b )(Y ′

u,v)

then (r
(a)
b )(Y ′

u,v) = 0. But {r(0)
1 , . . . , r

(0)
n } is a basis of the solution space of

L(y) = 0 in E, then Y ′
u,v = 0 for each u, v.
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Now let G = Autδ(E/K) act on E[X
(i)
j , 1

W ] by K[X
(i)
j , 1

W ]-automorphism. If

σ ∈ G is represented by A ∈ GLn(C), then σ(r
(a)
b ) = (r

(a)
b )A, and since A acts

trivially on (X
(i)
j ) then σ(Yu,v) = A−1(Yu,v). In this way identifying G with

Specm(U), where U := C[Yu,v , 1
det ]/J is as in the proof of Theorem 4.25, we

have an action of G on C[GLn] = C[Yu,v , 1
det ].

Lemma 4.26 tells us that there is a bijective correspondence between the ideals

of C[Yu,v , 1
det ] and the differential ideals of E[Yu,v , 1

det ] = E[X
(i)
j , 1

W ]. If we
restrict to the G-invariant ideals, then we have a bijective correspondence be-
tween G-invariant ideals of C[Yu,v , 1

det ] and the G-invariant differential ideals of

E[X
(i)
j , 1

W ]. On the other hand, Lemma 4.27 implies a bijective correspondence

between ideals K[X
(i)
j , 1

W ], and G-invariant ideals of E[X
(i)
j , 1

W ]. Restricting
to differential ideals, we obtain a bijective correspondence between differential

ideals of K[X
(i)
j , 1

W ], and G-invariant differential ideals of E[X
(i)
j , 1

W ]. Com-
bining those two facts, we have a bijective correspondence between G-invariant

ideals of C[Yu,v , 1
det ] and differential ideals of K[X

(i)
j , 1

W ]. Whence, maximal

differential ideals of K[X
(i)
j , 1

W ] correspond to maximal G-invariant ideals of

C[Yu,v , 1
det ].

I is a maximal differential ideal of K[X
(i)
j , 1

W ], thus our previous discussion

implies that J0 := IE[X
(i)
j , 1

W ] ∩ C[Yu,v , 1
det ] is a maximal G-invariant ideal.

From the definition of radical of an ideal it follows that the radical of J0 is
also G-invariant, the maximality of J0 implies that it is a radical ideal and that
the zero set W ⊆ GLn(C) of J0 is minimal with respect to G-invariance. This
implies that W is a right coset of G in GLn(C). We claim that W is the coset
Id G = G.
Indeed, by definition of r

(a)
b we have that IE[X

(i)
j , 1

W ] is contained in the maxi-

mal ideal generated by {X (a)
b −r

(a)
b }a,b. This maximal ideal is the same maximal

ideal generated by {Yu,v − δu,v}u,v. The contraction of this ideal to C[Yu,v , 1
det ]

is the ideal defining Id ∈ GLn(C). So Id ∈ W , W = G and J0 = J .
Finally we have:

E ⊗K R = E ⊗K (K[X
(i)
j ,

1

W
]/I) ' E ⊗C (C[Yu,v ,

1

det
]/J0) = E ⊗C U

Since IE[X
(i)
j , 1

W ] ⊆ ({X(a)
b − r

(a)
b }a,b), then (r

(a)
b ) ∈ ZE , and considering the

spectra, the isomorphisms translate into ZE = (r
(a)
b )GE . F

Corollary 4.29. Let K, R, E be as in Theorem 4.23. Put Z = Specm(R),
G = Autδ(E/K) and C[G] the coordinate ring of G. Then:

1. There is a finite extension K̃ ⊇ K such that Z eK ' G eK .

2. Z is smooth and connected.

3. The transcendence degree of E over K is equal to the dimension of G.

4. Let H be a Zariski closed subgroup of G. Then EH = K if and only if
H = G.

5. Let H be a Zariski closed normal subgroup of G. Put F := EH . Then F
is a Picard-Vessiot extension for some linear differential equation over K.
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Proof :1. Take a K-valued point B ∈ Z(K). Then B defines a maximal ideal

I0 of K[X
(i)
j , 1

W ], and K[X
(i)
j , 1

W ]/I0 =: K̃ is finite over K. Mutatis mutandis

the proof of the previous Theorem, that is taking for (r
(a)
b ) the image of X

(a)
b

in K[X
(i)
j , 1

W ]/I0, we get Z eK = (r
(a)
b )G eK . And so Z eK ' G eK .

2. I the ideal defining R = K[X
(i)
j , 1

W ]/I is an maximal differential ideal, and so

since K[X
(i)
j , 1

W ] is a Keigher ring, it is prime. Thus Z is connected. Algebraic
groups are smooth, and so G is smooth over C. Since smoothness is preserved in
both directions by finite field extension, i.e. smoothnes is a geometric property,
and Z eK ' G eK , then Z is smooth.
3. Z eK ' G eK reads:

K̃ ⊗K R ' K̃ ⊗C C[G]

The transcendence degree of E over K is the Krull dimension of R, or equiva-
lently, that of K̃ ⊗K R ' K̃ ⊗C C[G]. The latter is the dimension of G.
4. If H = G then the second item of Theorem 4.25 implies EH = K. Conversely,
assume EH = K, then

K̃ ⊗K E = Frac(K̃ ⊗K R) ' Frac(K̃ ⊗C C[G]) = K̃ ⊗C Frac(C[G])

Taking H-invariants we obtain:

K̃ ⊗K EH ' K̃ ⊗C Frac(C[G])H

Now, Frac(C[G])H is the rational function field of G/H [10]. So EH = K
implies G/H is one point, that is H = G.
5. Let σ ∈ H, λ ∈ G, then λ−1σλ ∈ H , so for any f ∈ EH we have σλ(f) = λ(f).
In other words G sends EH to itself.
For the proof we need the following results [10]:

a. If H is a Zariski closed normal subgroup of G, then G/H has structure of
an affine linear group with coordinate ring C[G/H ] isomorphic to C[G]H

and rational function field isomorphic to Frac(C[G])H .

b. The G-orbit of any f ∈ C[G] spans a finite dimensional C-vector space.

Denote Γ := Aut(K̃/K) the ordinary Galois group of K̃ over K. We let G act

on K̃ ⊗K R trivially on the first factor and naturally on the second, and we let
Γ act naturally on the first factor and trivially on the second. Using the result
a. we get:

K̃ ⊗K RH ' K̃ ⊗C C[G/H ],

K̃ ⊗K EH ' K̃ ⊗C Frac(C[G])H ,

Frac(RH) = EH

C[G/H ] is a finitely generated K algebra, so K̃ ⊗K RH is a finitely generated

K̃ algebra. The field K̃ is finite over K, so K̃ ⊗K RH is a finitely generated
K algebra. Taking invariance under Γ we obtain that RH is finitely generated
over K.
Let y1, . . . , yr generate RH over K, and consider EH [y(0), y(1), . . .] as in Example
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1.5. From result b. and since G sends RH into itself we may assume that
y1, . . . , yr form a basis of a C-vector space invariant under G/H . Denote

L0(y) :=
1

wr(y1, . . . , yr)
det




y y1 y2 . . . yr

y′ y′
1 y′

2 . . . y′
r

...
...

...
...

y(r−1) y
(r−1)
1 y

(r−1)
2 . . . y

(r−1)
r

y(r) y
(r)
1 y

(r)
2 . . . y

(r)
r




=
1

wr(y1, . . . , yr)
det A

so that

L0(y) = bny(n) + . . . + b1y
′ + b0y

with bi ∈ EH . We have

bi =
1

wr(y1, . . . , yr)
ai,1

where ai,j stands for the i, j-minor of A. Since the space generated by the
y1, . . . , yr is G/H invariant, and G/H acts equally on the columns of the ma-
trices A and W (y1, . . . , yr), then each bi is G/H invariant and so they be-
long to K. Now by definition of {y1, . . . , yr}, RH is generated by the entries
of W (y1, . . . , yr), so EH = Frac(RH) is a Picard Vessiot extension of K for
L0(y) = 0. F

Theorem 4.30 (The Galois Correspondence). Let L(y) = 0 be a linear
differential equation over K with Picard Vessiot extension E and denote

G := Autδ(E/K)

G := {H ⊆ G| H is a Zariski closed subgroup of G}
E := {F ⊆ E| F is a differential field extension of K}

Then:

1. The maps:

α : G −→ E β : E −→ G

H 7−→ EH F 7−→ Autδ(E/F )

are inverses of each other.

2. The subgroup H ∈ G is normal if and only if F := EH is stable, as a set,
under G. Futhermore, if H ∈ G is normal, then F := EH is a Picard
Vessiot extension of K with

Autδ(F/K) ' G/H

3. If G0 is the identity component of G, then K̃ := EG0 is the algebraic
closure of K in E. Moreover, K̃ is a Galois extension of K with

Aut(K̃/K) ' G/G0
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Proof : The elements of G are differential automorphisms, in other words,
they commute with the derivation, and so for H ∈ E, EH is a differential subfield
so EH ∈ E. On the other hand, if F ∈ E, then L(y) = 0 is a linear differential
equation over F , so E is a Picard Vessiot extension over F and Autδ(E/F ) is an
algebraic group. In particular Autδ(E/F ) is closed in G and Autδ(E/F ) ∈ G.
1.Let F ∈ E, then αβ(F ) = EAutδ(E/F ). By applying Theorem 4.25 2. to the
Picard Vessiot extension E over F we obtain αβ(F ) = F .
Let H ∈ G, then H ⊆ Autδ(E/EH) = βα(H). By applying Corollary 4.29 4.
to the Picard Vessiot extension E over EH we obtain H = Autδ(E/EH)
2. We already saw that if H is normal in G then F := EH is stable, as a
set, under G. Now assume that there is a σ ∈ G such that σ(F ) 6= F , then
Autδ(E/σ(F )) = σHσ−1. By 1. we have that H 6= σHσ−1, so H is not normal
in G.
So consider the map

ϕ : G −→ Autδ(F/K)

σ 7−→ σ �F

then ker(ϕ) = H , and we are done if we prove that ϕ is surjective. Consider
λ ∈ Autδ(F/K), by extending the range of λ, we may assume λ : F → E is a
differential K-homomorphism. We define

Λ : F [X
(i)
j ,

1

W
] −→ E

f ∈ F 7−→ λ(f)

X
(i)
j 7−→ y

(i)
j

where y1, . . . , yn is a C-basis of the solution space of L(y) = 0, and F [X
(i)
j , 1

W ]

is a differential ring over F with (δ(X
(i)
j )) = AL(X

(i)
j ) (AL is the companion

matrix of L(y) = 0). From Theorem 4.23, we have that the fraction field Ẽ

of F [X
(i)
j , 1

W ]/ ker(Λ) is a Picard Vessiot extension of F for L(y) = 0. And so

we obtain a differential field isomorphism λ̃ : Ẽ → E extending λ. The unicity
of the Picard Vessiot extension implies there is a differential F -homomorphism
φ : E → Ẽ and so (λ̃φ) �F = λ. This proves the surjectivity.
From Corollary 4.29 we get that F is a Picard-Vessiot extension.
3. G0 is normal in G, and Autδ(E

G0/K) ' G/G0 is a finite group. Denote
F := EG0 . From 2. it follows that F is a Picard Vessiot extension of K, so
F Autδ(F/K) = K, but Autδ(F/K) ⊆ Aut(F/K), so F Aut(F/K) = K. Thus, the
Galois Theory for finite extensions implies that F is Galois over K and that
Aut(EG0/K) ' G/G0. Now assume that u ∈ E is algebraic over K, so the
G-orbit of u in E is finite. Hence Autδ(E/K(u)) is a subgroup of finite index
in G, hence from Proposition 3.19 we have that G0 ⊆ Autδ(E/K(u)). Now 1.
implies K(u) ⊆ EG0 . F

5 Third order linear differential equations

We fix the same setting where we have been working, that is: (K, δ = (·)′) is a
differential field of characteristic zero with algebraically closed field of constants
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C. Let L(y) = 0 be a linear differential equation over K.
In polynomial Galois theory there is an important class of Galois extensions
called solvable extensions. Given a separable polynomial in a field, we say that
the polynomial is solvable if the splitting field for the polynomial can be obtained
in a tower of extensions, where each extension is obtain by adding radicals of the
previous field. Those solvable extensions corresponds to solvable polynomials.
There is an analogue of this concept for differential Galois Theory:

Definition 5.1. A Picard Vessiot extension E ⊃ K is called liouvillian over K
if there exist a tower of fields

K = K0 ⊆ K1 ⊆ . . . ⊆ Kn = E

such that
Ki = Ki−1(ti), for i ∈ {1, . . . , n}

where either

1. t′i ∈ Ki−1, that is ti =
∫

t′i is an integral (of an element of Ki−1),

2. ti 6= 0 and t′i/ti ∈ Ki−1, that is ti = e
R

k, with k ∈ Ki−1, is an exponential
(of an integral of an element of Ki−1), or

3. ti is algebraic over Ki−1.

In order to have an idea of where the analogy with solvable extensions comes
from consider the following facts.

EXAMPLE 5.2. Let a ∈ K be such that there is no A ∈ K with A′ = a. Con-
sider the linear differential equation y′ = a. The equation is not homogeneous,
so in order to study it with our theory we proceed as follows. Since a 6= 0 (or
else for any A ∈ C, A′ = a) we consider the equivalent equation 1

ay′ = 1 and
we differentiate and multiply by a to obtain

L(y) = y′′ − a′

a
y′ = 0

Now we have a homogeneous linear differential equation. The solution space of
this new equation is bigger, for any constant satisfy our equation. It is not hard
to believe that the differential Galois group for this equation is

Ga,C ' (C, +)

which corresponds to replace a solution y1 =
∫

a by y1 + c for any c ∈ C. The
dimension of Ga,C ' Specm(C[x]) is one, so from 4.29 it follows that the Picard
Vessiot extension K(y1) has transcendence degree one over K, so that y1 is
transcendental over K. From this point of view, we can not do any better to
describe our solution from the algebraic point of view of K than to add a symbol
for it and study it by the properties inherited by the differential equation. As
it is the case for log =

∫
1/z over C[z] where the symbol log is reserved for the

solution such that log(1) = 0.

EXAMPLE 5.3. Let a ∈ K∗ and assume that in K there is no solution to the
differential equation

L(y) = y′ − ay = 0
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Again, one can accept that the differential Galois group for this equation is

Gm,C ' (C∗, ·)

which corresponds to replace a solution y1 = e
R

a by cy1 for any c ∈ C∗. The
dimension of Gm,C = Specm(C[x, 1

x ]) is one, and so y1 is transcendental over

K. The canonical example for this is y′ = y with solution exp = e
R

1. The
symbol exp has been reserved for the solution such that exp(1) = e. The proof
of the statements made on these two examples can be found in 1.41 of [16].

Theorem 5.4. Let G be a solvable connected linear algebraic group. Then there
exists a chain

G0 = {id} / G1 / . . . Gn−1 / Gn = G

such that Gi/Gi−1 ' Ga,C or Gi/Gi−1 ' Gm,C, for each i ∈ {1, . . . , n}, where
the length of the chain n corresponds to the dimension of G.

Proof : [10] Theorem 19.3. F

A key result about Linear Algebraic Groups is that the only connected one
dimensional linear algebraic groups over C are Ga,C and Gm,C [10]. The fact
that a Picard Vessiot extension with differential Galois group Ga,C , respectively
Gm,C , correspond to adjoining an integral, respectively to adjoining the expo-
nential of an integral, combined with the previous result explain the analogy in
between liouvillian and solvable extension:

Theorem 5.5. Let E ⊇ K be a Picard Vessiot extension with differential Ga-
lois group G. Denote by G0 the identity component of G. The following are
equivalent:

1. G0 is solvable.

2. E is a liouvillian extension of K.

3. E is contained in a liouvillian extension of K.

So the solutions of the linear differential equations with liouvillian Picard
Vessiot extensions can be expressed in terms of exponentials, integrals and al-
gebraic elements. Those, in some sense, are the simplest solutions a linear
differential equation can have. In fact, we have just seen that it is the exact
translation of the concept of solving a polynomial by radicals to the differential
language. The next step in complexity would be what M.F. Singer called Eule-
rian extensions.
There are many famous second order linear differential equations, for example
the hypergeometric equation over C(z) studied originally by Gauss:

La,b,c(y) = y′′ +
c − (a + b + 1)z

z(1− z)
y′ − ab

z(1 − z)
y = 0

or the Bessel equation:

Lα(y) = y′′ +
1

z
y′ + (z2 − α2)y = 0

or the Airy equation:
LA(y) = y′′ − zy = 0.
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All of those equation give rise to famous functions, like the Bessel functions of
first, second and third kind, or the Airy functions or the solutions of La,b,c(y) = 0
which are denoted Fa,b,c and among them, one can find elliptic integrals, arcsin,
log 1+z

1−z and so on and so on. So it is a natural question to know what kind of
differential equations have solutions that can be expressed in terms of those
functions arising from differential equations of second order. More precisely:

Definition 5.6. Let E ⊇ K be a Picard Vessiot extension. We say that E is
Eulerian over K if there exist a tower of fields

K = K0 ⊆ K1 ⊆ . . . ⊆ Kn = E

such that either

1. Ki = Ki−1(ui) where u′
i ∈ Ki−1 or

2. Ki = Ki−1(ui) where ui 6= 0 and u′
i/ui ∈ Ki−1 or

3. Ki = Ki−1(ui) where ui is algebraic over Ki−1 or

4. Ki = Ki−1(ui, vi) where ui and vi are linearly independent (over C) solu-
tions of an equation of the form y′′ + aiy

′ + biy = 0 with ai, bi ∈ Ki−1.

In [19] M. F. Singer made an explicit characterization of these extensions
in terms of the differential Galois group. Singer’s article contains a refinement
of Fano’s original work [4], in particular:

Theorem 5.7. Let L(y) = 0 be a third order linear differential equation over
K with Picard Vessiot extension E ⊇ K. Assume that there is non-zero homo-
geneous polynomial P (X, Y, Z) ∈ C[X, Y, Z] such that P (y1, y2, y3) = 0 where
y1, y2, y3 is a basis of V = {y ∈ E| L(y) = 0}. Then E is Eulerian over K and:

1. E is algebraic over K, or

2. A basis of V is {u2, v2, uv} where u, v are linearly independent (over C)
solutions of a second order equation, or

3. There exist L0 ∈ D = K[δ] such that a basis of L0[V ] is {u2, v2, uv} where
u, v are linearly independent (over C) solutions of a second order equation.

The three cases are not exclusive.

REMARK 5.8. In case 2. the solutions satisfy a conic equation. To check
whether or not we are in case 2. is easy, one just have to check whether or not
the coefficients of L satisfy some first order differential relations. To determine
case 3. is also not so hard, but to find such an L0 is more complicated, actually
to find a useful L0 (they are not unique) is hard. An algorithm to find such an
L0 in the case K = C(z) is presented in M. van Hoeij’s article [7]. Our aim is
to study case 1. when (K, δ) = (C(z), d

dz ).

Definition 5.9. Let L(y) = 0 be a linear differential equation of order n over
K. Consider the differential ring over K

K[X
(i)
j ,

1

W
], (δ(X

(i)
j )) = AL(X

(i)
j )
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where AL is the companion matrix of L(y) = 0, cf. Theorem 4.23. Let

I ⊆ K[X
(i)
j , 1

W ] be a maximal differential ideal and denote by I0 the maximal

homogeneous ideal contained in I ∩ C[X
(0)
1 , . . . , X

(0)
n ]. We call

GF := {A ∈ GLn(C)| A[I0] = I0}

the Fano group of L, where the action of A = (aij) ∈ GLn(C) is given by

A(X
(0)
j ) =

∑

i

aijX
(0)
i

REMARK 5.10. Under the identification of the differential Galois group G of
the Picard Vessiot extension for L over K with the group {A ∈ GLn(C)| A[I ] =
I} we have that G ⊆ GF .
The ideal I0 defines a projective variety Z0 in Pn−1(C). The group H of au-
tomorphisms of Pn−1(C) fixing Z, as a set, is the image of GF ∈ GLn(C) in
PGLn(C).

From now on we fix (K, δ) = (C(z), d
dz ). Let L(y) = 0 be a linear differ-

ential equation of order n over C(z) with Picard Vessiot extension E ⊇ C(z),
and denote by V the solution space in E. Assume that we are given a P ∈
C(z)[X

(i)
j , 1

W ] invariant under G, i.e. P has the property A(P ) = P for every
A ∈ G (where G is identified as a subgroup of GLn(C)). The Galois correspon-

dence implies that if y1 . . . yn is a C-basis of V , then P (y
(i)
j ) is in C(z), denote

it by f . So that if I is the kernel of the evaluation C(z)-homomorphism:

Φ : C(z)[X
(i)
j ,

1

W
] −→ E

X
(i)
j 7−→ y

(i)
j

then P − f ∈ I .
In order to obtain a better understanding of the relation in between G and GF

we rely on the following theorem by E. Compoint [2]:

Theorem 5.11 (Compoint). Under the same notation as above, if G is reduc-
tive, then I is generated by the G-invariants it contains. Moreover, if P1, . . . , Pr

is a set of generators for the C-algebra of G-invariants in C[X
(i)
j , 1

W ], and

f1, . . . , fr ∈ C(z) are such that Pi−fi ∈ I then I is generated over C(z)[X
(i)
j , 1

W ]
by Pi − fi where i ∈ {1, . . . , r}
REMARK 5.12. If G ∈ SLn(C) then G is reductive.
The proof of Compoint’s theorem presented in [2] is very involved, a less in-
trincated proof can be found in [1].

Compoint’s Theorem carries all the information about the maximal differ-

ential ideals in C(z)[X
(i)
j , 1

W ]. Indeed, known the C-algebra of G-invariants in

C[X
(i)
j , 1

W ], the maximal differential ideals with stabilizer G are completely de-
termined by the n-tuple (f1, . . . , fr).
The linear group GLn(C) is acting by differential C(z)-homomorphisms on

C(z)[X
(i)
j , 1

W ], whence GLn(C) is permuting the maximal differential ideals.
So for σ ∈ GLn(C)

{A ∈ GLn(C)| A[σ[I ]] = σ[I ]} := σGσ−1
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Thus the ideals with stabilizer G, i.e. the n-tuples (f1, . . . , fr), are in bijective
correspondence with NGLn(C)(G)/G, the normalizer of G in GLn(C). So a
natural question arises: is there an action of NGLn(C)(G)/G on C(z) permuting,
when restricted to the fis, the different n-tuples (f1, . . . , fr)?
Unfortunately, given G, to find a set of generators for the C-algebra of G-
invariants, even worse, to find the number of generators r, is not an easy task.
But, what is more or less well know for small n is the C-algebra of G-invariants

in C[X
(0)
1 , . . . , X

(0)
n ]. In particular for n = 3 and G finite, an exhaustive list can

be found in [20].
Let us study some implications about having finite G. Corollary 4.29 implies
that the transcendence degree of the Picard Vessiot extension is 0, so it is
algebraic. Assume X is an algebraic element over K, and let P (x) := xn + . . .+
a1x + a0 be the minimal monic polynomial in K[x] such that P (X) = 0. So
differentiating we get:

X ′(nXn−1 + . . . + a1) + a′
n−1X

n−1 + . . . + a′
1X + a′

0 = 0

and by putting dP
dx (x) := nxn−1+. . .+a1 and P ′(x) := a′

n−1x
n−1+. . .+a′

1x+a′
0,

since deg(dP
dx ) < deg(P (x)), then dP

dx (X) 6= 0 and:

X ′ = −
(

dP

dx
(X)

)−1

P ′(X)

We obtain the following fact.

Proposition 5.13. If X is algebraic over a differential ring K then X ′ is
uniquely defined, and K(X) is a differential field.

Corollary 5.14. Let L(y) = 0 be a third order linear differential equation over
K with Picard Vessiot extension E and finite differential Galois group G. If
y1, y2, y3 form a basis of the solution space of L(y) = 0 in E, then

E = K(y1, y2, y3)

REMARK 5.15. In the setting of the previous corollary, consider the map:

ϕ : C[X1, X2] −→ E = K(y1, y2, y3)

Xi 7−→ yi

y3

We have that the degree of transcendence of E over C, being algebraic over
C(z), is one. From Lemma 4.11 we know that yi

y3

6∈ C(z), so yi

y3

are transcenden-

tal over C, thus ker(ϕ) is a prime ideal that defines a one dimensional variety
over C. Furthermore ker(ϕ) is principal ideal, i.e. ker(ϕ) = (f0) for some
f0 ∈ C[X1, X2]. Homogenizing f0 we obtain a generator of the ideal I0 from
Definition 5.9, and so I0 6= {0}. Denote by Z0 the projective variety define by
I0. Then we have an identification of the fraction field of C[X1, X2]/ker(ϕ) and
the function field C(Z0) of Z0. In this way we have C(Z0) as a subfield of E.
We will see that in this context, if our original inquiry about an action of
N(G)/G on C(z) that permutes the different n-tuples (f1, . . . , fr), has an af-
firmative answer when we change GLn(C) by the Fano group, GF ; then, the
difference between the Fano group and the differential Galois group measures
the changes of variable under which our differential equation is preserved.
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We introduce two important facts and a corollary from Invariant theory [18].

Theorem 5.16. Let G be a finite group acting on a finitely generated K-algebra
R. Then the ring of G-invariant elements RG is a finitely generated K-algebra,
and R is integral over RG.

Proof : Let x ∈ R, then x is a zero of the polynomial

Px(X) =
∏

g∈G

(X − gx) ∈ RG[X ]

and so x is integral over RG. Now, let {x1, . . . , xn} be a set of generators of R
over K and {a1, . . . , am} the coefficients of the Pxi

(X) with i ∈ {1, . . . , n}. If
A is the K-algebra generated by {a1, . . . , am}, then:

A ⊆ RG ⊆ R

Thus, since A and R are finitely generated, then so is RG. F

Theorem 5.17. Let G be finite group acting faithfully on a finitely generated K-
algebra R. Assume that R is an integral domain and let us extend naturally the
G-action to the field of fractions Frac(R). Then Frac(R) is a Galois extension
of Frac(R)G with Galois group G. Furthermore Frac(R)G = Frac(RG).

Proof : G acts by Frac(R)G-automorphisms. The polynomial Px(X) ∈
RG[X ] from the proof above splits in R so Frac(R) is Galois over Frac(R)G.
Clearly Frac(RG) ⊆ Frac(R)G. An element in Frac(R)G can be written, by
multiplying denominator and numerator by the distinct G-images of the de-
nominator, as f1/f2 with f2 ∈ RG. Since R is integral domain then f1 ∈ RG.
F

Corollary 5.18. Let H / G be a normal subgroup of a finite group G. Assume
G is acting faithfully on a finitely generated K-algebra R, where R is an integral
domain. Then Frac(R)H is Galois over Frac(R)G with Galois group G/H.

Proof : It follows from Galois Correspondence. F

Now we are in position to describe the relation in between G and GF .
Two equations are called equivalent if they have the same set of solutions.

Given a linear differential equation

L(y)(z) =
dn

dzn
y(z) + . . . + a1(z)

d

dz
y(z) + a0(z)y(z) = 0

we can summit it to a change of variables z 7→ w = w(z) and we obtain

L̃(ỹ)(z) =
dn

dwn
ỹ(w) + . . . + ã1(w)

d

dw
ỹ(w) + ã0(w)ỹ(w) = 0

with d
dw = dz

dw
d
dz . Then L(y) = 0 and L̃(ỹ) = 0 are equivalent equations if y(z)

is a solution of L(y)(z) = 0 if and only if ỹ(z) is a solution of L̃(ỹ)(z) = 0. That
is, y(z) is a solution to L(y) = 0 if and only if y(w(z)) is a solution too.

Lemma 5.19. Let A be a K-algebra. Assume {aj}j∈J and {bj}j∈J are two
set of generators of A over K and let I be the ideal in A ⊗K A generated by
{aj ⊗ 1− 1⊗ bj}j∈I . Then A⊗K A/I ' A if and only if there exist a K-algebra
isomorphism φ : A → A with φ(aj) = bj for all j ∈ I.
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Proof : Let π : A⊗K A → A⊗K A/I be the natural projection and ıi : A →
A ⊗K A, for i ∈ {1, 2} be the natural inclusions. Denote φi := π ◦ ıi.
First assume that A⊗K A/I ' A, so that φ1 and φ2 are isomorphisms. Whence
if φ := φ−1

2 φ1 then:

φ(ai) = φ−1
2 φ1(ai)

= φ−1
2 (a1 ⊗ 1 + I)

= φ−1
2 (1 ⊗ bi + I)

= bi

Conversely assume there is a K-algebra isomorphism φ : A → A with φ(aj) = bj

for all j ∈ I . Define

Φ : A ⊗K A −→ A

a ⊗ b 7−→ φ(a)b

so Φ is surjective and ker(Φ) = I . F

Lemma 5.20. Let L(y) = 0 be a linear differential equation of order n over
C(z), with Picard Vessiot extension E and differential Galois group G. Assume
there exist a non-zero homogeneous polynomial P (X1, . . . , Xn) that vanishes
when it is evaluated in a basis of the solution space of L(y) = 0 in E. Denote
by Z0 the projective porjective variety defined by I0, c.f. Definition 5.9, and
identify the field of functions of Z0, C(Z0), as a subfield of E. Then there is a
canonical action of NGF

(G) on C(Z0)
G ⊆ EG = C(z).

Proof: It follows from the discution below Compoint’s theorem (Theorem
5.11). F

Theorem 5.21. Let L(y) = 0 be a third order linear differential equation
over C(z), with Picard Vessiot extension E and finite differential Galois group.
Futhermore assume that the image of the Fano Group GF in PSL3(C) is finite.
Denote by Z0 the projective curve defined by I0, c.f. Definition 5.9, and identify
the field of functions of Z0, C(Z0), as a subfield of E. Then if:

1. G ⊆ SL3(C), and

2. the canonical action of NGF
(G) on C(Z0)

G (Lemma 5.20) can be extended
to an action on C(z),

then the sequence

1 −→ G −→ NGF ∩SL3(C)(G) −→ AutL(C(z)) −→ 1

is exact. Here,
AutL(C(z)) ⊆ Aut(C(z))

is the group of automorphisms of C(z) over that send L(y) = 0 to an equivalent
equation.

Corollary 5.22. In the setting of the Theorem, if we denote by PG and PGF

the images of G and GF under the projection to PGLn(C) we obtain the short
exact sequence:

1 −→ PG −→ NPGF
(PG) −→ AutL(C(z)) −→ 1
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Proof : We have the following diagram:

E

C(Z0)

tttttttttt

C(z)

IIIIIIIIII

C(Z0)
G

IIIIIIIII

vvvvvvvvv

Take C(z)[X
(i)
j , 1

W ], I , R = C(z)[X
(i)
j , 1

W ]/I , E = Frac(R) and G as in Theorem
4.23 and fix the basis {y1, y2, y3} of the solution space of L(y) = 0 in E, with yi =

X
(0)
i + I . We denote I0 the maximal homogeneous ideal of C[X

(0)
1 , X

(0)
2 , X

(0)
3 ]

contained in I ∩ C[X
(0)
1 , X

(0)
2 , X

(0)
3 ].

Let us start by describing the map

NGF
(G) −→ AutL(C(z))

Denote by M the graded C-algebra of invariants in C[X
(i)
j , 1

W ]. Restricting the

action of GL3(C) by differential C(z)-automorphisms on C(z)[X
(i)
j , 1

W ] to GF ,
we obtain an action of NGF

(G) on M . By Compoint’s Theorem we have that
the kernel of this action is G. Put

M :=
⊕

m∈Z

Mm

where Mm is the collection of elements in M with degree m. Let m ∈ Z,
then NGF

(G)/G acts by linear transformations in the C-vector space Mm. Fix
m ∈ Z. If σG ∈ NGF

(G)/G, where σ ∈ GF , then it acts as a finite order linear
transformation on Mm, so it is diagonalizable, and all its eigenvalues are roots

of unity. Let P (X
(i)
j ) ∈ Mm be an eigenvector for the eigenvalue ζ of σG. Then

σG(P (X
(i)
j )) = ζP (X

(i)
j ). By Galois correspondence P (y

(i)
j ) = f ∈ C(z). Then

P (X
(i)
j ) − ζ−1f ∈ σ[I ]. Define σ(f) = ζ−1f . We will expose an extension of

this map to an automorphism of C(z) and this extension will define our image
of σ in AutL(C(z)).
The image of I under σ, σ[I ], is a maximal differential ideal, put Rσ :=

K[X
(i)
j , 1

W ]/σ[I ] and define on N := R ⊗C Rσ the derivation (r1 ⊗ r2)
′ =

r′1 ⊗ r2 + r1 ⊗ r′2. Let ı : R → N and ıσ : Rσ → N be the natural inclu-
sions. Consider the subset of N

S := {(X(0)
j + I) ⊗ 1 − 1 ⊗ (X

(0)
j + σ[I ])}j∈{1,2,3}

The minimal radical differential ideal containing S, J := [S], in N , is generated
by the entries of the Wronskian matrix of the elements of S. We will prove that
N/J is isomorphic to R.
The primitive element theorem implies that E = C(Z0)(t) for some t ∈ E, and
Eσ = Frac(Rσ) = C(Z0)(tσ) for some tσ ∈ Eσ . Since E and Eσ are isomorphic,
t and tσ are defined by the same minimal polynomial over C(Z0). Whence
there is a C(Z0)-algebra isomorphism φ : E → Eσ mapping t to tσ . Denote
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w := φ(z). Considering Eσ as a differential field extension of (C(w), d
dw ), the

relation defining the derivative of an algebraic element above Proposition 5.13

implies that φ(X i
j + I) = X

(i)
j + σ[I ].

From Lemma 5.19 it follows that N/J is isomorphic to R. Moreover the maps
x 7→ ı(x) + J and x 7→ ıσ(x) + σ[I ] are differential automorphisms. These
maps will be denoted by ı̄ and by ı̄σ respectively. So the composition of maps
σ̂ = (̄ıσ)−1 ◦ ı̄ : (R, d

dz ) → (Rσ , d
dw ) is an isomorphism of differential rings.

Consider P (X
(i)
j ) ∈ Mm and f as above, since

σ̂(P (X
(i)
j ) + I) = (̄ıσ)−1((P (X

(i)
j ) + I) ⊗ 1 + J)

= (̄ıσ)−1(1 ⊗ (P (X
(i)
j ) + σ[I ]) + J)

= P (X
(i)
j ) + σ[I ]

then σ̂(f) = ζ−1f . So σ̂ extends f 7→ ζ−1f to a differential isomorphism
(R, d

dz ) → (Rσ , d
dw ) with σ̂[C(Z0)

G] = C(Z0)
G.

By hypothesis, the automorphism σ̂ �C(Z0)G extends to an automorphism of
C(z). So σ̂ �C(z) is an automorphism and we obtain a map

NGF
(G) −→ Aut(C(z))

σ 7−→ σ̂ �C(z)

Now, σ̂ fixes the solutions of L(y) = 0, thus the equation is transformed into an
equivalent equation, and σ̂ �C(z)∈ AutL(C(z))

Finally assume σ ∈ NGF∩SL3(C)(G) is such that σ̂ �C(z)= id. From P (X
(i)
j ) −

ζ−1f ∈ σ[I ] we have by Compoint’s theorem that σ[I ] = I , and so by definition
of G, σ ∈ G. It remains to show that σ 7→ σ̂ �C(z) is surjective.
Let ς ∈ AutL(C(z)). Define:

ς̃ : C(z)[X
(i)
j ,

1

W
] −→ C(z)[X

(i)
j ,

1

W
]

X
(i)
j 7−→ X

(i)
j

C(z) 3 f 7−→ ς(f)

So we have that ς̃ ∈ Aut(C(z)[X
(i)
j , 1

W ]) and C(z)[X
(i)
j , 1

W ]/ς̃[I ] ' R. The auto-
morphism ς̃ sends L(y) = 0 into an equivalent equation Lς(y) = 0. Let w = ς(z),

then the fraction field F of C(z)[X
(i)
j , 1

W ]/ς̃[I ] is a Picard Vessiot extension of

(C(w), d
dw ) for the equation Lς(y) = 0. Fix three linearly independent solutions

(over C) y1, y2, y3 of Lς(y) = 0. Consider the C(z)-algebra homomorphism

Φ : C(z)[X
(i)
j ,

1

W
] −→ F

X
(i)
j 7−→ di

dzi
yj

So Iς := ker(Φ) is a maximal differential ideal and Iς = ς̃ [I ]. Take a homo-

geneous polynomial P (X
(0)
1 , X

(0)
2 , X

(0)
3 ) ∈ C[X

(0)
1 , X

(0)
2 , X

(0)
3 ], with value zero

when evaluated with the solutions y1, y2, y3, i.e. P (X
(0)
1 , X

(0)
2 , X

(0)
3 ) ∈ I , then

by definition of ς̃ , P (X
(0)
1 , X

(0)
2 , X

(0)
3 ) ∈ ς̃ [I ]. Since ς̃ fixes C[X

(i)
j , 1

W ], then
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Compoint’s theorem implies that the group fixing ς̃ [I ], as a set, in the regular
action of GL3(C) is G. Whence there is σ ∈ NGL3(C)(G) such that σ[I ] = ς̃ [I ].

But P (X
(0)
1 , X

(0)
2 , X

(0)
3 ) ∈ I implies P (X

(0)
1 , X

(0)
2 , X

(0)
3 ) ∈ ς̃[I ] = σ[I ], so σ ∈

NGF
(G). Finally σ fixes the determinant W so σ ∈ SL3(C). This proofs sur-

jectivity.
The corollary follows from

GL3(C)/Z(GL3(C)) ' PGL3(C) ' PSL3(C) ' SL3(C)/Z(SL3(C))

This ends the proofs. F

REMARK 5.23. Before exposing two examples where we illustrate the theorem
through the extensive computation of C(Z0)

G, using the algorithm in [9], it
would be good to explain the motivation and the meaning of the result.
There are two groups acting by automorphisms on E, the Galois group act-
ing as differential automorphisms of (E, d

dz ) over (C(z), d
dz ); and a subgroup of

automorphisms of C(z) acting as isomorphism (E, d
dz ) −→ (E, d

dw ). Not every
automorphism of C(z) behaves properly with respect to L(y) = 0, in the sense
that it changes our equation, it changes our solutions and so we can not rely on
them to study E. In order to get the correct transformations we need to consider
the functions on the projective variety with coordinate ring C[y1, y2, y3]. Now,
the exact sequence is the translation of Galois correspondence and invariance
theory applied to the combination of the action of those two groups.
An important aspect of a linear differential equation is the collection of its sin-
gular points. Our group AutL(C(z)) is measuring the symmetries in C(z) of our
linear differential equation, and so we will see in some examples that, first it is
generally rather small, secondly that an idea of its size can be deduce without
extensive computation from the exponents at the singular points [11].
This is not surprising, in the inspiring article [17], there is the proof of why
one can read from the exponents at the singularities the genus of the Riemann
surface M with function field E. The inclusion C(z) ⊆ E defines a ramified cov-
ering of the Riemann sphere by M . The differential Galois group measures the
symmetries of M with respect to the sphere and this covering (called covering
transformations). The group AutL(C(z)) measures the symmetries of the Riem-
man sphere with respect to M and this covering (i.e. the changes of variable
under which the solutions are preserved).

EXAMPLE 5.24. An algorithm for computing the differential Galois for third
order linear differential equations can be found in [8]. Consider the differential
equation [21] L(y) = 0 given by

y
′′′ +

3(3z
2
− 1)

z(z − 1)(z + 1)
y
′′ +

221z
4
− 206z

2 + 5

12z2(z − 1)2(z + 1)2
y
′ +

374z
6
− 673z

4 + 254z
2 + 5

54z3(z − 1)3(z + 1)3
y = 0

Its Picard Vessiot extension has differential Galois groups G54 of order 54. The
group G54 ⊆ SL3(C) is generated by:

B :=




ω 0 0
0 ω2 0
0 0 1


 T :=




0 1 0
0 0 1
1 0 0


 U :=




0 −1 0
−1 0 0
0 0 −1




where ω is a primitive third root of unity. The singular points of L(y) = 0 are
0, 1, −1 and ∞, with respective exponents

{−1

6
,
5

6
,
−2

3
} {−1

6
,
5

6
,
−2

3
} {−1

6
,
5

6
,
−2

3
} {−11

6
,
17

6
,
4

3
}
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The ramification data in 0, 1 and −1 is the same, so one can expect some kind
of symmetry in between those three points. A quick glance to the equation
reveals that all the coefficients of the numerator have even power of z, and the
denominator present the same exponents for z−1 and for z+1. So this equation
should be invariant under the change of coordinates z 7→ −z.
Now, with some computation we can see that if X denotes the solution with
exponent − 1

6 , Y the one with − 5
6 and Z the last one, around 0, then:

Y Z2 + X3 − 16

81
XY 2 = 0

This corresponds to the elliptic curve Z0. Its Fano group intersected with
SL3(C), which we will denote by GF , is given by a group of order 324, iso-
morphic to a subgroup of index 2 of the lifting of the Hessian group to SL3(C).
The group GF intersected with SL3(C) is generated by B, T

V := −i
√

3




1 1 1
1 ω ω2

1 ω2 ω


 and W :=




θ 0 0
0 θ 0
0 0 θω




where θ = ω−1. The normalizer of G54 in GF is F36 := 〈B, T, V 〉, a group of
order 108. The subgroup F36 has index three in GF and has three isomorphic
conjugate groups [15]. G54 has index two in F36. Finally the field of invariants
in C(Z0) is

C(Z0)
G54 = C

(
(z2 + 1)2

z(z + 1)(z − 1)
,
(1 − 5z2 − 5z4 + z6)2

(z(z + 1)(z − 1))3

)

and the action of NF36
(G54)/G54 is generated by

(z2 + 1)2

z(z + 1)(z − 1)
7−→ − (z2 + 1)2

z(z + 1)(z − 1)

(1 − 5z2 − 5z4 + z6)2

(z(z + 1)(z − 1))3
7−→ − (1 − 5z2 − 5z4 + z6)2

(z(z + 1)(z − 1))3

which is given by z 7→ −z. Now by inspection AutL(C(z)) = 〈z 7→ −z〉. This
agrees with our result:

1 −→ G54 −→ F36 −→ 〈z 7→ −z〉 −→ 1

EXAMPLE 5.25. Let the differential equation [5] L(y) = 0 be given by:

y′′′ +
5(9z2 + 14z + 9)

48z2(z + 1)2
y′ − 5(81z3 + 185z2 + 229z + 81)

432z3(z + 1)3
y = 0

The Picard Vessiot extension for this equation has Galois group F36. The sin-
gularities are 0,−1 and ∞. The ramification data is given respectively by

{1,
3

4
,
5

4
} {5

6
,
11

6
,
1

3
} {−1,−3

4
,−5

4
}

We can not expect any kind of symmetry in this equation, for the ramifica-
tion data for each singularity is different. Put X, Y, Z for the solutions with
exponents −1,− 3

4 and − 5
4 respectively at ∞, then we obtain:

Y Z2 − X2Z − 4/81Y 3 = 0
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which corresponds to an elliptic curve Z0 (isomorphic to the previous one).
Further computations reveal

C(Z0)
F36 = C

(
z

(z − 1)2
,

z

(z + 1)2

)

C(z) is galois over C(Z0)
F36 with Aut(C(z)/C(Z0)

F36) = 〈z 7→ 1
z 〉. Now, no

automorphism of C(z) changes our equation into an equivalent one, so, as ex-
pected:

1 −→ F36 −→ F36 −→ id −→ 1

REMARK 5.26. By Lüroth Theorem we have C(Z0)
G = C( f(z)

g(z) ), for some

polynomials f(z), g(z) ∈ C(z). The group NGF ∩SL3(C)(G)/G has finite order
and so it can be identified with a finite Kleinian group acting on the Riemann
Sphere with rational functions C(Z0)

G. Whether or not this action can be lifted
to the covering by C(z) requires an study of the relation in-between the singular
points of the equation and the fixed points from this Kleinian group. The author
believes that it should be possible to lift this action in this setting in every case.

48



Acknowledgement

I would like to thank Prof. Dr. Jaap Top for sharing with me the concept
of the Fano Group, an idea of Prof. Marius van der Put; and for guiding me
in a laconic way through the Differential Galois Theory. I would also like to
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