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1 Introduction

Let C be the category of abelian varieties over a field k, let G be the Galois

group of k̄/k, where k̄ is a fixed algebraic closure of k, let D be the category of

finitely generated Zl-modules with continuous G-action, and let l be a prime

number which is different from char(k). Given two objects A and B in C , take

f ∈ HomC (A, B), f restricts to maps f : A[ln ]→ B[ln ], for all n ∈ Z>0, and

hence it induces a (Zl-linear) map Tl(f) : Tl(A) → Tl(B), where Tl(A) and

Tl(B) are the corresponding Tate-modules of A and B respectively. We thus

get an abelian group homomorphism HomC (A, B) → HomD(Tl(A), Tl(B)).

Moreover we have the following elegant theorem.

Theorem 1.1. (Tate, Faltings)Let k be a finite field or a number field, let

A and B be abelian varieties over k. Then the map Zl ⊗ HomC (A, B) →
HomD(Tl(A), Tl(B)) is bijective.

In the above theorem, we want to know what would happen if we replace

the bifunctor HomC (·, ·) by another bifunctor ExtC (·, ·). To make it easier,

we replace A by an elliptic curve E over k, and replace B by the multiplicative

group Gm,k, also we restrict us to the case that k is a finite field. The fact

is, the bijectivity still holds after we did these changes. We will see this in

section 3.



2 Preparation

Through all this section, k will be a perfect field. Note that number fields

and finite fields are perfect.

2.1 Algebraic Curves

We begin with the definition of k-schemes, where k is a field.

Definition 2.1. An affine k-scheme (X, OX) is a locally ringed space

which is isomorphic to (SpecA, OSpecA) for some k-algebra A, together with

a morphism of locally ringed spaces c : X → Speck, called the structure

morphism of (X, OX). And the structure morphism c is given by the unique

embedding of k-algebras from k into A.

A k-scheme is just a locally ringed space (X, OX) in which every point

has an open neighborhood U such that the induced space (U,OX |U) is iso-

morphic to some affine k-scheme. It’s obvious that the structure morphisms

on each affine piece agree on the intersections, hence gives rise to the struc-

ture morphism of (X, OX). Simply, we will write X to denote the k-scheme

(X, OX).

Given a point x ∈ X, the residue field at x is defined to be k(x) :=

OX,x/mx, where mx is the unique maximal ideal of the local ring OX,x.

Definition 2.2. Given two k-schemes X and Y , a k-scheme morphism f

from X to Y is just a morphism of locally ringed spaces f , such that:

X > Y

Speck
<

>

commutes. Then we get a category of k-schemes actually, denoted by k−Sch.

Given a field K, we define X(K) := Homk−Sch(SpecK → X), called the set

of K-points of X. The name arises from the fact that to give an element of

X(K) is equivalent to give a point x ∈ X and an inclusion map k(x) ↪→ K.



A morphism of k-schemes f : Y → X is called a closed immersion, if

it induces a homeomorphism between Y and a closed subset of X, and f ] :

OX → f∗OY is surjective. If it is the case, Y is called a closed subscheme

of X.

Example 2.3. Let k be the finite field Fq, let X be a k-scheme, let {SpecAi}i
be an open affine covering of X, where Ai’s are k-algebras. Then we have

ring homomorphisms Frobq,i : Ai → Ai by sending a ∈ Ai to aq. These

give rise to k-scheme morphisms Frobq,i : SpecAi → SpecAi, which is just

the identity on the underlying topological space |X|. On the intersections

SpecAi

⋂
SpecAj the morphisms Frobq,i and Frobq,j agree, and by gluing we

obtain the q-Frobenius morphism Frobq of X.

Given an algebraic extension K ⊇ k, the Frobenius morphism on X

induces a map : X(K) → X(K) by sending α ∈ X(K) to Frobq ◦ α, simply

we still use the same symbol Frobq to denote this induced map. At the same

time, the Galois group Gal(K/Fq) acts on X(K) by σ(α) = α ◦ σ∗, where

α ∈ X(K), σ ∈ Gal(K/Fq), and σ∗ is the induced Fq-scheme morphism from

the automorphism σ. Let σq be the q Frobenius automorphism of K, then

we have the following commutative diagram:

SpecK
σ∗q−−−→ SpecK

α

y yα

X
Frobq−−−→ X

which can be checked locally on the affine pieces. Hence the induced map

Frobq gives the same action on X(K) as σq ∈ Gal(K/Fq).

Definition 2.4. Let X be an k-scheme, let k̄ be a fixed algebraic closure of

k.

The k-scheme X is called irreducible, if its topological space is irre-

ducible. Moreover, it is called geometrically irreducible, if Xk̄ = X ⊗k k̄

is irreducible.

The k-scheme X is called reduced, if for any non-empty open subset



U of X, the ring OX(U) has no nilpotent elements. Moreover, it is called

geometrically reduced, if Xk̄ is reduced.

The k-scheme X is called integral, if for any non-empty open subset U

of X, the ring OX(U) is an integral domain. X is called geometrically

integral, if Xk̄ is integral.

A morphism of k-schemes f : X → Y is called of finite type, if

there exists a covering of Y by open affine subsets {Vi = SpecBi}i, such

that for each i, f−1(Vi) can be covered by finitely many open affine subsets

{Ui,j = SpecAi,j}, and each Ai,j is a finitely generated Bi-algebra. Moreover,

if f−1(Vi) = SpecAi for some finite Bi-algebra, i.e. Ai is a finitely generated

Bi-algebra and also a finitely generated Bi-module, then f is called a finite

morphism. The morphism f is called separated, if the diagonal morphism

∆ : X → X ×Y X is a closed immersion. The morphism f is called proper,

if it is separated, of finite type, and universally closed. The morphism f is

called universally closed, if f is closed, and for any morphism Y ′ → Y , the

morphism f ′ : X ×Y Y ′ → Y ′ given by the base change is also closed.

Remark 2.5. In particular, in the above definition we choose f to be the

structure morphism of a k-scheme X. Then if f is of finite type (resp.

separated, proper), we will call X is of finite type (resp. separated, proper)

over k. And X is of finite type, if it can be covered by finite number of open

affine subsets SpecBi, where the Bi’s are finitely generated k-algebras.

Definition 2.6. Let k be a field. A curve over k is an integral separated

scheme X of finite type over k, geometrically irreducible, and of dimension

1. A curve X is called complete over k, if it is proper over k.

A curve X is called regular, if all the local rings of X are regular local

rings. Moreover, X is called geometrically regular, if Xk̄ = X ⊗k k̄ is

regular for a fixed algebraic closure k̄ of k. Note that since we have assume

that k is perfect in the beginning of this section, the regularity is equivalent

to the geometrical regularity.

Take x ∈ X, X is called smooth at x, if at every point x̄ of Xk̄ lying

over x the local ring OXk̄,x̄ is regular. We say X is smooth if it is smooth



at every point. In fact, this is equivalent to saying X geometrically regular.

Proposition-Definition 2.7. Given an integral k-scheme X, there exists a

unique point η, such that the closure of {η} is the whole space. This is called

the generic point of X.

Proof. Since X is integral, it follows that X is irreducible and any non-empty

open subset of X is dense. We can pick up an open affine subset U = SpecA

of X, where A is an integral k-algebra. Let η be the point of X corresponding

to the zero prime ideal of A, then we have {η} is the unique point in U whose

closure in SpecA is SpecA. Moreover the closure of {η} in X is X, since U is

dense in X. If there is another point ξ with the same property, then {ξ} = X

implies that U
⋂
{ξ} is not empty. Then we have ξ ∈ U , which means ξ is

also a generic point of the affine U . But there is only one generic point for

U , so ξ = η. We are done.

Definition 2.8. Let C be a curve over a field k. Then we define the function

field of C to be the local ring Oη where η is the generic point of C , denoted

by K(C).

Proposition 2.9. Let X be a complete smooth curve over k, let Y be any

curve over k, and let f : X → Y be a morphism. Then either (1) f(X)

consists of only one point, or (2) f(X) = Y . In case (2), f is a finite

morphism, and Y is also complete.

To prove this, we need a lemma.

Lemma 2.10. Let f : X → Y be a morphism of separated k-schemes of

finite type over k, with X proper over k. Then f(X) is closed in Y , and

f(X) with its image k-subscheme structure is proper over k.

Proof. Let cX and cY be the structure morphisms of X and Y respectively,

then both cX and cY are separated, and cX is also proper. Since we have

cX = cY ◦f , it follows that f is proper (see Hartshorne’s book [5, II Corollary

4.8]). Hence f(X) is closed in Y .



Let Z = f(X) and cZ be the structure morphism of Z, then the closed

immersion i : Z ↪→ Y is separable. Since Y is separable over k, i.e. cY is

separable, cZ = cY ◦ i is separable over k, hence Z is separable over k. From

the fact that X is of finite type over k, we have that Z is also of finite type

over k. To prove Z is proper over k, we are left to prove that cZ is universally

closed. Given a morphism of k-schemes α : S → k, we have the following

commutative diagram:

X ×k S > X

Z ×k S >

f ′

>

cX

Z

f

>

S

c′X

∨
>

c′Z

<
k
∨ cZ

<

where f ′, c′X and c′Z are the morphisms obtained by base change. Since f is

surjective, f ′ is surjective. At the same time, c′X is closed and c′Z = c′Z ◦ f ′,

hence c′Z is also closed. So we know cZ is universally closed.

Proof of proposition (2.9): Since X is complete, by the above lemma,

f(X) is closed in Y , and proper over k. On the other hand, f(X) is irre-

ducible. Thus either (1) f(X) = pt, or (2) f(X) = Y , and in case (2), Y is

also complete.

In case (2), f will maps the generic point η of X to the generic point ξ

of Y . Otherwise, if f(η) = y is a closed point, then η ∈ f−1(y). Since f

is continuous, it follows f−1(y) is closed. Then X = {η} ⊆ f−1(y), which

implies X = f−1(y). This contradicts that to the f(X) = Y . Then f induces

a k-algebra morphism f ] : OY,ξ → OX,η. This is just an inclusion of function

fields, i.e., K(Y )→ K(X). Since both fields are finitely generated extension

fields of transcendence degree 1 of k, K(X) must be a finite algebraic exten-

sion of K(Y ). To show that f is a finite morphism, let V = SpecB be any

open affine subset of Y . Let A be the integral closure of B in K(X). Then

A is a finite B-module, and SpecA is isomorphic to some open subset U of

X. Clearly U = f−1(V ), so this means that f is a finite morphism.



Definition 2.11. If f : X → Y is a finite morphism of curves, then the

degree of f is defined to be the degree of the field extension [K(X) : K(Y )].



2.2 Divisors

Let k be a field, let C be a complete smooth curve and C0 be the subset of

closed points of C.

Definition 2.12. The divisor group on C is the free Z-module with basis

C0, denoted by Div(C). A element D of Div(C) is called a divisor on C,

which is just a formal sum D =
∑

x∈C0
nxx, with nx ∈ Z and only finitely

many nx 6= 0

Since C is smooth, the local ring Ox at any point x ∈ C is a DVR (discrete

valuation ring). Then the function field K(C) of C is equal to the fraction

field of Ox. It follows that we get a valuation vx : K(C)× → Z, associated to

x. Let f ∈ K(C)×,

Claim: Let f ∈ K(C)×, there are only finitely many x in C0 such that

vx(f) 6= 0.

Proof of the claim: Take an open affine subset U = SpecB of C, with B an

integral k-algebra of dimension 1. Then we have f ∈ K(C) = Frac(B). If

f /∈ B, we can replace U by a smaller non-empty open subset V = SpecB1

of U , such that f ∈ B1. Then the zero set V (f) inside V is a finite set. Also,

since C is integral and of dimension 1, C − V is a finite set. So there are

only finitely many x in C0 such that vx(f) 6= 0.

Now we can associate to every element f ∈ K(C)× a divisor

(f) =
∑
x∈C0

vx(f) · x.

A principal divisor is a divisor of the form div(f) for some f ∈ K(C)×.

Note that if f, g ∈ K(C)×, then (f/g) = (f)−(g) because vx(f/g) = vx(f)−
vx(g). So we get a group morphism div : K(C)× → Div(C), and all the

principal divisors consist a subgroup of Div(C), denoted by PDiv(C). And

we define the divisor class group of C to be the quotient Div(C)/PDiv(C),

denoted by Cl(C). Two divisors D and D′ on C are called linearly equivalent,

if D −D′ is a principal divisor, denoted by D ∼ D′.



Definition 2.13. Let D =
∑

x∈C0
nx · x be a divisor on C. The degree of D

is defined by deg(D) :=
∑

x∈C0
nx · dimkk(x), where k(x) is the residue field

at x.

Remark 2.14. Consider the base change α : C̄ → C, where C̄ = C ×k k̄.

For x ∈ C0, since k is perfect, k → k(x) is separable. It follows that α−1(x)

consists of dimkk(x) reduced points of C̄. In particular, if k = k̄ (i.e. k

is algebraically closed), then k(x) = k for all closed points x ∈ C0. Then

deg(D) :=
∑

x∈C0
nx, which coincides with the usual definition of degree of

divisors on curves over an algebraically closed field.

In fact, the definition of degree of divisors gives rise a Z-module morphism

deg : Div(C)→ Z. It follows that the kernel of deg is a subgroup of Div(C),

denoted by Div0(C).

After the definition of divisor group on a curve, we come to see how to

construct a morphism between the divisor groups on curves, once we have a

finite morphism of curves.

Definition 2.15. If f : X → Y is a finite morphism of smooth curves, we

want to define a homomorphism f ∗ : Div(Y ) → Div(X). It is enough to

define it on the basis of Div(Y ), i.e., on the subset of closed points of Y . For

any closed point Q ∈ Y , let t be a uniformizer at Q ,i.e., t is an element of

K(Y )× such that vQ(t) = 1, where vQ is the valuation corresponding to the

discrete valuation ring OY,Q. We define f ∗(Q) =
∑

f(P )=Q vP (t) · P . Since

f is a finite morphism, this is a finite sum, so we get a divisor on X. Note

that this definition is independent of the choice of the uniformizer t. In fact,

if t′ is another uniformizer at Q, then t′ = t · u where u is a unit in OQ.

Then for any point P ∈ X with f(P ) = Q, from the morphism on the stalks

f ] : OY,Q → OX,P , we know u is still a unit in OX,P , so vP (t) = vP (t′).

Remark 2.16. The map f ∗ preserves the principal divisors, this is because



for any g ∈ K(Y )×,

f ∗((g)) = f ∗(
∑
y∈Y0

vy(g) · y)

=
∑
y∈Y0

vy(g) · f ∗(y)

=
∑
y∈Y0

vy(g)
∑

f(x)=y

vx(ty) · x

=
∑
y∈Y0

∑
f(x)=y

vy(g)vx(ty) · x

=
∑
x∈X0

vx(f
]g) · x

= (f ](g))

where ty is the uniformizer of the local ring at y.

Proposition 2.17. Let f : X → Y be a finite morphism of regular curves.

Then for any divisor D on Y , we have deg(f ∗(D)) = deg(f) · deg(D).

Proof. It suffices to prove that for any closed point y ∈ Y we have

deg(f ∗(y)) = deg(f). In fact, since K(X)/K(Y ) is a finite field extension,

the proof is quite similar to the case in the finite extension of number fields.

Take an affine open subset V = SpecB of Y containing y, then B is a

Dedekind Domain from the fact that Y is regular curve. Let A be the integral

closure of B in K(X), A is again a Dedekind Domain. Then, U := SpecA

is the open subset f−1(V ) of X. Let A′ = A ⊗B OY,y, then we get a ring

extensionOY,y ↪→ A′ inside the finite field extension K(Y ) ↪→ K(X). OY,y is

a DVR, in particular a PID. And all these ring are inside the field K(X),

so A′ is torsion-free OY,y-module, hence a free OY,y-module and of rank n :=

[K(X) : K(Y )] = deg(f). Let t be the uniformizer of OY,y, then A′/tA′ is a

k(y)-vector space of dimension n, where k(y) is the residue field at y.

On the other hand, the points xi of X such that f(xi) = y are in 1-1

correspondence with the maximal ideals mi of A′, and for each i, A′
mi

=

OX,xi
. Clearly tA′ = ∩i(tA

′
mi
∩ A′), so by the Chinese remainder theo-

rem, dimk(x)A
′/tA′ =

∑
i dimk(x)A

′/(tA′
mi
∩ A′). But A′/(tA′

mi
∩ A′) ∼=



A′
mi

/(tA′
mi

= OX,xi
/tOX,xi

, so the dimensions in the sum above are just

equal to vxi
(t). But f ∗(y) =

∑
vxi

(t)·xi, so we have shown that deg(f ∗(y)) =

deg(f) as required.

Corollary 2.18. Let C be a smooth complete curve. Then the map div :

K(C)× → Div(C) has kernel k∗, and has image inside Div0(C).

Proof. Let’s first prove it in case C = P1
k which is smooth complete, then

we generalize it to the general case. For any f ∈ K(P1
k)
× with div(f) = 0,

we have that f has no poles, it follows that f lies in OP1
k
(P1

k) = k. On

the other hand, f ∈ k× implies (f) = 0. Hence ker(div) = k×. To prove

image(div) ⊆ Div0(C), since div(f/g) = div(f) − div(g) for any f, g ∈
K(P1

k)
× and K(P1

k) = k(x), it suffices to prove it for f irreducible in k[x].

Let U = Speck[x] and V = Speck[y] be affine open subsets covering P1
k, and

the coordinate change on U
⋂

V is given by x 7→ y−1. Then on U , f does

not have poles and has only one zero which is the point α associated to the

prime ideal (f). Now we are left to investigate the situation at the only

point outside U , which we denote by ∞. Let g(y) = f(1/y), then v∞(g) =

−deg(g) = −deg(f). So the divisor associated to f is just D = α−deg(f)·∞,

and deg(D) = dimkk(α)− deg(f) = 0.

Now let’s return to the general case. Let f ∈ K(C)×. If f ∈ k, then (f) =

0. Now assume f /∈ k with div(f) = 0, we want to make a contradiction.

Since C is geometrically irreducible, we must have f is transcendental over k.

Otherwise, if f is algebraic over k, then let F (y) be the minimal polynomial

of f over k. Since C is geometrically regular, F (y) cannot have multiple root

in k̄; C is geometrically irreducible, F (y) must have only one root inside k̄.

Then F (y) can only be a linear polynomial, and then f ∈ k, which gives rise

to a contradiction. So k(f) ⊆ K(C) is a finite field extension. This induces

a finite morphism ϕ : C → P1
k, which is surjective by proposition (2.9). Take

β ∈ ϕ−1(0) (here 0 is used to denote the zero point of P1
k), then we must

have f(β) = 0, i.e. vβ(f) > 0. This contradicts to div(f) = 0, hence such f

must be in k.

Let’s now turn to prove that any principal divisor has degree 0. Let f be



in K(C)× − k× and put D := div(f). As before, we still have the surjective

finite morphism ϕ : C → P1
k. Now since the principal divisor on P1

k associated

to x is just div(x) = 0−∞, where x is the generator of the function field of

the projective line over k. Then div(f) = ϕ∗(0−∞). Since deg(div(x)) = 0,

by the previous proposition, we have deg(div(f)) = deg(f) · deg(div(x)) =

deg(f) · 0 = 0. Hence the map div has its image inside Div0(C).

Definition 2.19. Let C be a smooth complete curve. Since the image of

the map div is inside Div0(C), we can define a quotient group Cl0(C) :=

Div0(C)/PDiv(C), called the divisor class group of degree zero.

Now we want to associate a line bundle to a given divisor. First we need

to define line bundles.

Definition 2.20. Let (X, OX) be a ringed space. A sheaf of OX-module

(or simply an OX-modules) is a sheaf F on X, such that for each open

set U of X, the group F (U) is an OX(U)-module, and for each V ⊂ U the

restriction homomorphism F (U) → F (V ) is compatible with the module

structures via the ring homomorphism OX(U)→ OX(V ). A morphism F →
G of sheaves of OX-modules is a morphism of sheaves, such that for each

open subset U of X, the map F (U)→ G (U) is a homomorphism of OX(U)-

modules.

The tensor product F ⊗OX
G of two OX-modules is defined to be the

sheaf associated to the presheaf U 7→ F (U) ⊗OX(U) G (U). We will often

write simply F ⊗ G , with OX understood.

An OX-module F is free if it is isomorphic to a direct sum of copies of

OX . It is locally free if X can be covered by open subsets U for which F |U
is a free F |U -module. In that case the rank of F on such an open set is the

number of copies of structure sheaf needed. If X is connected, then the rank

of a locally free sheaf is the same everywhere. In particular, a locally free

sheaf of rank 1 is called an invertible sheaf, also called a line bundle.

In fact, on a ringed space (X, OX), the set of all invertible sheaves modulo

isomorphisms forms a group under the operation ⊗, and the identity element



is just the class of the structure sheaf OX , the inverse of an invertible sheaf

L is the dual sheaf Hom(L , OX). This group is called the Picard group

of X, denoted by Pic(X).

Let C be a smooth curve, D =
∑

x∈C0
nx ·x ∈ Div(C) a divisor on C. We

can associate an invertible sheaf to D. First we define a presheaf L (D) on

C by:

L (D)(U) = {f ∈ K(C)|∀x ∈ U0 : vx(f) ≥ −nx}

where U is any non-empty open affine subset of X and U0 is the subset of

closed points of U . Since for any f, g ∈ K(C), f |U = g|U for any non-empty

open subset U implies f = g, it follows that L (D) is actually a sheaf that

is an OC-module. Moreover it is an invertible OC-module. The reason is

as follows: let x ∈ C0, if nx = 0, let U be the complement of Supp(D)

(Here Supp(D) is the set consisting of the points y with ny 6= 0), then

L (D)|U = O|U . In general, let U := {x} ∪ (C − Supp(D)). Let tx be an

uniformizer at x. Let U ′ ⊆ U be a neighborhood of x on which tx is regular

and has x as its only zero. Multiplication by t−nx
x induces an isomorphism

from OC |U ′ to L (D)|U ′ . So L (D) is an invertible sheaf.

Conversely, let L be an invertible sheaf on C, we can define a divisor

D associated to L . Let η be the generic point of C, then Lη is a K(C)-

vector space of dimension one. Let s be a basis of this vector space, let

x ∈ C0 and sx is a basis of the OC,x-module Lx, we have Lη
∼= K(C)s,

Lx
∼= OC,xsx, and a morphism Lx → Lη between the stalks at η and x.

This implies that there exists a unique fx ∈ K(C)× such that s = fxsx. We

define D :=
∑

x∈C0
vx(fx) to be the divisor associated to L (note:vx(fx) is

independent of the choice of sx). If we choose another basis f · s for Lη

with f ∈ K(C)×, then we get another divisor D′ = div(f) + D, hence we

actually get a unique divisor from L up to principal divisors. Then we have

a morphism of OC-modules L (D)→ L sending f to fs on each open subset

U . Further, this map is an isomorphism.

Proposition 2.21. Let C be a curve, then we have an isomorphism Cl(C)→
Pic(C), which sends divisor class [D] to the invertible sheaf isomorphic class



[L (D)].

Proof. By the above construction, we have a map ϕ : Div(C) → Pic(C).

Since for any invertible sheaf L , L ∼= L (D) where D is the divisor asso-

ciated to L , so this map is surjective. We still need to show this map is

a group morphism and has kernel PDiv(C). It’s obvious that L (div(f)) ∼=
OC with the isomorphism given by multiplication by f , so ϕ(0) = 0 and

PDiv(C) is contained in the kernel. Take two divisors D =
∑

x∈C0
nxx and

D′ =
∑

x∈C0
n′xx. Then on an open subset of C,

L (D)(U) = {f ∈ K(C)|∀x ∈ U0 : vx(f) ≥ −nx} ,

L (−D′)(U) = {f ∈ K(C)|∀x ∈ U0 : vx(f) ≥ n′x} ,

L (D −D′)(U) = {f ∈ K(C)|∀x ∈ U0 : vx(f) ≥ n′x − nx}

= {g ∈ K(C)|∀x ∈ U0 : vx(f) ≥ −nx} · {h ∈ K(C)|∀x ∈ U0 : vx(f) ≥ n′x}

= L (D)(U)L (−D′)(U)

= L (D)(U)⊗OC(U) L (−D′)(U),

OC(U) = L (0)(U) = L (D −D)(U) = L (D)(U)⊗OC(U) L (−D)(U),

So L (D) = L (−D)∨, L (D − D′) = L (D) ⊗OC
L (D′), it follows that ϕ

is a group morphism. To show that the kernel of ϕ is PDiv(C), we need

to prove that L (D) ∼= OC implies D = div(f) for some f ∈ K(C). Let

φ : OC → L (D) be an isomorphism, let f := φ(1). Since 1 is a basis of OC , f

is a basis of L (D). Hence for any open subset U of C and g ∈ K(C)× we have

gf ∈ L (D)(U) if and only if g ∈ OC(U). The first condition is equivalent

to: div(g)|U +div(f)|U ≥ −D|U(the ordering is the partial ordering in which∑
x nxx ≥

∑
x n′xx if and only if nx ≥ n′x for all x, we will use it again

later). The second condition is equivalent to: div(g)|U ≥ 0. It follows that

div(f) = −D, which means D ∈ PDiv(C). So we have Cl(C) ∼= Pic(C).



2.3 Differentials

First, let’s state the algebraic theory of differentials and give some proposition

without proof. And for the proof, see Matsumura’s book [11].

Let A be a ring (commutative with identity), let B be an A-algebra, let

M be a B-module.

Definition 2.22. An A-derivation of B into M is a map d : B → M such

that (1) d is A-linear, (2) d(bb′) = bd(b′) + b′d(b) for any b, b′ ∈ B.

Remark 2.23. In the above definition, we actually have d(a) = 0 for any

a ∈ A. Because d(a) = ad(1), and d(1) = d(1 · 1) = d(1) + d(1) implies

d(1) = 0.

Definition 2.24. The module of relative differential forms of B over A is

a B-module ΩB/A, together with an A-derivation d : B → ΩB/A, which

satisfies the following universal property: for any B-module M , and for

any A-derivation d′ of B into M , ∃ a unique B-module homomorphism

f : ΩB/A →M , such that d′ = f ◦ d.

Remark 2.25. By the universal property, if the module of relative differ-

ential forms of B over A exists, it is unique up to a unique isomorphism.

A way to construct such a module is similar to the way to construct the

tensor product of two modules over a ring. Take the free B-module gener-

ated by the symbols {db|b ∈ B}, then take the quotient by the submodule

generated by the elements of the form d(ab + a′b′) − a(db) − a′(db′) and

d(bb′) − b(db′) − b′(db), where b, b′ are any elements in B. We denote this

quotient B-module by ΩB/A, and define a map d : B → ΩB/A by sending

b to db. Then (ΩB/A, d) satisfies the universal property obviously, and is a

module of relative differential forms of B over A.

Example 2.26. Let B = A[x1, · · · , xn] be the polynomial ring over a ring

A, then by the above construction, ΩB/A is just the free B-module with basis

(dx1, · · · , dxn).



Proposition 2.27. (1) If A′ and B are A-algebras, let B′ = B ⊗A A′. Then

ΩB′/A′ ∼= ΩB/A ⊗B B′.

(2) If S is a multiplicative system in B, then ΩS−1B/A
∼= S−1ΩB/A.

(3) If B is an A-algebra, I is an ideal of B, and let C = B/I. Then there

is a natural exact sequence of C-modules

I/I2 δ−−−→ ΩB/A ⊗B C −−−→ ΩC/A −−−→ 0

where for any b ∈ I, if b̄ is its image in I/I2, then δ(b̄) = d(b) ⊗ 1. Note

in particular that I/I2 has a natural C-module structure, and that δ is a

C-linear map, even though it is defined via the derivation d : B → ΩB/A.

Example 2.28. Let A be a field k, let B = k[x1, · · · , xn] and I = (f1, · · · , fr),

where r, n are some positive integers and f1, · · · , fr are the polynomials in

B, let C = B/I. Then by the previous example we have ΩB/k = ⊕n
i=1B · dxi,

and by the third part of the above proposition we have

I/I2 δ−−−→ ΩB/k ⊗B C −−−→ ΩC/k −−−→ 0.

Since ΩB/k⊗B C = ⊕n
i=1B ·dxi⊗B C = ⊕i=1

n C ·dxi, and im(δ) =
∑r

i=1 C ·dfi,

it follows that ΩC/k = ⊕n
i=1C · dxi/

∑i=1
r C · dfi.

Now we turn to define the sheaves of differentials on k-schemes. Let X

be a k-scheme, for any open affine U = SpecB, we associate a quasi-coherent

OX |U -module Ω̃B/k. By the second part of the above proposition, we know

ΩB/k is compatible with localization, so we can glue the quasi-coherent OX |U -

modules Ω̃B/k on each affine piece into a quasi-coherent OX-module, denoted

by ΩX/k or simply by ΩX . This is called the sheaf of differentials on X.

At the same time, we also have an k-derivation d : OX → ΩX , which is the

universal k-derivation on OX .

Remark 2.29. Let C be a curve over a field k. By the compatibility of

taking the module of differential with localization, we have ΩC,x = ΩOC,x/k

for any x ∈ C. In particular, if we take the generic point η of C, we have

ΩC,η = ΩOC,η/k = ΩK(C)/k. Also, we have that K(C) = OC,x ⊗OC,x
K(C)



implies ΩK(C)/k = ΩOC,x/k ⊗OC,x
K(C). Hence we get ΩC,η = ΩK(C)/k =

ΩOC,x/k ⊗OC,x
K(C) = ΩC,x ⊗OC,x

K(C).

Let’s focus on curves to understand the k-derivations on them. Let C

be a curve over a field k. Then C is smooth if and only if it’s locally of

the form SpecB, with B = k[x1, · · · , xn]/(f1, · · · , fr), where f1, · · · , fr are in

k[x1, · · · , xn] and n, r are some positive integers, such that rank( ∂fi

∂xj
) = n−1

at all x ∈ C.

Definition 2.30. Let C be a curve, and let η be the generic point of C. The

space of meromorphic differential forms on C, denoted by MC , is the

stalk ΩC,η of the sheaf ΩC at the generic point.

Let C be an complete smooth curve. By remark 2.29, MC is a K(C)-

vector space of dimension 1. Let ω ∈ MC , let x ∈ C be a closed point, let

s be a generator of ΩC,x. Since MC = ΩC,η = ΩC,x ⊗K(C), there exist an

unique f ∈ K(C) such that ω = f · s. Let Dx := vx(f), then this number is

independent the choice of sx. In fact if we choose another generator s′x, then

sx = s′x · u for some u ∈ O×
C,x, it follows that vx(f) = vx(fu). Now we can

associate a divisor div(ω) :=
∑

x∈C0
Dx ·x to the meromorphic differential ω.

Since MC is a K(C)-vector space of dimension 1, then the quotient of any

two non-zero meromorphic differentials must be an element of K(C)×, hence

the divisors associated to them are linearly equivalent. We will call anyone of

them the canonical divisor, which is actually an class inside Cl0(C) (Here

Cl0(C) is the divisor class group of degree zero).

2.4 The Riemann-Roch Theorem

In this section, we will give the Riemann-Roch theorem, which is one of

the most beautiful and useful theorems for curves. It helps us describe the

the functions on curves having given zeros and poles. First, we need some

notations before giving the theorem.

In this section, C will always be a smooth complete curve over a field k.

Then C is actually projective. We have seen that the sheaf of differentials



ΩC on C is an invertible sheaf.

Definition 2.31. The genus g(C) of C is defined to be the dimension of the

k-vector space of H0(C, Ω) = Γ(C, ΩC), which is the set of global sections of

the curve.

Remark 2.32. From the definition, we always have g(C) ≥ 0.

Definition 2.33. A divisor D =
∑

x∈C0
nxx is effective if all nx ≥ 0,

denoted by D ≥ 0.

From this, we can put a partial ordering on Div(C). Given two divisors

D, D′ ∈ Div(C), D ≥ D′ if D −D′ is effective.

The k-vector space L(D) := {f ∈ K(C)×|div(f) + D ≥ 0} ∪ {0} This is

nothing new, but the set of global sections H0(C, L (D)) = Γ(C, L (D)) of

the invertible sheaf associated to D. The number l(D) is defined to be the

dimension of L(D). This is actually well-defined, later we will see L(D) is a

finite dimension k-vector space.

Proposition 2.34. Let D ∈ Div(C).

(1) If deg(D) < 0, then L(D) = {0} and l(D) = 0.

(2) The dimension of the k-vector space L(D) is finite.

(3) If D′ is linearly equivalent to D, then L(D) ∼= L(D′), so l(D) = l(D′).

Proof. (1). If f 6= 0 and f ∈ L(D), then div(f) + D ≥ 0, hence

0 ≤ deg(div(f) + D) = deg((f)) + deg(D) = deg(D) < 0.

This gives a contradiction. So L(D) = {0} and l(D) = 0.

(2). Let x ∈ C be a closed point, then the sheaf L (D−x) is a subsheaf of

L (D) by the definition of such sheaves. Then we have a short exact sequence

of sheaves:

0→ L (D − x)→ L (D)→ L (D)/L (D − x)→ 0.

We can regard x as a closed k-subscheme, then the structure sheaf of x is just

the constant sheaf k(x), where k(x) is the residue field at x. It’s obvious that



L (D)/L (D−x) ∼= k(x), so H0(C, L (D)/L (D−x)) is a finite dimensional

k-vector space and H1(C, L (D)/L (D − x)) = 0. Taking the long exact

cohomology sequence of the above short exact sequence of sheaves, we get:

0→ Γ(C, L (D − x))→ Γ(C, L (D))→ Γ(C, L (D)/L (D − x))

→ H1(C, L (D − x))→ H1(C, L (D))→ 0.

So l(D) < ∞ if and only if l(D − x) < ∞. Since we can subtract points

from D to make D < 0 in finite steps, by using this procedure, it follows

that l(D) < ∞ if and only if l(D′) < ∞ for some D′ < 0. Hence from (1),

we know l(D) <∞.

(3). Since D−D′ = div(f) for some f ∈ K(C)×, L (D) is isomorphic to

L (D′) by multiplication by f−1. So L(D) ∼= L(D′), and l(D) = l(D′).

Theorem 2.35 (Riemann-Roch Theorem). Let C be a smooth complete

curve of genus g over a field k, let K be a canonical divisor on C. Then

l(D)− l(K −D) = deg(D) + 1− g.

We will use Serre duality to prove it, so let’s first state the Serre duality

theorem without proof.

Lemma 2.36 (Serre’s duality theorem for curves). Let C be a smooth com-

plete curve over a field k, let ΩC be the invertible sheaf of differentials on C.

Then for any locally free sheaf F on C there are natural isomorphisms:

H i(C, F ) ∼= H1−i(C, F∨ ⊗ ΩC)∨

for i = 0, 1. Note that the symbol ∨ outside denotes the dual k-vector space.

Proof. See Hartshorne’s book [5, chapter 3, §7].

Proof of Riemann-Roch Theorem: The divisor K − D corresponds to the

invertible sheaf ΩC ⊗ L (D)∨. By Serre’s duality theorem, we have that

H1(C, L (D)) ∼= H0(C, ΩC ⊗L (D)∨) = L(K −D). So l(D) − l(K −D) is

equal to the Euler Characteristic of L (D)

χ(L (D)) = dimH0(C, L (D))− dimH1(C, L (D)).



So we need to show

χ(L (D)) = deg(D) + 1− g.

In the case D = 0, this just says that

dimH0(C, OC)− dimH1(C, OC) = 0 + 1− g.

This is true, since our C is actually projective, it follows that H0(C, OC) = k

and

dimH1(C, OC) = dimH0(C, O∨
C ⊗ ΩC) = dimH0(C, ΩC) = g.

For the general divisor D, we will reduce to the case D = 0. The method

is to prove that the formula holds for D if and only if it holds for D + x

for x any closed point of C. Since any divisor can be reached from 0 in a

finite number of steps by adding or subtracting a point each time, this will

complete the general cases.

Similar to the case in the prove of proposition 2.34(2), we consider x as

a closed subscheme of C and have a short exact sequence of sheaves:

0→ L (D)→ L (D + x)→ k(x)→ 0.

Take the long exact sequence of cohomology, we have:

0→ L(D)→ L(D + x)→ k(x)→ H1(C, L (D))→ H1(C, L (D + x))→ 0.

So we have:

l(D)− l(D + x) + dimk(x)− dimH1(C, L (D)) + dimH1(C, L (D + x)) = 0.

This gives that χ(L (D))−χ(L (D +x)) = dimk(x) = deg(x). On the other

hand, deg(D + x) = deg(D) + deg((x)) = deg(D) + 1, so the formula holds

for D if and only if it holds for D + x, as required.

Corollary 2.37. Let C be a smooth complete curve of genus g, let K be a

canonical divisor on C.

(1) deg(K) = 2g − 2.

(2) Let D be a divisor on C, if deg(D) > 2g−2, then l(D) = deg(D)−g +1.



Proof. (1). Take D = K in Riemann-Roch formula, we get

l(K)− l(0) = deg(K) + 1− g.

Since g = l(K) and l(0) = 1, we have deg(K) = 2g − 2.

(2). Since deg(D) > 2g − 2 and deg(K) = 2g − 2, so deg(K − D) < 0, it

follows that l(K −D) = 0. Applying the Riemann-Roch theorem, we have

l(D)− 0 = deg(D) + 1− g,

hence l(D) = deg(D) + 1− g



2.5 Elliptic Curves

Now we will discuss a special kind of curves, the so-called elliptic curves. The

elliptic curves have so nice properties that there are abundant theories and

elegant results related to them.

Definition 2.38. An elliptic curve over a field k is a pair (E, O), where

E is a smooth complete curve over k, of genus 1, and O is a k-rational point

(the origin). Sometime, we just simply write E to denote (E, O).

A reason why elliptic curves are import is that we can put a group struc-

ture on it. Now we will assume that the base field k is algebraically closed

to construct the group structure. If k is not algebraically closed, we just

restrict the group structure of E(k̄) to E(k), where E(k) can be regarded as

the subset of E(k̄) fixed by the Galois group of k̄/k.

Lemma 2.39. Let C be a smooth complete curve over an algebraically closed

field k, of genus 1. Let P, Q ∈ C0, then P ∼ Q, i.e. P is linearly equivalent

to Q as divisors, if and only if P = Q.

Proof. Suppose P − Q = div(f) for some f ∈ K(C)×, then f ∈ L(Q)(here

(Q). By Corollary 2.37 Part(2), we have l(Q) = deg(Q) + 1 − g = 1. Since

the constant functions are already in L(Q), so we must have L(Q) = k and

f ∈ k. Hence P = Q.

Proposition 2.40. Let (E,O) be an elliptic curve over an algebraically closed

field k.

(1) For every divisor D ∈ Div0(E), there exists a unique point P ∈ E0 such

that D ∼ P −O.

Let σ : Div0(E)→ E0 be the map given by the above association.

(2) The map σ is surjective.

(3) Let D1, D2 ∈ Div0(E). Then σ(D1) = σ(D2) if and only if D1 ∼ D2.

Thus σ induces a bijection of sets (which we still denote as σ) σ : Cl0 → E0.

(4) The inverse to σ is the map

κ : E0 → Cl0(E), P 7→ [P −O].



Proof. (1). Since deg(D + O) = 1 > 0 = 2g − 2, by Corollary 2.37 Part (2),

it follows that l(D + O) = deg(D + O) + 1− 1 = 1. So L(D + O) = k · f for

some f ∈ K(C)×, i.e., f is the generator of the 1-dimensional k-vector space

L(D + O). Then div(f) + D + O > 0 and of degree 1, so it must be equal to

a divisor P for some point P ∈ E0. Hence D = P −O− (f), D ∼ P −O. In

fact, such a point P is unique. If R is another point with such property, then

P −O ∼ D ∼ R−O, so P ∼ R, by the previous lemma, we have P = R.

(2). This is trivial, since σ(P −O) ∼ P −O.

(3). Suppose that σ(Di) = Pi − O with Pi ∈ E0 for i = 1, 2 , then we have

Di ∼ Pi −O for i = 1, 2. So

D1 ∼ D2 ⇔ P1 −O ∼ P2 −O

⇔ P1 ∼ P2

⇔ P1 = P2

⇔ σ(D1) = σ(D2).

(4). This is obvious.

From the above proposition, we know there is a bijection between Cl0(E)

and E0. Since Cl0 is a group, we can just put the group structure of Cl0(E) on

E0 to make it into an abstract group. In fact, this is also an algebraic group,

i.e., the group operations are morphism of varieties after we treat the set E0

of closed points of E as an algebraic variety. We will give a non-complete

proof as follows.

Proposition 2.41. Under the group structure taken from the bijection

Cl0(E)→ E0, E0 is an (commutative) algebraic group, i.e. the group opera-

tions are morphisms of varieties.

Proof. We only need to prove that the inverse map and the addition map

are morphisms of algebraic varieties. We assume k is algebraically closed.

First let’s construct the inverse element −P and the sum P + Q, where P

and Q are two given point on E0. By corollary 2.37, we know that l(2O) =

dimL(2O) = 2 and l(3O) = dimL(3O) = 3. Then there exists functions



x, y ∈ K(E), such that L(2O) = k +kx and L(3O) = k +kx+ky. Note that

x must have its only pole of order exact order 2 at O, and y must have its

only pole of exact order 3 at O.

If P = O, then −P = P = O and P + Q = Q. Assume P ∈ E0 − {O},
then x is regular at P . Let f = x − x(P ), then f has a zero at P and

div(f) = P + P ′ − 2O, for some P ′ ∈ E0 − {O}. Hence −P is just P ′.

If Q = O, then we have P + Q = P . Assume Q ∈ E0 − {O}, and we

consider the sysem of simultaneous linear equations: x(P )X + y(P )Y + Z = 0

x(Q)X + y(Q)Y + Z = 0

Take a nontrivial solution (a, b, c) of the above system, let g = ax+ by + c. If

Q = −P , we have P + Q = O. We assume Q 6= −P , then b 6= 0 (otherwise,

by the above construction for −P we have Q = −P ). Thus g has a pole of

order 3 at O, and div(g) = P + Q + R − 3O for some unique point R in

E0 − {O}. So we get P + Q = −R.

Now we give a geometric interpretation of the above construction, which

shows that the group operations are morphism of varieties. Embed E0 into

P2 by (x, y, 1), then the image of O in P2 is just the point (0, 1, 0). Since

l(6O) = 6 and {1, x, y, x2, xy, y2, x3} ∈ L(6O), 1, x, y, x2, xy, y2, x3 are k-

linear dependent, i.e., there exist a0, · · · , a6 ∈ k such that

a0 + a1x + a2y + a3x2 + a4xy + a5y
2 + a6x

3 = 0. (2.1)

We draw a line

aX + bY + cZ = 0 (2.2)

passing through P, Q in P2, and another line

X − x(P )Z = 0 (2.3)

passing through P and O, where (X, Y, Z) are the homogeneous coordinates

of P2. Let φ(X, Y, Z) = (aX+bY +cZ)/Z and ϕ(X,Y, Z) = (X−x(P )Z)/Z,

then φ and ϕ give rise to two elements in K(E), and div(φ) = P + Q + R,



div(ϕ) = P + P ′ − 2O. So R (resp. P ′) is one of the intersection points of

(2.1) and (2.2) (resp. (2.3)), it follows that the coordinate of R (resp. P ′)

is a rational function of the coordinates of P, Q (resp. P ), which means the

operations are not far from morphisms of algebraic groups. In fact, they are

morphism of algebraic groups, we omit the long details of proof for this, see

Silverman’s book [18, chapter III, §3, Theorem 3.6].

After embedding E into P2, for any field automorphism σ of k̄, we can

apply σ to the coefficients of the equation of E. Then we get a new elliptic

curve Eσ. Then Eσ is defined by

σ(a0) + σ(a1)x + σ(a2)y + σ(a3)x2 + σ(a4)xy + σ(a5)y
2 + σ(a6)x

3 = 0.

Since everything we have proved for E shifts to Eσ, the morphism + : E ×
E → E will be sent to + : Eσ × Eσ → Eσ. If k is not algebraically closed,

we can first regard E as an elliptic curve over k̄. Since the rational functions

of the coordinates of E giving rise to + : E ×E → E are therefore invariant

under σ ∈ (k̄/k), so they are actually rational functions with coefficients in

k. Thus what we have said so far is valid for any elliptic curve defined over

any perfect field.

Remark 2.42. In (2.1), a5a6 6= 0, since otherwise every term would have

a different order pole at O, and so all ai’s would vanish. Replacing x, y by

−a5a6x, a5a
2
6y and dividing by a3

5a
4
6 gives a cubic equation of the form

y2 + b1xy + b3y = x3 + b2x
2 + b4x + b6 (2.4)

for some b1, · · · , b6 ∈ k. The equations of such form are called the Weier-

strass equation. In fact, every elliptic curve can be given by a smooth

Weierstrass equation up to isomorphism, for details of this see Silverman’s

book [18, chapter III, §1, §2, §3].

Also from the proof of the above proposition, for any field extension

k′ ⊃ k, the k′-points E(k′) form a group.

Now we turn to study the maps between elliptic curves, especially isoge-

nies.



Definition 2.43. Let (E, O) and (E ′, O) be elliptic curves over a field k.

A morphism between (E, O) and (E ′, O) is a morphism of curves over k

φ : E → E ′ satisfying φ(O) = O (Here we use O to denote both of the zero

points on E and E ′ with a little bit of ambiguity). An isogeny is a nonzero

morphism of elliptic curves. And we say that E and E ′ are isogenous if

there is an isogeny φ between them.

By proposition (2.9), a morphism φ satisfies either φ(E) = {O} or φ(E) =

E ′. Thus except for the zero morphism, defined by [0](P ) = O for all P ∈ E0,

every other morphism is a finite morphism of curves, hence we can talk about

the degree of φ. By convention, we set deg([0]) = 0. We let Hom(E, E ′) =

{morphisms φ : E → E ′}, then this is actually a group, since elliptic curves

are groups. The addition law on Hom(E, E ′) is given by (φ+ϕ)(P ) = φ(P )+

ϕ(P ) for any φ, ϕ ∈ Hom(E, E ′). We use End(E) to denote Hom(E, E).

Since we have a group structure on an elliptic curve E, we can define a

morphism multiplication [m] : E → E for m ∈ Z. For P ∈ E0, if m > 0,

[m](P ) := P + · · ·+ P︸ ︷︷ ︸
m

; if m < 0, [m](P ) := [−m](−P ); and [0](P ) = O. We

write E(k)[m] to denote the kernel of the morphism [m] over a field k.

Given an isogeny φ : E → E ′, we can define the dual isogeny to φ as

follows. By definition (2.15), φ induces a map φ∗ : Div(E ′) → Div(E). By

remark (2.16) φ∗ keeps the principal divisors, and by proposition (2.17) φ∗

maps Div0(E ′) into Div0(E), hence we have a map φ∗ : Cl0(E ′) → Cl0(E).

Assume k = k̄, on the other hand, we have group isomorphisms

κ : E0 → Cl0(E), P 7−→ [(P )− (O)]

and

κ′ : E ′
0 → Cl0(E ′), P ′ 7−→ [(P ′)− (O)].

Hence we obtain a morphism going in the opposition direction to φ, namely

the composition

E ′
0

κ′−→ Cl0(E ′)
φ∗−→ Cl0(E)

κ−1

−→ E0.



Proposition 2.44. Let φ : E → E ′ be an isogeny of degree m (hence m > 0).

(a) Let φ̂ = κ−1 ◦ φ∗ ◦ κ′, then φ̂ : E ′ → E is an isogeny. Moreover, it’s the

unique isogeny satisfying φ̂ ◦ φ = [m] on E. Symmetrically we also have

φ ◦ φ̂ = [m] on E ′.

(b) Let ϕ : E → E ′ be another isogeny. Then we have that φ̂ + ϕ = φ̂ + ϕ̂.

(c) For all m ∈ Z, we have that [̂m] = [m] and deg([m]) = m2 on E. We

write E(K)[m] to denote the kernel of the isogeny [m] over some field K. If

char(k) = 0 or m is prime to char(k), then E(k̄)[m] ∼= Z/mZ× Z/mZ.

(d) deg(φ̂) = deg(φ).

(e)
ˆ̂
φ = φ.

Proof. See Silverman’s book [18, chapter III, §6].



3 Main theorem

Now we will give an answer to the problem mentioned in the introduction.

Through all this section, (E, O) will be an elliptic curve over a finite field

Fq, where q is a power of some prime p, G will be the Galois group of F̄q over

Fq, Gm will be the multiplicative group over Fq, l will be a prime different

from p, Tl(E) and Tl(Gm) will be the corresponding (l-adic) Tate modules of

E and Gm respectively. (For the definition of Tate modules, see Silverman’s

book [18, III § 7].)

Since the action of G on each E(F̄q)[l
n] commutes with the multiplications

by l-powers used to construct the Tate module, G also acts on Tl(E). Further,

since the pro-finite group G = Ẑ acts continuously on each finite (discrete)

group E(F̄q)[l
n], the resulting action on Tl(E) is also continuous. By the

same reason, we also have that the action of G on Tl(Gm) is continuous.

Since Tl(E) ∼= Z2
l and Tl(Gm) ∼= Zl, after we choose Zl-bases for them, we

get two continuous Galois representations ρ : G → GL2(Zl) and χ : G →
GL1(Zl) = Z×

l .

We will use C to denote the category of finitely generated Zl-modules

with continuous G-action. From the above description, we get two objects

(Tl(E), ρ) and (Tl(Gm), χ) in C . Now we want to compare the two extension

groups ExtC (Tl(E), Tl(Gm)) and Ext(E, Gm). Let

0→ Gm
α→M

β→ E → 0 (3.1)

be an extension in the category of algebraic groups, i.e., it gives an element

in Ext(E, Gm), then we have the following commutative diagram:

0 −−−→ Gm −−−→ M −−−→ E −−−→ 0

ln·
y ln·

y ln·
y

0 −−−→ Gm −−−→ M −−−→ E −−−→ 0

(3.2)

where ln· denotes the multiplication by ln for some positive integer n. By

the snake lemma, we have an exact sequence

0→ Gm(F̄q)[l
n]

α→M(F̄q)[l
n]

β→ E(F̄q)[l
n]→ coker(Gm(F̄q)

ln·−→ Gm(F̄q))

(3.3)



Since the map Gm(F̄q)
ln·−→ Gm(F̄q) is surjective,

coker(Gm(F̄q)
ln·−→ Gm(F̄q)) = 0

it follows that we get a short exact sequence of abelian groups

0→ Gm(F̄q)[l
n]

α→M(F̄q)[l
n]

β→ E(F̄q)[l
n]→ 0 (3.4)

Since (Gm(F̄q)[l
n])n satisfies the Mittag-Leffler condition, (i.e.

Gm(F̄q)[l
m]

lm−n·−→ Gm(F̄q)[l
n]

is surjective for any m ≥ n), we have the following exact sequence:

0→ Tl(Gm)→ Tl(M)→ Tl(E)→ 0. (3.5)

Note this short exact sequence is compatible with the continuous G-action,

hence we get an element of ExtC (Tl(E), Tl(Gm)). This gives rise to a map

Φ : Ext(E, Gm) −→ ExtC (Tl(E), Tl(Gm)). (3.6)

In fact, this is not only a map, but also a morphism of abelian groups. The

reason is as follows.

If we have another extension 0 → Gm → M ′ → E → 0, then the sum of

the two extensions M and M ′ is constructed by the following two steps:

Step (1):

0 −−−→ Gm ×Gm −−−→ M ×M ′ −−−→ E × E −−−→ 0

∇Gm

y y id

y
0 −−−→ Gm −−−→ M1 −−−→ E × E −−−→ 0

(3.7)

where ∇Gm is the codiagonal map (i.e. sending (a, b) ∈ Gm×Gm to ab ∈ Gm),

and M1 is the push-out of Gm and M ×M ′ in the above diagram.

Step (2):
0 −−−→ Gm −−−→ M2 −−−→ E −−−→ 0

id

y y ∆E

y
0 −−−→ Gm −−−→ M1 −−−→ E × E −−−→ 0

(3.8)



where ∆E is the diagonal map (i.e. sending a ∈ E to (a, a) ∈ E × E), and

M2 is the pull-back of M1 and E in the above diagram.

Then the isomorphic class of the upper short exact sequence 0→ Gm →
M2 → E → 0 in the above diagram is just the sum of M and M ′ in

Ext(E, Gm) (Here we just use M to denote the corresponding extension of

E by Gm). For more details of the extensions of algebraic groups, see Serre’s

book [16].

Taking the corresponding Tate modules in the diagram (3.3), we get a

commutative diagram compatible with the G-action on every Tate module:

0 −−−→ Tl(Gm)× Tl(Gm) −−−→ Tl(M)× Tl(M
′) −−−→ Tl(E)× Tl(E) −−−→ 0

∇Tl(Gm)

y y id

y
0 −−−→ Tl(Gm) −−−→ Tl(M1) −−−→ Tl(E)× Tl(E) −−−→ 0

(3.9)

By the same reason as in the statement of the exactness of (3.1), we have that

the rows of (3.5) are exact. Similarly, from (3.4), we get another commutative

diagram with exact rows which is compatible with the G-action:

0 −−−→ Tl(Gm) −−−→ Tl(M2) −−−→ Tl(E) −−−→ 0

id

y y ∆Tl(E)

y
0 −−−→ Tl(Gm) −−−→ Tl(M1) −−−→ Tl(E)× Tl(E) −−−→ 0

(3.10)

By (3.5) and (3.6), we have that

Φ(M + M ′) = Φ(M2) = Tl(M) + Tl(M
′) = Φ(M) + Φ(M ′).

This shows that Φ : Ext(E, Gm) −→ ExtC (Tl(E), Tl(Gm)) is actually a

abelian group morphism. Moreover, since ExtC (Tl(E), Tl(Gm)) has a Zl-

module structure, we get a Zl-module morphism:

Φ : Zl ⊗Z Ext(E, Gm) −→ ExtC (Tl(E), Tl(Gm)).

Note here we still use the same symbol Φ to denote the Zl-module morphism.

In fact, Φ is not only a morphism.



Theorem 3.1 (Main theorem). As before, let (E, O) will be an elliptic curve

over a finite field Fq, where q is a power of some prime p, G will be the Galois

group of F̄q over Fq, Gm will be the multiplicative group over Fq, l will be a

prime different from p. Then Φ is an isomorphism.

To prove this theorem, we use three steps. Firstly, we will compute

ExtC (Tl(E), Tl(Gm)) explicitly in terms of ρ and χ. Secondly, we will com-

pute Zl ⊗Z Ext(E, Gm) explicitly in terms of ρ and χ. After these computa-

tions, we will find that the two objects are finite abelian groups of the same

order. At last, we will prove that Φ is injective, hence Φ is an isomorphism.

Theorem 3.2. Let ρ : G→ GL2(Zl) be the action on Z2
l obtained by a choice

of Zl-basis of Tl(E), let χ : G → Z×
l be the action on Tl(Gm) ∼= Zl. Then

ExtC (Tl(E), Tl(Gm)) ∼= coker(Z2
l

ρ(1)t−q−→ Z2
l ), where ρ(1)t is the transpose of

the matrix corresponding to the Frobenius action on Tl(E). Moreover, this

is a finite l-group.

To prove this, we need some lemmas.

Lemma 3.3. Let M be a finitely generated Zl-module, then AutZl
(M) ∼=

AutZl
(Mf ) ⊕ AutZl

(Mt) ⊕ HomZl
(Mf , Mt), where Mt is the torsion part of

M and Mf is the quotient M/Mt which is free. Moreover, AutZl
(M) has a

profinite group structure.

Proof. Since Zl is a principal ideal domain and M is a finitely generated

Zl-module, we can decompose M into M ∼= Mf ⊕Mt, with Mf
∼= Zr

l the

free part of M , and Mf
∼= Z/lr1Z ⊕ · · · ⊕ Z/lrsZ the torsion part of M , for

some positive integers r, r1, · · · , rs. Given an element f ∈ EndZl
(M), since

f must map Mt into Mt, f restrict to a morphism ft : Mt → Mt. Since

Mf
∼= M/Mt, we get another morphism ff : Mf →Mf . Then we get a map

Φ : EndZl
(M) → EndZl

(Mf ) ⊕ EndZl
(Mt) by sending f to (ff , ft), this is

obviously an Zl-module epimorphism. To find the kernel of Φ, we consider



the following commutative diagram:

0 −−−→ Mt −−−→ M −−−→ Mf −−−→ 0

ft

y f

y ff

y
0 −−−→ Mt −−−→ M −−−→ Mf −−−→ 0

If f ∈ ker(Φ), then we have ker(ff ) = Mf and coker(ft) = Mt. By the

snake lemma we get a morphism f ′ : Mf →Mt inside HomZl
(Mf , Mt), which

can be canonically embedded into EndZl
(M). Conversely, HomZl

(Mf , Mt) is

obviously inside the kernel of Φ. So we get a short exact sequence:

0→ HomZl
(Mf , Mt)→ EndZl

(M)→ EndZl
(Mf )⊕ EndZl

(Mt)→ 0

Since we have a canonical section:

EndZl
(Mf )⊕ EndZl

(Mt)→ EndZl
(M)

by sending (f1, f2) to f1 ⊕ f2, it follows that:

EndZl
(M) ∼= (EndZl

(Mf )⊕ EndZl
(Mt))⊕ HomZl

(Mf , Mt).

If f ∈ AutZl
(M), then ff ∈ AutZl

(Mf ) and ft ∈ AutZl
(Mt). Conversely,

given f1 ∈ AutZl
(Mf ), f2 ∈ AutZl

(Mt), and f3 ∈ HomZl
(Mf , Mt), then

((f−1
1 , f−1

2 ),−f−1
2 f3f

−1
1 ) is just the inverse of ((f1, f2), f3). Hence

AutZl
(M) ∼= AutZl

(Mf )⊕ AutZl
(Mt)⊕ HomZl

(Mf , Mt).

Since both AutZl
(Mt)) and HomZl

(Mf , Mt) are finite groups, and

AutZl
(Mf ) = GLr(Zl) = lim←−

n

GLr(Z/lnZ)

is a profinite group, it follows that AutZl
(Mf ) is a profinite group.

Lemma 3.4. Let M be a finitely generated Zl-module, then there is a bi-

jection between HomGP(Z, AutZl
(M)) and HomTGp(Ẑ, AutZl

(M)), where Gp

denotes the category of groups and TGp denotes the category of topological

groups.



Proof. From the morphisms Z→ Z/nZ for every n ∈ N>0, we get a morphism

i : Z→ Ẑ. This is injective, since i(m) = 0 for some m ∈ Z implies that n|m
for every n ∈ Z, hence m = 0. Since Ẑ = lim←−n>0

(Z/nZ), Z is dense in Ẑ.

Now let’s assume M is free Zl-module of rank r. Let ρ be an element of

HomGp(Z, AutZl
(M)), let g = ρ(1). Since AutZl

(M) ∼= GLr(Zl), and we also

have a short exact sequence

1→ 1 + lnMatr(Zl)→ GLr(Zl)→ GLr(Zl/l
nZl)→ 1

for every positive integer n, where Matr(Zl) is the r × r-matrix ring over

Zl. For any positive integer n0, let ḡ be the image of g in GLr(Z/ln0Z),

let m = order(ḡ), then we have that gm ∈ 1 + ln0Matr(Zl), hence for any

k ∈ N>0, gkm ∈ 1 + ln0Matr(Zl). This shows that ρ is actually continuous

at 0, where Z is endowed with the topology induced from the embedding

Z ↪→ Ẑ. Further, since ρ is a group morphism, ρ is also a topological group

morphism. Since Z is dense in Ẑ and GLr(Zl) is a profinite group, it follows

that ρ can be extended to a unique topological morphism ρ̄ : Ẑ → GLr(Zl).

On the other hand, given a topological morphism η : Ẑ → GLr(Zl), we can

restrict it to a group morphism η|Z : Z → GLr(Zl). To sum up, there is a

bijection

θ : HomGp(Z, AutZl
(M))→ HomTGp(Ẑ, AutZl

(M)),

such that θ(ρ) = ρ̄ and θ−1(η) = η|Z.

If M is not necessarily free, then by the above lemma we have that

HomGp(Z, AutZl
(M)) ∼= HomGp(Z, AutZl

(Mf ))⊕ HomGp(Z, AutZl
(Mt))

⊕ HomGp(Z, HomZl
(Mf , Mt)) (3.11)

where the last two terms are finite, since AutZl
(Mt) and HomZl

(Mf , Mt) are

finite. The same situation holds for HomTGp(Ẑ, AutZl
(M)). Since we have

that

HomGp(Z, AutZl
(Mt)) ∼= HomGp(Ẑ, AutZl

(Mt))



and

HomGp(Z, HomZl
(Mf , Mt)) ∼= HomTGp(Ẑ, HomZl

(Mf , Mt)).

So we still have a bijection

θ : HomGp(Z, AutZl
(M))→ HomTGp(Ẑ, AutZl

(M))

giving by restriction and extension.

Lemma 3.5. The category C of finitely generated Zl-modules with continu-

ous G-action is equivalent to the category D of finitely generated Zl-modules

with Z-action.

Proof. Since G is the Galois group of F̄q over Fq,

G = lim←−
n>0

Gal(Fqn/Fq) = lim←−
n>0

Z/nZ = Ẑ,

Hence G is isomorphic to the profinite group Ẑ with topological generator

the q Frobenius.

To give a group action on M is equivalent to give a group morphism from

the group to AutZl
(M). By the above lemma, we have a bijection between

Ob(C ) and Ob(D). In fact the construction of the bijection in the above

lemma given by restriction and extension is compatible with the Zl-module

morphism inside C and D , so this bijection actually gives a equivalence

between C and D .

Let ρ (resp. χ) be the Galois representation on the Tate module of E

(resp. Gm). By lemma 3.5, we can consider (Tl(E), ρ) and (Tl(Gm), χ) as the

objects in category D .

Lemma 3.6. The category D is equivalent to the category of A-modules,

where A = Zl[t, t
−1] is the group ring Zl[Z].

Proof. Let M be a finitely generated Zl-module. To give M an A-module

structure is equivalent to give the scalar multiplication on M by t, which is

equivalent to give a Z-action on M . Hence D is equivalent to the category

of A-modules.



Lemma 3.7. We have that:

ExtD((Tl(E), ρ), (Tl(Gm), χ)) ∼= coker(Z2
l

ρt(1)−q−→ Z2
l )

as abelian groups, where ρ(1)t is the transpose of the matrix of ρ(1) under a

selected basis, and q represents the scalar multiplication by q.

Proof. First let’s construct some new objects in Ob(D), after giving an el-

ement (Zr
l , θ) ∈ Ob(D). Define θ−1 to be the composition Z −−→ Z θ−→

GLr(Zl), where −1 is the inverse morphism on Z. Since θ and −1 are

continuous, so is θ−1, hence (Zr
l , θ

−1) ∈ Ob(D). We can give a natu-

ral Z-action on Zr∨
l := HomZl

(Zr
l , Zl) from θ, by dualizing Zr

l

θ(m)−→ Zr
l to

Zr∨
l

θ(m)∗−→ Zr∨
l for every m ∈ Z. In fact, θ(m)∗ is just the transpose of θ(m)

after we choose the dual base for Zr∨
l . We denote θt to be the composition

Z θ−→ GLr(Zl)
(·)t

→ GLr(Zl), which is a morphism even though (·)t is an anti-

morphism. And also (·)t is continuous. Since Zr∨
l
∼= Zr

l , we get a new object

(Zr
l , θ

t) in D , and call θt the transposed action of θ on Zr
l .

After taking a basis for Tl(E) (resp. Tl(Gm)), the Frobenius actions ρ(1)

(resp. χ(1)) can be expressed as a matrix over Zl explicitly, and we still

denote this matrix as ρ(1) (reps. χ(1), in fact χ(1) = q). Also we change

to write (Z2
l , ρ) (resp. (Zl, χ)) as (Tl(E), ρ) (resp. (Tl(Gm), χ)). Given an

element Zl

α
� M

β
� Z2

l of ExtD((Z2
l , ρ), (Zl, χ)), we take the dual sequence

Z∨
l

α∗

� M∨ β∗

� Z2∨
l . This is still exact as Zl-module sequence, and compat-

ible with the transposed actions on each components, since the transposed

action is defined by the ∗-operation. So Zl

α∗

� M
β∗

� Z2
l is an element

of ExtD((Zl, χ
t), (Z2

l , ρ
t)). Also the dual operation keeps the group law of

ExtD((Z2
l , ρ), (Zl, χ)) After taking the dual operation again, we go back to

the original sequence, hence we have an isomorphism

ExtD((Z2
l , ρ), (Zl, χ)) ∼= ExtD((Zl, χ

t), (Z2
l , ρ

t)) (3.12)

Now given an element Z2
l

α
� M

β
� Zl of ExtD((Zl, χ

t), (Z2
l , ρ

t)) ,using

the functor ⊗Zl
(Zl, χ

−1)(note that χt = χ) on it, we get an element of

ExtD((Zl, 1), (Z2
l , χ

−1ρt))(Here 1 refers to the zero morphism Z → Z×
l ).



Using the functor ⊗Zl
(Zl, χ), we go back to the original sequence. Since

the two functors keep the group law, hence we have an isomorphism

ExtD((Zl, χ
t), (Z2

l , ρ
t)) ∼= ExtD((Zl, 1), (Z2

l , χ
−1ρt)) (3.13)

Hence ExtD((Tl(E), ρ), (Tl(Gm), χ)) ∼= ExtD((Zl, 1), (Z2
l , χ

−1ρt)), we are left

to compute the second object. By the above lemma, the category D can be

regarded as the category of finitely generated Zl-modules which are also A-

module. And in the category of A-modules, Ext(·, (Z2
l , χ

−1ρt)) can be defined

as the derived functor of Hom(·, (Z2
l , χ

−1ρt)). So in order to complete the

computation we take a projective resolution of Zl as A-module. Consider

the sequence of A-modules A
κ

� A
µ
� Zl, where κ is the multiplication by

(t−1) and µ is given by mapping 1 to 1. This is obviously exact, hence gives

rise to a projective resolution. Using the functor HomA−mod(·, (Z2
l , χ

−1ρt))

on this sequence, we get a complex:

0→ HomA−mod(Zl, Z2
l )

µ∗→ HomA−mod(A, Z2
l )

κ∗→ HomA−mod(A, Z2
l )→ 0.

So ExtD((Zl, 1), (Z2
l , χ

−1ρt)) = cokerκ∗. Since HomA−mod(A, Z2
l )
∼= Z2

l , if we

regard κ∗ as an endomorphism on Z2
l , it just the Zl-linear map given by the

matrix χ−1(1)ρt(1)− 1 = q−1ρt(1)− 1. Hence we have

cokerκ∗ = coker(q−1ρt(1)− 1 : Z2
l → Z2

l ) = coker(ρt(1)− q).

So ExtD((Zl, 1), (Z2
l , χ

−1ρt)) ∼= coker(Z2
l

ρt(1)−q−→ Z2
l ).

After these preparations, now we can prove theorem 3.2.

Proof of Theorem 3.2: By lemma 3.5, we have that the category C is

equivalent to D , it follows that ExtC (Tl(E), Tl(Gm)) ∼= ExtD(Tl(E), Tl(Gm)).

By lemma 3.7, ExtD(Tl(E), Tl(Gm)) ∼= coker(Z2
l

ρt(1)−q−→ Z2
l ). So we get

ExtC (Tl(E), Tl(Gm)) ∼= coker(Z2
l

ρt(1)−q−→ Z2
l ). In fact, this is a finite group,

hence a finite l-group. This is because the characteristic polynomial of the

Frobenius action on E has coefficients in Z (see Silverman’s book [18, V,

§2]), and the roots of this polynomial are of absolute value
√

q which is dif-

ferent from q of course. Hence ρ(1)− q has no zero characteristic root. Then



det(ρ(1)t − q) = det(ρ(1) − q) is not zero, and coker(ρ(1)t − q) is a finite

abelian l-group.

Theorem 3.8. As before, (E, O) is an elliptic curve over Fq and Gm is

the multiplicative group over Fq. Then Ext(E, Gm) ∼= E∨(Fq), i.e. it is

isomorphic to the group of Fq-points of the dual of E.

Proof. See Serre’s book[16, page 183-184].

Theorem 3.9. As before, let (E, O) be an elliptic curve over Fq and Gm be

the multiplicative group over Fq.Then we have that:

Zl ⊗Z Ext(E, Gm) ∼= coker(Z2
l

ρ(1)−q−→ Z2
l )

as abelian groups. Moreover, they are finite l-groups.

Proof. By the above theorem Zl ⊗Z Ext(E, Gm) ∼= E∨(Fq), it is enough to

express the Fq-points group of E∨ as coker(Z2
l

ρ(1)−q−→ Z2
l ). We know that the

Fq-points of an elliptic curve (E, O) are just the F̄q-points fixed by the action

of q Frobenius automorphism of F̄q/Fq, and by example 2.3 we also know the

action of q Frobenius automorphism of K/Fq on E(K) is the same as the

action of the Frobenius morphism on E(K) for any field K ⊃ Fq. It follows

that E∨(Fq) = E∨(F̄q)[Frobq,E∨ − 1], where Frobq,E∨ is just the q Frobenius

morphism on E∨. Since ] E∨(Fq) is finite, it follows that Frobq,E∨ − 1 is not

zero, and that for some positive integer n big enough, we have

E∨(Fq)⊗Z Zl = E∨(Fq)[l
n] = E∨(F̄q)[l

n][Frobq,E∨ − 1]. (3.14)

We have the following exact sequence:

0→ ker(Frobq,E∨ − 1)→ E∨(F̄q)[l
n]

Frobq,E∨−1
−→ E∨(F̄q)[l

n].

Since the Weil pairing E(F̄q)[l
n] × E∨(F̄q)[l

n] −→ µln is a perfect pairing,

where µln is the group of ln-th roots of unity, taking the dual on the above

sequence, we get another exact sequence

0← ker(Frobq,E∨ − 1)D ← E(F̄q)[l
n]

Frob∗
q,E∨−1

←− E(F̄q)[l
n].



So we have ker(Frobq,E∨ − 1) ∼= ker(Frobq,E∨ − 1)D ∼= coker(Frob∗q,E∨ − 1). In

fact, the dual morphism Frob∗q,E∨ of Frobq,E∨ with respect to the Weil Pairing

is just the dual isogeny F̂robq,E of the q Frobenius morphism Frobq,E on E.

Since Frobq,E is an automorphism on the torsion group E(F̄q)[l
n], it follows

that

coker(Frob∗q,E∨ − 1) ∼= coker(F̂robq,E − 1)

∼= coker(Frobq,E ◦ (F̂robq,E − 1))

= coker(Frobq,E ◦ F̂robq,E − Frobq,E)

= coker(q − Frobq,E)

We almost proved the result, but this cokernel is taken on E(F̄q)[l
n], but not

on Tl(E). In fact, for n big enough, they give the same cokernel. This is

because if we consider the following commutative diagram:

0 −−−→ Z2
l

Frobq,E−q
−−−−−−→ Z2

l −−−→ M −−−→ 0

·ln
y ·ln

y ·ln
y

0 −−−→ Z2
l

Frobq,E−q
−−−−−−→ Z2

l −−−→ M −−−→ 0

where Z2
l is regarded as the Tate module on E, M := coker(Frobq,E − q) on

Z2
l , and n is big enough such that lnM = 0 (We can do this, since Frobq,E−q

is a finite morphism implies that M is finite). Since both rows are exact in

the above diagram, by the snake lemma, we get an exact sequence:

0→ 0→ 0→M → Z/lnZ
Frobq,E−q
−→ Z/lnZ→M → 0.

So we get Zl⊗Z Ext(E, Gm) ∼= coker(Z2
l

Frobq,E−q
−→ Z2

l ), and it’s a finite l-group.

Again by example 2.3, we can rewrite the above result as:

Zl ⊗Z Ext(E, Gm) ∼= coker(Z2
l

ρ(1)−q−→ Z2
l )

where ρ : Ẑ → GL2(Zl) is the Galois representation given before, and ρ(1)

corresponds to the q Frobenius action on Tl(E).

Theorem 3.10. The map Φ in the theorem 3.1 is injective.



To prove this, we need a lemma and some definition needed in the lemma.

Definition 3.11. An abelian variety A over a field k is a connected complete

algebraic variety over k with a group law on it. The multiplication map and

the inverse map are homomorphisms of algebraic groups. For example the

elliptic curves are abelian varieties of dimension 1.

Let l be a prime which is different from char(k), let A(ks)[ln] be the ln-

th torsion subgroups over a fixed separable closure ks of k which is a finite

group (the proof is similar to the case for elliptic curves, see Mumford’s book

[14]). Then {A(ks)[ln]}n with compatible Galois action forms a direct system

naturally. Then the direct limit lim−→n
A(ks)[ln] is called the l-divisible group

on A, written as A[l∞], which has a Galois action on itself. Note that we can

also construct the l-divisible group on Gm using the same step.

In fact, we can get the l-divisible group on A (resp. Gm) using the Tate

module Tl(A) (resp. Tl(Gm)). We formulate as follows:

Ql/Zl ⊗Z Tl(A) = (lim−→
n

Z/lnZ)⊗Z Tl(A)

= lim−→
n

(Z/lnZ⊗Z Tl(A))

= lim−→
n

Tl(A)/lnTl(A)

= lim−→
n

A(ks)[ln]

= A[l∞]

From the above formulation, we have that the Galois action on A[l∞] is the

same as the action inherited from Tl(A) by using the functor Ql/Zl ⊗Z ·. By

the same reason, we have that Gm[l∞] = Ql/Zl ⊗Z Tl(Gm). Further more,

given a short exact sequence B
κ

� M � A, where

A, B ∈ {abelian varieties over k} ∪ {Gmover k} .

Then we have a short exact sequence:

Tl(B)
κ

� Tl(M) � Tl(A). (3.15)



Applying the functor Ql/Zl ⊗Z · on this sequence, we get a right exact se-

quence:

0→ Ql/Zl ⊗Z Tl(B)→ Ql/Zl ⊗Z Tl(M)→ Ql/Zl ⊗Z Tl(A)→ 0. (3.16)

In fact, this is also left exact with the reason as follows. Assume that there

exists r ≥ 0 and (bi)i ∈ Tl(B) − {0}, such that l−r ⊗Z (κ(bi))i = 0. Since

(bi)i 6= 0 implies that (κ(bi))i 6= 0, hence r = 0. This shows that 3.16 is also

right exact. Then we actually get a short exact sequence:

0→ B[l∞]→M [l∞]→ A[l∞]→ 0 (3.17)

On the other hand, we also have Tl(A) = Hom(Q/Z, A[∞]), and the Galois

action on Tl(A) is induced by the Galois action on A[∞]. Also the functor

Hom(Q/Z, ·) is exact on B[l∞] � M [l∞] � A[l∞]. Hence we know that the

l-Tate modules on A is equivalent to the l-divisible group on A (note A can

be either an abelian variety over k or Gm over k). Moreover, the sequence

3.15 splits if and only if 3.16 splits.

Lemma 3.12. Let k be a field, A an abelian variety over k, l a prime

number, and E = (Gm � E � A) an extension whose class in ExtA (A, Gm)

is killed by m = ln0 for some integer n0 ≥ 0, where A is the category

of commutative algebraic groups over k. If Hom(A[l∞], Gm[l∞]) = 0, and

the induced extension on the corresponding l-divisible groups Gm[l∞] �

E[l∞] � A[l∞] splits, then Gm � E � A splits.

Proof. First let’s understand explicitly the meaning of ln0 · E = 0. Given

a morphism of abelian varieties f : B → A, we have a morphism f ∗ :

ExtA (Gm, A) → ExtA (Gm, B) given by pull-back, and this ∗-operation is

additive, i.e. for g : B → A, (f + g)∗ = f ∗ + g∗, also 1∗A = 1. So we

have m · E = E + · · ·+ E︸ ︷︷ ︸
m

= 1∗AE + · · ·+ 1∗AE︸ ︷︷ ︸
m

= (1A + · · ·+ 1A︸ ︷︷ ︸
m

)E = ([m]A)∗E ,

where [m]A denotes the multiplication map by m on A. And ([m]A)∗E is



given by the following commutative diagram

0 −−−→ Gm −−−→ E ′ −−−→ A −−−→ 0∥∥∥ p

y ym·

0 −−−→ Gm −−−→ E −−−→ A −−−→ 0

(3.18)

where E ′ is the pull-back of A and E, m· denotes the multiplication by m,

the two rows are exact. Since m · E = ([m]A)∗E = 0, the above row splits,

hence E ′ ∼= Gm × A, and there is a section s : A → Gm × A. In fact such

a section is unique, since the difference of two such sections must give an

element of HomA (A, Gm) which is zero from the fact that A is complete.

Again from 3.18, by using snake lemma we have ker(p) ∼= A[m]. So we have

a new commutative diagram

0 0y y
A(ks)[m] A(ks)[m]

r

y y
0 −−−→ Gm(ks) −−−→ Gm(ks)× A(ks) −−−→ A(ks) −−−→ 0∥∥∥ p

y ym·

0 −−−→ Gm(ks) −−−→ E(ks) −−−→ A(ks) −−−→ 0y y
0 0

(3.19)

where we replace E ′ by Gm × A, but we still use p to denote the original

morphism, and r corresponds to the embedding of ker(p) in 3.18. Note that

all the rows and columns are obviously exact. By the universal property of

the direct product, the embedding r : A(ks)[m]→ Gm(ks)×A(ks) must send

a ∈ A(ks)[m] to (h(a), a) ∈ Gm(ks) × A(ks), where h is a morphism from

A(ks)[m] to Gm(ks). Taking the l-divisible group in the above diagram, we



get another commutative diagram with exact rows and columns

0 0y y
A(ks)[m] A(ks)[m]

r

y y
0 −−−→ Gm[l∞] −−−→ Gm[l∞]× A[l∞] −−−→ A[l∞] −−−→ 0∥∥∥ p

y ym·

0 −−−→ Gm[l∞] −−−→ E[l∞] −−−→ A[l∞] −−−→ 0y y
0 0

(3.20)

Since Gm[l∞] � E[l∞] � A[l∞] splits, there exists a section t : A[l∞] →
E[l∞]. Then there is a unique section t′ : A[l∞]→ Gm[l∞]×A[l∞], which lifts

t. Also we have a section t0 : A[l∞]→ Gm[l∞]× A[l∞] by sending a ∈ A[l∞]

to (1, a) ∈ Gm[l∞] × A[l∞]. Then t′ − t0 is in Hom(A[l∞], Gm[l∞]) = 0 by

assumption, hence t′ = t0. On the other hand, for a ∈ A(ks)[m], p(t′(a)) =

t(m · a) = t(0) = 0 implies that t′(a) ∈ ker(p), hence equals to (h(a′), a′)

for some a′ ∈ A(ks)[m]. Since t′ is a section in the above diagram, we have

a = a′, so (1, a) = t0(a) = t′(a) = (h(a), a). This shows that h is the

trivial morphism, it follows that E(ks) ∼= (Gm(ks)×A(ks))/(1×A(ks)[m]) ∼=
Gm(ks)× (A(ks)/A(ks)[m]), and Gm � E � A splits.

Proof of theorem 3.10: Let (Gm � M � E) ∈ ker(Φ). Note that this

extension class is killed by some l-power. If moreover

Hom(E[l∞], Gm[l∞]) = 0 (3.21)

and

Gm[l∞] � M [l∞] � E[l∞] (3.22)

splits, by the above lemma we have that (Gm � M � E) splits. So we

are left to prove that 3.21 holds, and that 3.22 splits. Since the Frobenius



actions on Tl(E) and Tl(Gm) don’t have any common characteristic root, it

follows that Hom(Tl(E), Tl(Gm)) = 0. Hence we get:

Hom(E[l∞], Gm[l∞]) = (Ql/Zl ⊗Z ·)(Hom(Tl(E), Tl(Gm))) = 0.

Now we turn to prove that 3.22 splits. Since (Gm � M � E) ∈ ker(Φ),

the induced extension Tl(Gm) � Tl(M) � Tl(E) splits. Applying the func-

tor Ql/Zl ⊗Z ·, we have that:

Gm[l∞] � M [l∞] � E[l∞]

splits.

At last, we can prove our main theorem.

Proof of the Main theorem: By theorem 3.2 and 3.9, we have

ExtC (Tl(E), Tl(Gm)) ∼= coker(Z2
l

ρ(1)t−q−→ Z2
l )

and

Zl ⊗Z Ext(E, Gm) ∼= coker(Z2
l

ρ(1)−q−→ Z2
l ).

Since ρ(1)− q is a linear map of rank 2 on Z2
l , so

det(ρ(1)− q) = det(ρ(1)t − q) 6= 0.

Then ](coker(ρ(1)−q)) = ](coker(ρ(1)t−q)). By theorem 3.10, Φ is injective,

it follows that Φ is actually an isomorphism.
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