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Introduction

In this thesis we will take a look at stochastic games. The first two chapters
are based on chapter 2 and 3 of the book ’Markov Decision Processes’, by
Filar and Vrieze [0]. Some parts are condensed, whereas other parts get a
more extensive treatment. Solutions to some of the exercises posed in the
book are integrated in the text.

In chapter 1 we start by taking a look at Markov Decision Processes,
which can be regarded as one-person games. Some basic definitions and
theorems are introduced, on which we will expand in chapter 3. Chapter 1
covers a couple of summable Markov decision processes, also called MDPs.
In order to compare different strategies, four methods of evaluation are
introduced here, of which the g-discounted model and the limiting average
model are our main objects of study. We discuss methods of finding an
optimal strategy for these models, and, if a strategy is already given, how to
improve upon it. It turns out we have an important tool in our possession
in the form of Linear Programming. Furthermore the theory of Markov
decision processes is applied to derive a formulation of the Hamilton cycle
problem. Besides stationary strategies, we also take a brief look at Markov
and behaviour strategies. An explanation is given as to why we can restrict
ourselves to stationary strategies in this chapter, without loss of generality.

In chapter 2 we try taking these ideas to a higher level, and we try to
apply them to 2-player games. Unfortunately, linearity is lost in most of the
cases, and consequently we cannot always use Linear Programming to find
optimal strategies. For (-discounted games, we show that subclasses exist
in which the linearity is retained, and the LP approach still holds. In order
to solve more general stochastic games it is necessary to study nonlinear
programming methods. We take a look at a modified version of Newton’s
method, and use this to solve general g-discounted models. Problems arise
in the analysis of the limiting average games. These are shown by way of
the example of the Big Match. As it turns out, it is not always possible to
formulate an optimal stationary strategy in this model. A natural question
which now arises is how well we can perform with stationary strategies. This
leads to the introduction of e-optimal stationary strategies. The nonlinear
programming approach is also tried on general-sum, K-player games, both
discounted and limiting average.
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Chapter 3 deals with an article by Mertens and Neyman [12] about the
existence of the value of a limiting average game. They provided an answer
for the question whether the value of such a game always exists. In this thesis
we try to clarify their result for the case with finite actions and finite states.
In order to do this we briefly discuss summation theory, in particular Abel
and Cesaro summation. Our main line of approach is the consideration of a
sequence of J-discounted games with § approaching 1. This brings us to the
subject of Puiseux series and results published by Bewley and Kohlberg [1].
After these prelimaries we present the main result of Mertens and Neyman.

Finally, I would like to thank Prof.Dr.Kallenberg for all his time, effort
and patience in coaching me. Whenever I hit a dead end, a meeting with
him would see me through. Furthermore, I would like to thank Dr.Spieksma
and Dr.Kooman for being part of the exam committee. And finally, Claire
Coombes for correcting my English, and encouraging me along the entire
way. I couldn’t have done it without her.
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Chapter 1

Markov Decision Processes

1.1 Introduction

In this chapter we approach the subject of Stochastic Games from the
perspective of Markov Decision Processes with a finite state/action space.
These can be viewed as a special case of stochastic games, namely where
there is only one player. This means we can consider it to be an optimization
problem. Our main approach will be to reformulate the problem in terms of
an optimal control problem using mathematical programming, resembling
the following:

Find a control that:

maximizes (objective function)
subject to:

satisfaction of feasibility constraints.

This approach will prove very fruitful and many of the techniques used
in this chapter will be extended to the multiplayer case in the next chapter.

1.2 The Summable Markov Decision Processes

A Markov Decision Process can be viewed as an extension of Markov Pro-
cesses. Whereas Markov Processes have only one action to choose from,
which consequently defines the transition probabilities to the other stages, a
Markov Decision Process can have more than one action, each of which de-
fines its own transition probabilities. As in Markov Processes, the process is
observed at discrete time intervals ¢t = 0,1, 2,3, ..., which are referred to as
stages. The state of the process at time point ¢ will be denoted by the random
variable S;. The values S; can take can be finite or infinite. We will restrict
ourselves however to the finite case. This means S; € S = {1,2,...,N},
where S is called the state space. When the process is in state ¢ at time ¢
we will write {S; = i}.



The process is controlled by a controller (also called player or decision
maker), who chooses an action a; € A(i) = {1,2,...,m(i)} at time ¢ if the
process is in state i at that time. As with the state space, we will take
this action space to be finite. The action taken at time point t will be
denoted by the random variable A;. Each decision a; € A(i) results in an
immediate reward or output r(i,a:) and a transition to another state j € S,
which depends on the transition probabilities connected to this choice. This
brings us to another restriction we will impose. We will only consider cases
where the actions chosen are independent of time and any previous states
and actions. This means that stationary transition probabilities exist, such
that

pij(a) =P{Spy1 =7 | Sy =i, A4 = a} (1.1)
forallt=0,1,2,....

In every state ¢ we can impose a probability distribution on the choices
we have. We can write this as a nonnegative row vector

f(i) = (f(z,1), f(3,2),...,f(i,m(2))), with Z f(iya) = 1.

a=1

We can now define a strategy as the block row vector

A strategy will be called pure or deterministic if for all ¢ € S there is an
a; € A(i) such that f(i,a;) = 1 and f(i,a) = 0 for all @ # a;. In such a
case we will often shorten f(s,a) to f(i) = a;. Other strategies we will call
mixed. If the controller’s decision in state ¢ is not dependent on the history
of the process, i.e. if the controller’s decision in state 4 is invariant with
respect to the time of visit to i, a strategy is called stationary.

Every strategy f defines a probability transition matriz

P(f) = (pi(£)) Y= (1.2)
with entries given by

pij(f) = Y pij(a) f (i, a). (1.3)
a=1

Under the most natural assumption the process has to move into one of the
states of S at every transition, that is

N
> pijla)=1  forallac A(i), i €8. (1.4)
j=1



This means every stochastic matrix P(f) uniquely defines a Markov Chain.

Now that we have established the definition of a strategy, a natural
question is how to compare two different strategies. To do this however we
first need to have a way to evaluate them. For every strategy we have a
sequence of random rewards/outputs { R¢};~, with R; being the reward for
the period [¢,t 4+ 1). Once the initial state i and a strategy f are specified,
then so is the probability distribution of R; for every ¢t = 0,1,2,.... The
expectation of Ry is well defined and will be denoted by

Ef[Ry] := Eg[R¢|So = i]. (1.5)

We will now discuss two ways of evaluating a strategy, the [-discounted
Markov decision model and the terminating Markov decision model.

1.2.1 Total Reward Markov Decision Model I',

The most obvious way of trying to evaluate a strategy is to sum up the
rewards in every stage. Consider a Markov decision process over an infinite
time horizon in which the value of a stationary strategy f € Fg from a
starting state ¢ € S is defined by

vo(i,£) = Eie(Ry). (1.6)

t=0

The above is called the total reward criterion, and we will denote the corre-
sponding model by I';. The problem with this model however is that summa-
bility is not guaranteed. For example, let S = {1,2}, A(1) =1, A(2) = 3.
The transitional probabilities and rewards are represented by the following
picture:

10

(0,1) (0,1)

state 1 state 2

In this representation a box corresponds to an action in a state and its
reward/transitions, with the rewards above the diagonal divider, and the



transitions below it. Taking f; = (1,(0,0,1)), f2 = (1,(0,1,0)) and f3 =
(1,(1,0,0)), it can now easily be seen that f; = —oco, f3 =0 and f3 = co.

In order to evaluate the stream of expected rewards resulting from the
use of strategy f, define the immediate reward vector by

r(f) = (r(l,f),r(Q,f),...,r(N,f))T (1.7)
where, for each 7 € S,
r(i,f) = > r(i,a)f(i,a). (1.8)
a€A(7)

We now have for arbitrary ¢ € S

Ei[Ro] = r(i,f) = [r(f)];
N
B[R] = ijlpzj(f)’f’(j,f)z[P(f)r(f)]z‘
EelRo) = Y p (OG0 = [PPOr(D);
EelR = Y (00,0 = [P'(Ox(D)] (1.9)

where [u]; denotes the i-th entry of a vector u, and pg-)(f) is the t-step
transition probability from ¢ to j in the Markov chain defined by f. Using
(1.6) we now have

vo(i,f) = i (P(t)r(f)> . (1.10)

(2
t=0
From Markov chain theory we know that the ¢-th power of P(f) contains all
such t-step transition probabilities, that is,

PH(f) = (0 ()N,

To ensure summability we have to pose some restrictions on the stochastic
game. Suppose that for every strategy f and every pair of states (i,j) € SxS

we have that -
S ol () < .
t=1
Then the model T', will be called a transient total reward MDP. In the
transient model I',, for every f € Fg we have that
vo(f) = [T = P(f)] " ().

We will use the following arguments to show this. If we can show that
[I — P(f)] is an invertible matrix, and that

[I—P(f)"'=1+P(f)+P*f) +...



we are done. We know that ) ;° 1p( )(f) < 00, 0 limy_, pg)(f) = 0.
Furthermore,

lim [I — P(F)][I + P(f) + P?(f) + ...+ P ()] = lim [[ — P'(f)] = I.

t—o00 t—o00

Since det (1) # 0, this means det [I — P!(f)] # 0 for ¢ sufficiently large. From
this we can conclude that det[I — P(f)] # 0, so [I — P(f)] is nonsingular,

and
[I-P()]" = P (1.11)
t=0

Since we have (1.10) we know that

fo =Y _ P(f)r(f) (1.12)
t=0

This gives us:
vo(f) = [I — P(£)]"'x(f)

Another possible restriction is that the transition probabilities are such that
scalars i, po, ..., un > 0 and v € [0,1) exist satisfying

E:pw a)py < Y

for all a € A(i), i,j € S. Then the model I', will be called a contracting
total reward MDP. If T, is contracting, then it is also transient. Let m =

(1, 2, - - ., ). Multiplying over f(i,a) and summing over a gives us:
X:E:M7 pi < Vi
acA(i) =

(Remember that 3, 4(;) f(i,a) = 1). Written in matrix notation this be-
comes:
P(f)m < ym.

From this we can conclude that for every ¢ > 0
PO (f)m < 4'm
and

i p(t) i =

t=0 =

\g

This implies

pr < oo, foralli,jeSs.
=0



1.2.2 (-Discounted Markov Decision Model I's

A very important way to ensure summability is to use the overall “discounted
value” of strategy f from the initial state ¢. This will be defined by

va(i, ) =" B Eig[Ry), (1.13)
t=0

where 8 € [0,1) is called the discount factor. The model that uses (1.13)
as its performance criterion will be called the discounted Markov decision
process (or DMD, for short). In this model 3 ensures the summability of the
series. In economical terms, 8 can be thought of as some sort of inflation
correction. That this model yields a result for all 5 € [0,1) can be see by
the following. Take D = max;cg 4ea(s) |7(4, a)|. This results in

> D
lvg(i, )] < DZﬁt = -3
t=0

for alli € S and f € Fg. If vg(f) := (vg(1,1),...,v3(N,f))T we now have
analogous to the Total Reward MDM

va(f) =>_ B P (Dr(f), (1.14)
t=0
where PO(f) := Iy, the N x N identity matrix. Similar to the derivation of
(1.11)) we obtain that
[I —BP(f)] " :=1+pP(f)+B°P*(f)+... (1.15)

Substituting the above into (1.14) we obtain the following compact matrix
expression for the (discounted) value vector of f (which will also be referred
to as the value of f):

vs(f) = [ - BP(D] 'x(£). (1.16)

The discounted model I'g can be regarded as a special case of contracting
I's. Redefine the transition probabilities by

E‘j(a) = Ppij(a)

foralla e A(i),i€S,j€8S,and y; =1fori=1,2,...,N and v = 3. This
gives us

N N N
> Bija) =Y Bpi(a) =B pijla) < B =y
=1 =1 =1



Now that we have a way to evaluate an arbitrary stationary strat-
egy/control f, we can define the corresponding “optimal control problem”

Find, if possible, a strategy £ that “mazimizes” v(f).

In order to make the above optimization problem precise, we first must
define its feasible region, that is, the space of stationary strategies or controls
that will from now on be denoted by Fg. We can view this space as the
polyhedron

Fg = {f: (£(1),£(2),....£(N) | f(i,a) >0

m(i)
and Z f(i,a) =1, for all a € A(i), i € S}.

a=1

If u,v € R?, then u > v if and only if [u]; > [v]; for every ith en-
try. The corresponding component-wise strict inequality and vector maxi-
mum/minimum will have analogous interpretations. We can now state the
discounted optimal Markov control problem as

max vg(f)

subject to:
feFg

It is far from clear that this component-wise maximum exists. In later
sections we shall prove the existence and demonstrate two well-known al-
gorithms for computing the component-wise maximum and a corresponding
optimal control.

1.2.3 Terminating Markov Decision Model I,

Finally we consider a model in which
N
> pij(a) < 1forall a € A(i),i € S. (1.17)
j=1

This is a relaxation of the assumption made in the previous model. This
assumption has the interpretation that with every action a € A(7) selected
in every state ¢, there is a positive stopping probability of

N
1-— Zpij(a) >0
j=1



that signifies the “termination” of the process. The transition matrix P(f)
has the property that

N
Zpij(f) <1lforallieS. (1.18)
j=1

It follows in a manner analogous to that in the DMD model that the (ter-
minating) value vector of f is

v = Y PHP)r(f)
t=0
= [I - P(f)]"x(f).

The corresponding terminating optimal Markov control problem is the opti-
mization problem
max v (f)

subject to
feFg.

1.3 The Finite Horizon Markov Decision Process

In the previous section we assumed that the time horizon of the Markov
decision models was infinite. A logical question is what happens when the
time horizon is finite? In this section we will discuss the finite horizon
Markov process I'r in which we assume that the stages are indexed by the
time variable ¢t € {0,1,2,...,T}. In the development of stochastic games
the Finite Horizon model has not received much attention. There are two
practical reasons for this:

1. When the horizon T is “short” there is an elegant solution, which will
presented later on.

2. When the horizon T is “long” the computational complexity of the
problem becomes too big.

In the finite case we will have to extend the notion of a strategy beyond
the class of stationary strategies considered so far. A decision might be
unfavourable in the early stages because it might lead to an unfavourable
state later on, but favourable in the later stages, because there is not enough
time left to reach the unfavourable state. This means the worth of an action
is now a function of the time left before termination, and hence an optimal
control also should be time dependent.

This leads us to extend the notion of a strategy/control to that of a finite
sequence

7= (fo, f1,-- -, fr)



such that f; € Fr. We shall denote the set of all such strategies by FTA} and

call it the set of Markov strategies of the T-horizon Markov decision process.
Now, for every 7 € F%} the expectation E;;[Ry] := E;[R¢|So = i] is well

defined for each t = 0,1,2,...,7T, and hence so is the T-stage value of ©

T
vr(i,m) = ir[RY] (1.19)
t=0

for every initial state ¢ € S. The corresponding T-stage value vector of
7 is the vector vp(m) whose entries are vp(i,m) for ¢ = 1,2,..., N, and
the related T-stage Markov decision process will be denoted by I'r. The
optimization problem in this case is

max v ()
subject to:
e FL,.

If we now assume that an optimal control and optimal payoff with (n — 1)
stages to go are known, then with n stages to go all that we needs to do is
to maximize the sum of the immediate reward and the maximal expected
payoff for the remainder of the process with (n—1) stages to go. This idea is
called the principle of dynamic programming and is reflected in the following
algorithm.

In the following argmax,.; h(z) denotes the value z for which a real
valued function h(z) over Z attains its maximum.

Algorithm 1.3.1. The Backward Recursion of Dynamic Programming.

Step 1. (Initiation) Set V_1(i) = 0 for all i € S and define
N
fi(i) == o = argmax < r(i,a) + > pij(a)V_1(j)
a€A(i) =1
and
Vo(i) :== r(i,al ) = max {r(i,a)+0}.
a€A(7)

Step 2. (Recursion) For each n =1,2,...,T calculate for each i € S

N
Fion(i) = af " = argmax ) § r(i,a) + ) pig(@) Va1 (4)
j=1

and

N
Va(i) = 10077 + > pis(a] " )WVar (5)-
j=1



Step 3. Construct the strategy
= (fg. f5,- -+ 1) € Fiy

For each i € S, every w € F;‘\F/l and n=0,1,...,7T define

T
Voliym) i= > BEx[Ry|Sp_pn =i,
=T—

t n

Vi (i, ) represents the expected reward over the last n stages given that the
state at time (T" — n) is . Note that when n = T, this is simply the total
expected reward, that is

VT(iaw) = UT(ivﬂ-)
for alli € S and w € FY,.

Theorem 1.3.1. Consider the T-horizon Markov decision process 'y, and
let m* € Fﬂ be a strategy constructed by the dynamic programming algorithm
2.1. Then ©* is an optimal strategy over F}‘\F/[, and for alln = 0,1,...,T
andi € S

A(4)

N
V(i) = max{r(i,a) —l—Zpij(a)Vn_l(j)}. (1.20)
i=1

For proofs of theorems in this paper we refer from now on to [(], unless
stated otherwise. The equation (1.20) is sometimes referred to as optimality
equation of dynamic programming and is regarded as the most fundamental
mathematical tool for the analysis of Markov decision processes. In section
1.7 and 1.8 we will see that we can restrict the search for optimal strategies
to this class without loss of generality.

1.4 Linear Programming and the Summable Markov
Decision Models

In the previous section we introduced the [-discounted Markov decision
process I'g and formulated the related optimal control problem:

max vg(f)

subject to:
f € Fg.

A control/strategy f € Fg that achieves the maximum will be called an
optimal control/strategy, and the corresponding value vector of f 0

v = va(f?) = max vs(f) (1.21)

10



will be called the (discounted) value vector of the process I'g.

The question now remains whether an optimal f° and corresponding vg
exist. The following will show that this is indeed the case, and that they
correspond to optimal solutions of suitably constructed linear programs. We
shall begin by characterizing some of the properties that an optimal strategy
and the discounted value vector might be expected to possess.

Multiplying (1.16) by [I — SP(f)] gives us

vu(F) = r(f) + BP(F)vs(£). (1.22)

This means that any optimal strategy £° € Fg and vg that may exist, must
also satisfy this equation:

v =r(f%) + BP(f")vs. (1.23)

Furthermore, if vg, the discounted value vector, exists, then for each i € S
it satisfies

N
vp(i) = max 3 (i) + 63 pig(@es(i) ¢ (124)
j=1

where vg(i) is the ith entry of v.
This suggests that the value vector should satisfy the following set of
linear inequalities expressed in terms of some arbitrary variable vector v =

(v(1),...,v(N)T:

N
v(@) > r(i,a) + 8 pij(a)o()) (1.25)

j=1

for all @ € A(i), i € S. However, if for an arbitrary f € Fg we multiply
each of the above inequalities by the corresponding entry f(i,a) of f and
sum over all the a € A(i), then we shall obtain for each i € S

N
v(i) > r(i,£) + 8 pi(Fv(i), (1.26)
j=1
or in matrix form
v >r(f) + SP(f)v. (1.27)

When we substitute the inequality above into itself k times we obtain
v > r(f) + BP(E)r(£f) + - - + S PPTL(E)e(F) + BEPR(f)v (1.28)
which for k — oo yields

v >[I — BP(f)] 'x(f) = vs(f). (1.29)

11



We see that an arbitrary vector v satisfying the system of linear in-
equalities (1.25) is an upper bound on the discounted value vector due to
any stationary strategy f. This suggests that the discounted value vector of
the process I'g might be the optimal solution of the linear program

Al
min Z NU(Z)
=1
subject to

v(i) > r(i,a) +62pw ), for a € A(i), i € S. (1.30)
i=1

The coefficients 1 in the objective function of (1.30) can be interpreted as
the equal probabilities that the process I'3 begins in any given state.

If we regard the problem (1.30) as a primal linear program, and associate
with each constraint a dual variable x;,, then the dual linear program will
be of the form:

N m(3)
w35 s
=1 a=1
subject to
N m(l) )
Z — Bpij(a)]zia = N JES (1.31)
=1 a:l
Tia 2 0, a € A(l), 1 €8,
where (4, j) is the Kronecker delta. Here z; = (z;1, ..., Jiim(i)) can be seen

as some sort of frequency vector. As we can see in the following theorem,
normalizing this will give us a strategy.

We will now state the main result connecting linear programming with
the discounted Markov decision model.

Theorem 1.4.1.
1. The primal-dual linear programs (1.30) and (1.31) possess finite opti-
mal solutions.
2. Let v0 = (v°(1),0%(2),...,v"(N))T be an optimal solution of (1.50);
then vV = vg, the value vector of the process I'g.
3. Let 2 = {af,a 6 A(i),i € S} be an optimal solution of (1.31) and

define 9 = Za |2 for each i € S; then 29 > 0, and the strategy
f0 € Fg defined by

0
fO(3i,a) == x—zg foralla € A7), i € S (1.32)
x

%

is an optimal stationary strategy in the process I'g.

12



Corollary 1.4.1. (Validity of Optimality Equation)
1. The value vector vg is the unique solution of the optimality equation
(1.24).
2. For each i € S select any one action a; € A(i) that achieves the
mazimum in (1.24), that is,

N
v(i) = T(i,ai)—l-ﬁzpij(ai)v(j)

j=1

N
= max r(i,a)—i—ﬁZPij(a)U(j) )
j=1

a€A(i)

where v is the solution of (1.24). Define f* € Fg by

K/ o 1 ifa= a;
fiia) = { 0 otherwise

for each i € S. Then f* is an optimal deterministic strategy in I's,

Remark 1.4.1. From the corollary follows that the problem of finding an
optimal strategy is straightforward once the value vector vz is known since
it requires only the computation of N maxima specified in part (ii). This
leads to a family of algorithms, for the calculation of the value vector, that
has come to be known as the “methods of successive approximations”.

Remark 1.4.2. The analysis for the discounted model is also valid for
the terminating model. Notationally, the main change is the omission of the
discount factor 3 from all of the relevant equations. For instance, the primal
linear program (Pg) is replaced by the analogous primal problem

Yo
min Z NU(Z) (1.33)
=1
subject to:
N
v(i) > r(i,a) + Y pij(a)v(j), a € A(i),i € S. (1.34)
j=1

1.5 The Irreducible Limiting Average Process

A more longterm performance criterion is the limiting average Markov deci-
ston process. We define the limiting average value of the stationary strategy
f from the initial state ¢ as

, 1 ¢
v (7, ) == lim TZEZ‘f[Rt]. (1.35)



The associated model will be called the limiting average Markov decision
process (or AMD for short) and will be denoted by T'y,.

Analogous to the -discounted MDP we have the (limiting average) value
vector of f defined as

Vo i= (Va(1,£),va(2,£), ..., va(N, £)T, (1.36)
and an associated optimal control problem:
max v, (f)

subject to:
f e Fg. (1.37)

An optimal control /strategy f° will achieve the maximum in (1.37), and the
vector
Vo = vo(f0) = m}nga(f) (1.38)

will be called the (limiting average) value vector of the process T'y,.
Due to Ei[R;] = [PY(f)r(f)]; for each i € S, f € Fg (see (1.9)), and the
existence of a Markov matrix Q(f) such that

1l
Q(f) := lim M;Pt(f)

T—o0

we can also write (1.35) in vector form as

vo(f) = 1

N pie
T—oo 1

1 T

im +1E )r(f)
t=0
1 T
= |1l 72 YE) | r(F
TféoTHt:OP() r(f)

= Q(f)r(f). (1.39)

The matrix Q(f) is sometimes called the Cesaro-limit matriz of P(f), or
a stationary distribution matriz of the Markov chain determined by P(f).
From this follows that the (limiting average) value vector of any f € Fg is
given by (1.39).

A problem that may arise in this model is the existence of one or more
absorbing states. Depending on the stragegy it is possible that the process
might get trapped in one of these states. This means we have to somehow
balance these absorption probabilities when evaluating the model. To avoid
these problems will restrict ourselves to irreducible Markov chains for now.
We will assume that for every f € Fg the probability transition matrix P(f)
determines an irreducible (or completely ergodic) Markov chain. Irreducibil-
ity means the process will visit every state infinitely often, regardless of
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the choice of f. Or, in mathematical terms, it means that for every pair
of states (i,7) there exists some positive integer ¢ such that [P!(f)];; > 0.
The following lemma states a property crucial to the arguments used in this
section.

Lemma 1.5.1. Let P be the probability transition matriz of an irreducible
Markov chain and Q) be the corresponding Cesaro-limit matriz. Then

(i) Q has identical rows.

(ii) Let 9 = (q1,...,9N) be a row of Q. Then every entry of q is strictly
positive, and q is the unique solution of the linear system of equations:

qP =q
ql =1,

where 1 is an N-dimensional column vector with unity in every entry.
The vector q is called the “stationary distribution” of the irreducible
Markov chain.

Proof. We will use the Perron-Frobenius theorem [10]:

Theorem 1.5.1 (Perron-Frobenius). Let A be an irreducible n x n matriz

with nonnegative entries a;j. Then the following statements hold:

(i) there is a real eigenvalue r of A such that any other eigenvalue A
satisfies |\| < r.

(ii) the eigenvalue r is simple: r is a simple root of the characteristic poly-
nomial of A. In particular both the right and left eigenspace associated
to r are 1-dimensional.

(iii) there is a left (respectively right) eigenvector associated with r hav-
ing positive entries. This means that a row-vector v = (v1,...,vy)
and a column-vector w = (w1, ..., wy)" exist with positive entries v; >
0,w; > 0 such that vA = rv, Aw = rw. The vector v (resp. w) is
then called a left (resp. right) eigenvector associated with r. In par-
ticular two uniquely determined left (resp. right) positive eigenvectors
exist associated with v (sometimes also called ”stochastic” eigenvec-
tors) vnorm and wnorm such that ), v; = >, w; = 1.

(iv) one has the eigenvalue estimate min, Zj a;j < r < max; Zj aij

Since Pe = e, we know an eigenvalue with A = 1 exists. Suppose now an
eigenvalue A > 1 exists. This means:

lim Plx = Mz — oo.

t—o0
Furthermore ||P'z|| < ||P||*||z|| = ||z|| < co. This leads to a contradiction,
so A = 1 is maximal and unique. Applying part (iii) Perron-Frobenius now
gives the required result. O
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Now consider the irreducible Markov chain determined by some fixed
f € Fg via the transition matrix P(f). Let q(f) be its stationary distribution
as defined in the previous lemma. For each a € A(i), i € S, define

Zio(f) := qs(£) f(i,a) (1.40)

and

zi(f) == ) wia(f) = qi(F), (1.41)

a€A(7)

where the last equality follows from the fact that },c 4 f(i,a) = 1. Since
¢i(f) normally is interpreted as the long-run proportion of visits to state
i, we shall call x;(f) the long-run frequency of visits to state s and x;4(f)
the long-run frequency of the state-action pair (i,a), induced by the control
f. Furthermore, define the long-run (state-action) frequency vector x(f)
induced by f as the block-column vector whose ith block is

Xz(f) = (xil (f), xig(f), e ,xlm(l) (f))T

Analogously, the long-run state frequency vector induced by f will be the
row N-vector

Since lemma 1.5.1 states that q(f) P(f) = q(f), which implies that q(f) [ — P(f)] =
0, we can rewrite this as follows:

> 66, 4) —piy()a:(f) = 0, j€S,

i=1

—pij(a))q(f)f(i,a) = 0, j€S8, +—

||M2 :»M

Z Z ] pl] )):Ew(f) = 0, j€ S,
€A(L

where d(ij) is the Kronecker delta. Furthermore, since

N
S Y w®-3 Y ) Z% )=1
=1 acA(3) =1 a€A(7)
we consider the polyhedral set X defined by the linear constraints
1) sz\il ZaeA(i) (5(2,,7) —pij(a))aﬁw =0, j€ S
(i) 201 Yacap) ia =1
(iii) ziq >0, a € A7), i €8S.
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Defining m := Zf\il m(i), we can write this in matrix notation as
X = {x]Wx:O, 1"x =1, xz()},

where x, 1 are both m-vectors, and W is an N x m matrix whose (j, (i, a))-th
entry is
Wi(i,a) = 5(17]) _pij(a)'
It is important to note that (1.40) defines a map of the strategy space
M :Fg — R™ with
M(f) := x(f). (1.42)
We will now show that the set X is the “frequency space” of I'y,. If we

can also prove that X is in 1:1 correspondence with the space of stationary
strategies Fg, we may as well consider the transformed problem

max v (M 1(x))

subject to:
xeX

over the long-run frequency space X. The next couple of theorems will state
these results. In the next section we will take a look at them in the broader
setting of unichained Markov chains.

Lemma 1.5.2. Let 'y, be an irreducible AMD model and X be the cor-
responding polyhedral set defined by (i)-(iii). Let x be any vector in X
and consider the row vector X = (x1,x2,...,xN) constructed from x by:
T = ZaeA(i) Zia, © € S. Then we may conclude that X > 0 (i.e., x; > 0 for
alli e S).

Theorem 1.5.2. Let Iy, be an irreducible AMD model, X be the polyhedron
defined by (i)-(iii), and M : Fg — R™ be defined by (1.40) and (1.42).
Then M is an invertible map of Fg onto X with the inverse map defined by
M~Y(x) = fy, where fx(i,a) :== S for all a € A(i), i € S.

Theorem 1.5.3. Let I'y, be an irreducible AMD model, X be its long-run
frequency space defined by (i)-(iii), and M~' : X — Fg be as in (1.5.3).
Furthermore, let x° be an optimal solution of the linear program

N
max Z Z r(i,a)Tiq

=1 acA(3)
subject to:
Wx=0 (1.43)
Ix=1 (1.44)
x> 0. (1.45)

Then £9 := f 0 = M~1(x0) is an optimal strategy for the original (limiting
average) optimal control problem.
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Corollary 1.5.1.
1. Let x be any extreme point of X. Then each block x; = (i1, Tiz, - - -, Tim(i)
of x contains exactly one positive element.
2. Let x% be any basic optimal solution of the linear program (1.45). Then
£f9 = M~1(x°) is a pure optimal strategy.

)T

We can prove that we can use the same primal-dual pair of linear programs
for communicating Markov decision processes. A Markov decision process
is called communicating if for every pair of states (i,7) € S x S there exists
a control f € Fp and an integer 7 > 1 (both of which may depend on i and
j) such that pl(-;)(f) > 0.

Theorem 1.5.4. Consider a communicating MDP with the limiting average
criterion. Then:

1. The transition matriz P(f) is irreducible for all £ € Fg such that
f(i,a) >0 for all a € A(i), i € S.

2. An optimal solution to a communicating limiting average MDP can be
found from an optimal solution to the same primal-dual pair of linear
programs that are used to solve an irreducible MDP ([7])

Proof.

(i) Let F¢ denote the set of all completely mized (stationary) policies,
where f(i,a) > 0 for all a € A(i), i € S. Clearly a f' € Fg exists such
that P(fY) is irreducible. According to the definition of a communi-
cating MDP, for every (i,7) € S x S a control f € Fg and an integer
7 > 1 exist such that pZTj(f ) > 0. By combining these strategies we can

find a policy f° and an integer 7 > 1 such that p{j(fo) > 0 for every

(i,7) € S x S.

Now let f* € F¢ be arbitrary. The irreducibility of P(f*) follows from

that of P(f°) because p;;(f") > 0 implies p;;(f*) > 0 for any i,j € S.
(ii) We will first prove the following theorem:

Theorem 1.5.5. If a policy £ € Fg exists such that P(f°) is irre-

ducible, then the following condition is satisfied:

Condition: For every b= (b1,...,bx) € RY such that

N
> hi=0 (1.46)
=1

there exists y = (yiq | a € A(i), i € S) (y may depend on b)
such that:

Yia = 0, fora e A(i), i €S (1.47)
and

N
Z Yja — Z Z ympij(a) = bj, ] e€S. (1.48)

a€A(j) =1 a€A(7)
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Proof. Let £° induce irreducible P(£f%), let 7 > 0 be the equilibrium
distribution for P(f°), and let Z(f%) = [I — P(f°) +P*(f0)]71 be
the fundamental matrix for P(£°). Let b € RY satisfy (1.46) of the
condition. Define d € RN by

d=bZ(f% +cn®

with ¢ > 0 sufficiently large to assure d > 0. Take v} = d;f°(i,a) for
a € A(i), i € S. Since both d and f° are non-negative, y° > 0 (i.e.
(1.47) of the condition is satisfied). Finally, (1.48) of the condition
takes the form

d; —Zdzpw )=b;, j€S.

Since 7¥ [T — P(fo)] = 0, satisfaction of (1.48) follows from
Z(£°%) [1—P(f")] = I — P*(£f°) and from bP*(f") = 0 (using (1.46)
and p;;(f%) = 7'['? since P(fY) is irreducible) O
The general MDP (LP1) and the simpler irreducible MDP (LP2) are
defined as follows:
LP1: Let g,w € RS be the primal variables, and the dual variables
v ={zia | a € A(i), i €S}, y = {Yia | a € A(d), i € S}.
Minimize Zf\;l Big;
subject to:

N

= gpijla) > 0
j=1
N

gi+wi— Y wipi(a) > r(i,a)
=1

for a € A(i), ¢ € S, with constants ; > 0 for i € S and
Zies fi=1

DLP1:
Maximize  ;cq D e (i) (6 @)Tia
subject to:
ZZ p’Lj ))xia = O;jES
1€S a€A(s
Zx]a+z Z pw ))yia = ﬁj;jes
a€A(1) i€S acA(7)

Tia,Yia > 0; 1€ 8,a € A(i).
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LP2: Let g (a scalar) and w € R® the primal variables, and the dual
variables = {ziq | @ € A(i),i € S}.
Minimize g

subject to:
N
g+ w; — ijpij(a) >r(i,a), a € A(i),i € S.
j=1
DLP2:
Maximize ) ;cq D e (i) (6 @)Tia
subject to:

Z Z (5(27])_p23(a>)xm = 0, ]ES
1€S a€A(7)
S -

1€S acA(7)
Tie > 0; 1€ 8S,a € A(i).

Let (¢°,w") and 2° optimally solve LP2 and its dual, respectively, for
a communicating MDP. Define ¢* € R® by gf = ¢° for i € S. Since
optimal gain values in communicating MDPs are independent of the
starting state, (¢*,w”) are optimal in LP1. The objectives and dual
constraints corresponding to w of LP1 and LP2 are identical. It only
remains to show that the LP1 dual has a feasible solution of the form
(2°,4°), i.e., that a non-negative y° = {yioa | a € A(i),1 € S} exists
such that:

Z :UJG_‘_yJa Z Z ywng =B, jE€S.

acA(j) =1 a€ A(3)

Such an y° can be created by defining b € RS by

bi =B — Z ), i€8

a€A(7)

then applying the previous theorem. Note that the LP2 dual constraint
corresponding to g ensures that (1) of the condition mentioned in the
previous theorem holds for the constructed b. Conversely, if LP1 and
its dual are solved for a communicating MDP with (¢*, w?) and (2, ")
respectively, then ¢g* has identical components and (g7, w?) and 20 solve
LP2 and its dual.

O
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1.6 Application: The Hamiltonian Cycle Problem

The problem here is to find a Hamilton cycle in a directed graph, or establish
that it does not exist. In other words: find a simple cycle with N arcs in a
directed graph with N nodes.

In this section we will try to reformulate this problem as a Markov De-
cision Problem. To do this we consider the directed path on the graph G
defined by a function f mapping the set of nodes S = {1,2,..., N} into
the set of arcs A. The set of nodes can be regarded as the state space of a
Markov decision process I', where, for each state/node i, the action space

A(i) = {a = jl(i,j) € A}

is in 1-1 correspondence with the set of arcs starting from that node. We
will take node 1 as starting node in G.

If we restrict f such that f(i) € A(i), for each ¢ € S, then f can be
thought of as a deterministic strategy f in I'. We can now say that f is a
Hamiltonian cycle in G if the set of arcs {(1, f(1)), (2, f(2)),..., (N, f(N))}
is a Hamiltonian cycle in G. If the set of arcs contains cycles of length less
than N, f has subcycles in G.

If f is a Hamiltonian cycle, then P(f) is irreducible and the long-run
frequency of visits to any state 2;(f) = +. A problem arises however if
f has subcycles in G. This means that P(f) contains multiple ergodic classes,
which complicates the analysis of the Markov decision process I',.

We can circumvent this problem by using unichained Markov decision
processes. A Markov decision process is unichained if for every deterministic
stationary control f, P(f) contains only a single ergodic class and possibly a
nonempty set of transient states. That a unichained Markov decision process
does not necessarily mean that the process is irreducible as shown by the
following example.

Example 1.6.1. Let S = {1,2,3}, A(1) = 1,2, A(2) = (1), A(3) = 1.
The transitional probabilities are given by

(0.5,0.5,0)
(0.2,0.8,0) (0.8,0.2,0) (0.5,0.5,0)
state 1 state 2 state 3

It is clear that this process is not irreducible, since we cannot reach state
3 via state 1 or 2. The only ergodic class consists of state 1 and 2. This
means the process is unichained.
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A way to destroy multiple ergodic classes and induce a unichained Markov
decision process, is to perturb the transition probabilities of I', slightly to
create an e-perturbed process I'y(¢) (for 0 < ¢ < 1) defined by:

1 ifi=1landa=j
0 ifi=1and a#j
() 1 ifit>landa=j5=1
Pij = € ifi>1, a#j,and j =1
1—¢ ifi>1,a=j,andj>1
0 ifi>1, a#j,and j > 1.

With the above perturbation, for each pair of nodes (i, j) (neither equal to
1) corresponding to the original arc (i, j) the perturbation replaces that arc
by a pair of stochastic arcs (i,1) and (4, j) with weights € and (1 —¢), with
e € (0,1). We can interprete the perturbation that the decision to move
along arc (4, j) results in movement along (¢, j) only with probability (1 —¢)
and with probability € that the process will return to the home node 1.
We will now analyse the Hamiltonian cycle problem in the “frequency”
space of the perturbed process I'y(g). Via (1.40)-(1.42) we know that with
every f € Fg we can associate the long-run frequency vector x(f). We will
now show that, if we set ¢; = 0 for those states ¢ that are transient, Lemma
(1.5.1) can be extended to matrices containing a single ergodic class.

Lemma 1.6.1. Let P be the probability transition matriz of an unichained
Markov chain and Q be the corresponding Cesaro-limit matriz. Then
1. Q has identical rows.
2. Let q = (qu,...,9n) be a row of Q. Then every entry of q is strictly
positive for the recurrent states and zero for the transient states, and
q is the unique solution of the linear system of equations:

qP =q
ql =1,

where 1 is an N-dimensional column vector with unity in every entry.
The vector q is called the “stationary distribution” of the unichained
Markov chain.

For a proof of this lemma we refer to [11]. Now, as in the previous section,
consider the polyhedral set X(g) defined by the constraints

D) N S aean 0,5) —p(@)zia =0, j €S
(if) Zi\il ZaEA(i) Tig =1

(iii) ziq >0, a € A7), i €8S.
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Since for every f € Fg, x(f) € X(¢) we see that (1.40)-(1.42) define a
map M : Fg — X(¢). This leads us to the following theorem:

Theorem 1.6.1. Consider an unichained limiting average model I'y and
the polyhedral set X as above. Let x € X and fx be constructed from x
according to

(i a) = { “iel T V8= Laeag) in > 0
arbitrary, if x; = 0.

If x¢ is an optimal solution of the linear program

=1 acA(3)

subject to:
x € X,

then fxo is optimal in Iy,

Proof. Due to the adapted version of Lemma 2.4.1, v,(i, f) is independent
of the starting state i, because Q(f) has identical rows q(f), and hence
vo(f) = Q(f)r(f) implies that for every f € Fg and any j € S

N N
vl ) = [QEX®)], = Y a®)r(i.H) =3 3 ab)r(i.a)f(i.a).
i=1 i=1 a€ A(i)

Hence by Xiq(e) = 6:(£) (i, )

N

Ua(ja f)) = Z r(i,a):nm(f) (149)

i=1 a€A(i)

for every j € S and f € Fg.
Suppose now that there exists a control fe Fg that is superior to f°.
That is, R
v (4, ) > va (5, £9).

Now define the map M : X(¢) — Fg by
%, lf ZaGA(i) Tiq > 0

fx(i,a)=<1, ifz;=0anda=a (1.50)
0, if x; =0 and a # a;
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for every a € A(i), i € S, where a; denotes the first available action in a
given state according to some ordering. This means that x° = M (M (x°))
is optimal. But now

N
Z Z (i, a)zi(f) > Z Z r(i,a)wiq(£)
=1 ac A(3) 1=1 a€A(7)
N
Z Z r(i,a)x),
=1 a€A(7)
which contradicts the optimality of x°. So f xo is optimal. O

In order to be able to prove that an optimal control can derived from any
optimal solution of a linear program, we will first need to prove the following
theorem.

Theorem 1.6.2. Consider the polyhedral set
X:{x | Wx =0, 1Tx =1, XZO}

introduced in Section 1.5, but without the irreducibility assumption on the
transition probabilities. Let x € X, and define Sx = {Z €S| ZaeA(i) Tiq > 0}
and Sx = {(i,a) | ziq >0, a € A(i), i € S}. We shall say that x identifies
a unique ergodic class if B

1. The cardinalities of Sx and Sx are equal, and

2. All of the states of Sx form an ergodic class under a stationary control
fx defined by

1, if (i,a) € Sx, i € Sx
fx(i,a) =<0, if (i,a) ¢ Sx, i € Sx
arbitrary, ifi ¢ Sx.

Now every extreme point of X identifies a unique ergodic class ([7]).

Proof. The column w; ,) of DLP2 on page 20 corresponding to variable x4
and the activity vector b are given by

—pi1(a) 0

1-— pii(a) 0
W(i,a) = . s b=

—pin(a) 0
1 1
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A basic feasible solution to Program I has

Z w(w)xw =b. (1.51)
(,a)ESx
Note from Wx = 0 that p;;j(a) = 0 when (i,a) € Sx and j ¢ Sy, in

which sense “escape” from Sy is impossible. Let §§3) be a subset of Sy
containing exactly one element (i,a;) for each i in Sx, so that the set

{pi]-(a) | (i,a) € §S), VES Sx} contains the transition probabilities of a Markov
chain. This Markov chain has at least one ergodic chain consisting of states
sﬁf) C Sx and transition probabilities specified by

§£{2) = {(z’,a) € S,((l) s S,(<2)}.

Confining attention to this ergodic chain, let y; be the probability that a
random observer finds the last observed state to be state i. With z;, = y;

for (i,a) € st

. ), {Zia} is the unique solution of an equation like

2Ps = z, ze =1, (1.52)
which can be written as

N
> Wiazia =b. (1.53)

i=1 ac A(i)
Subtract (1.53) from (1.51). Since §>((2) C Sx,
Z WiaLiaq + Z Wia(l'ia - Zia) =0. (1.54)
(i,k)€Sx S (i,0)eSP

Since {z;,} is a basic feasible solution, the set {ww :(i,a) € §x} is lin-
early independent, and every coefficient in (1.54) must therefore be zero.

Hence Sy = 52 and Tia = Zia for (i,a) € Sx, the latter implying that

X

Zfil >_acA(i) TiaTia is the gain rate for the identified chain. O
Lemma 1.6.2.

(i) The set X(e) = {x(f)|f € Fg} and will from now on be called the
(long-run) “frequency space” of T'y(€).

(ii) For every x € X(e),
M (M(X)) =X,

but the inverse of M need not exist, in general.
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(iii) If x is an extreme point of X(g), then

~

fy = M(X) e Fp.

(i) If £ € Fp is a Hamiltonian cycle, then x(f) is an extreme point of
X(e).

Proof. (i) follows from the definition of M. (ii) follows from the fact that,
since M (z) = 0 for any transient state x, there is not always an inverse of M.
According to theorem 1.6.2, for every extreme point in X, the cardinalities
of Sx and Sy are equal, which means that there is only one a € A(i) for
which #j, > 0. This means f, = M(x) is deterministic. (iv) follows from
the fact that if f € Fp is a Hamilton cycle, the Markov chain consists of
one ergodic class. According to theorem 1.6.2, x identifies a unique ergodic
class. O

We shall now derive a useful partition of the class F'p of deterministic strate-
gies that is based on the graphs they “trace out” in GG. With each f € Fp
we can associate a subgraph Gy of GG defined by

arc(i,j) € Gy <= f(i) =J.

We shall denote a simple cycle of length m and beginning at 1 by a set of
arcs

el ={(i1 = 1,i2), (i2,43), - -, (imyimy1 = 1)}; m=2,3,..., N.

Now ¢} is a Hamiltonian cycle. If Gy contains a cycle cl,, we write G¢ D cl,.

Let C,, := {f € Fp|Gs D c},} the set of deterministic strategies that trace
out a simple cycle of length m, beginning at 1, for each m =2,3,..., N. Cy
is the set of strategies that correspond to Hamiltonian cycles and any single
Cy, can be empty, depending on the structure of the original graph G.

The partition of the deterministic strategies that seems to be most rele-
vant for our purposes is

N
Fp=|lJcn| B, (1.55)
m=2
where B contains all of the deterministic strategies that are not in any of the
Cy’s. All strategies in a given set in the partition (1.55) induce the same
long-run frequency z1(f) of visits to the home node 1. This observation is

captured in the following proposition.

Proposition 1.6.1. Let ¢ € (0,1], f € Fp, and x(f) be its long-run fre-
quency vector (that is, x(f) = M(f)). The long-run frequency of wvisits to
the home state 1 is given by

vi(f) = D wia(f) =

{dl iff€Cm, m=2,3,....,N
a€A(1)

= if £ e B,



where dp,(€) =1+ > ,(1 —€)™2 form =2,3,...,N.

This proposition leads to the following characterization of the Hamiltonian
cycles of a directed graph.

Theorem 1.6.3.

(i) Let £ € Fp be a Hamiltonian cycle in the graph G. Then Gg =

ek, x(£) is an extreme point of X(g) and x;(f) = #(8).

(i1) Conversely, suppose that x is an extreme point of X(¢) and that 1 =
D acA(1) Tla = #(6) Then £ = M(x) is an Hamiltonian cycle in G.

Corollary 1.6.1. Hamiltonian cycles of the graph G are in 1:1 correspon-
dence with those points of X(e) that satisfy

() ©1= Yaea1) 10 = gug

1) For every i € S, x; = Tio > 0 and Ze € {0,1} for each
acA(1) ZTq
a€ Ai), i €8S.

Now, let D = diag(D1, D2, ..., Dy) be a block-diagonal matrix with its ith
block equal to D; for i = 1,2,..., N. Suppose that D; is an m(i) x m(7)
matrix with all the diagonal elements equal to 0 and off-diagonal elements
equal to 1 (where m(i) is the cardinality of A(7)), for each i € S. Consider
the following (indefinite) quadratic program:

min x! Dx

subject to: (QP)

Theorem 1.6.4.

(i) Let £ be a Hamiltonian cycle in G. Then x(f) is a global minimum of
(QP) such that (x*) Dx* = 0.

(i) Conwersely, let x* be a global minimum of (QP) such that (x*)T Dx* =
0. Then fx» = M(x*) is a deterministic strateqy that traces out a
Hamiltonian cycle in G.
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1.7 Behaviour and Markov Strategies

When we are trying to solve AMD models, it is not sufficient to use pure
strategies only. Sometimes we have to use randomized controls in Fg. A
logical question at this point is whether the class Fg is sufficient, or whether
the performance of the system could be improved by using a possibly more
complex control that does not belong to Fg? In order to provide an answer to
this question we will take a look at two more general classes of nonstationary
strategies and set up the result needed to compare the performance of the
system when controlled by strategies selected from these classes.

Let S;, A; denote the random variables representing, respectively, the
state and action at time t. Let hy = (i9, ao, 91, a1, ..., a;—1,7) be the history
up to time ¢, and let H; be the set of all possible histories up to time ¢. Let
A = (U;eg A(i)) be the total action space of the process, and let P(A) be
the set of all probability distributions on the finite set A.

Define a decision rule at time t to be a function

ft : He — P(A)

such that
]P)[At = (Z|ht] ifa € A(Zt)

0 if a & A(iy). (1.36)

ft(hta CL) = {
We now have a history dependent class of strategies Fp, called behaviour
strategies. A Markov (or memoryless) strategy 7 is a behaviour strategy in
which every decision rule f; depends on only the current state, that is, for

every t =0,1,2,..., and for all histories h; = (ig, ag, - .., at—1,%) € Hy
ft(it,a) = ]P)ft [At = a]St = ’Lt]
= ]P)ft[At :a]SO :io,Ao :CLQ,...,At_l :at_l,St:it]
= ft(htaa)'

Denote the class of all Markov strategies by Fps. A stationary strategy 7 is a
Markov strategy in which all decision rules are independent of time, that is,
fr = f for every t. A stationary strategy = = (f,f,f,...) can be represented
by the already introduced block-row vector f. The class of all stationary
strategies is the same as the class Fg discussed in the previous sections. A
pure stationary (or deterministic) strategy f is a stationary strategy such
that for each ¢ € S an action a; € A(7) exists such that f(i,a) = 0 whenever
a # a;. The class of all pure stationary strategies will be denoted by Fp. It
follows from the construction of these various classes that

Fp DFy DFsDFp. (1.57)
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In all these classes the finiteness of states and actions ensures that the
expected rewards/outputs at each time ¢ remain well defined and satisfy

N
Eiyr {Ri} = Z Z Pr [St =i, Ay = a|So = ig] (i, a)
1=1 a€A(7)

for each m € Fp and ip € S. The definition (1.13) extends naturally to the
strategies m € Fg. The same goes for the terminating performance criterion.
The limiting average value of a control m (see (1.35)) however needs to be
modified. For every m € Fp and initial state ¢ we now define

1 I
77 2 Binl R

t=0

(1.58)

Ve (1, ) 1= liTIri}OI(l)f

which coincides with (1.35) whenever m € Fg.
The following important theorem shows that the performance of an ar-
bitrary behaviour control may be “simulated” by a Markov control.

Theorem 1.7.1. Let m € Fg be an arbitrary behaviour strategy. Then for
every initial state ig € S a Markov strategy T € Fprexists such that for all
a€AieS andt=0,1,2,...,

]P)[St = i,At = LL‘SO = ’io] = ]P)f [St = i,At = a|S() = i()] .
In general ™ depends on the initial state.

Corollary 1.7.1. Fix an arbitrary i € S. Let 7 € Fp be an arbitrary
behaviour strategy and ™ € Fpr be constructed from m by

f(’it,(l) = ]Pﬂ— {At = a\SO = ’io, St = Zt}

for all a € A(iy), it,90 € S, andt = 1,2,.... Let I'g,I';, and 'y, denote
the discounted, terminating, and limiting average models considered so far.
Then there is no loss of generality in restricting analysis to ¥ s since

(1) vg(i,m) = vg(i, ), vr(,7) = v:(3,7), and vo(i,T) = Vo (i,T)

(i1) SUD,ep vg(i, ™) = SUD,reF,, vy(i,m) = SUDeF vr(i,m) = SUDreF,, vy (i, 7)
and Sup sep, Vo lis T) = SUDner,, Vol T).

Furthermore, (i) and (ii) hold for any other performance criterion that ag-
gregates the sequence {E; [R¢]},2,; "€ Fp, i€ S .
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1.8 Policy Improvement and Newton’s Method in
Summable MDPs

We will now investigate whether we can improve on the optimal deterministic
control fo € Fp of the discounted Markov decision model found in section
1.3 by using a behaviour strategy. In this section we will show that fo € Fp
is also optimal in the class of all behaviour strategies. This means that for
allie S

v(1,£%) = sup wvg(i,7) = sup vs(i,7) = sup vs(i,f) = sup vs(i,f).
TI'GFB 7T€F]\/[ fer fEFD
(1.59)

The second and fourth equalities in (1.59) were already established in the
Corollaries (1.7.1) and (1.4.1), so will only need to prove the third equality.

Let 7 = (fo, f1,--+, ft,--.) € Far. Every f; now defines a transition
matrix P(f;) and an immediate expected reward vector r(f;). This results
in the following ¢-stage transition matrices:

P(m) = P(fo)P(f1)...P(fi—1) fort=1,2,...
Py(m) = In.
The (discounted) value vector of m = (fo, f1,..., ft,...) can now be written
as
vs(m) =Y B P(m)r(fo). (1.60)
t=0

Further, we shall associate with 7 a Markov control 7 :=
that uses the decision rule f;41 at time ¢ for each ¢ = 0,
from (1.60) that

(flvaa- . '7ft+1?' )
1,2,.... It follows

vg(m) = r(fo) + BP(fo) Zﬁtflptq(?ﬁ)r(ft) (1.61)
t=1
= r(fo) + BP(fo)vs(r™). (1.62)

We will write 7! > 72 (7! > 72), respectively, if and only if

va(r') = va(r?)  (vs(r') > va(n?)).

If 7 = (fo, f1),---, ft,...) is some Markov control, then (go, g1,...,gt—1,7)
is the Markov control which uses decision rules gg, g1,...,g:—1 during the
first ¢ stages, and then switches to 7 thereafter, i.e. g = fo, 9141 = f1,-- ..

The following proposition states that if a control cannot be improved by
a deviation at the initial stage, then it must be an optimal control.

Proposition 1.8.1. Consider the discounted process I'g, and let
0 = (fg, f?, cee fto, ...) € Fpp be such that for any one-stage decision rule
f, ™ > (f,7°), then 7% is an optimal strategy.
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As a result of this theorem and the linear programming formulation of
Section 1.3 we can show that a pure stationary optimal control exists.

Theorem 1.8.1. Let I'g be the discounted Markov decision model and £* €
Fp be a pure stationary strategy constructed in Corollary (1.4.1), then £* is
optimal in the entire class of behaviour strategies. That is,

Bgry =
VAET) = max vi(r).

Corollary 1.8.1. (Local improvement Step)

(i) Let w € Fpr and f be a decision rule such that (f,7) > 7. then £ > 7,
where f uses the decision rule f at every stage.

(ii) Let £ € Fg be such that for at least one i an action a; exists such that

N
r(i,ai) + 8 pijlai)vg(j, £) > va(i, f). (1.63)
j=1

Define g€ Fg by

f(i,a), if (1.63) does not hold at i
g(i,a) =<1, if a =a; and (1.63) holds at i

0, otherwise

Then g > f.

We can now formulate the following policy improvement algorithm:

Algorithm 1.8.1. Policy Improvement Algorithm

Step 1.

Step 2.

(Initialization) Set k := 0, select any pure stationary strategy f,
and set £ := f and v¥ := v(f° = [T — BP(£°)] " 'x(£).

(Check of Optimality) With general k we have available f¥ € Fp
and v¥ = v(f¥). Let af be the action selected by f* in state i for
each ¢ € S. If the optimality equation

N N
rlisaf) + 83 pig(aft () = max 3 r(ia) + 83 piap ()
j=1 j=1

a€A(s

(1.64)
holds for each i € S, STOP. The control f* is a pure optimal
strategy and v* is the discounted value vector vg.
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Step 3. (Policy Improvement) Let S be the nonempty subset of states for
which equality is violated in (1.64), that is, the left side is strictly
smaller than the right side. Define

N
ar = arg Iéliig;) r(i,a) + BZpij(a)Uk(j)
a (A J:1

for each i € S, and a new strategy g € Fp by

fliya), ifi#S

g(i,a) =<1, ifi €S and a=a"

7

0, otherwise.
Set fH 1 .= g vFtl .= v4(g).

Step 4. (Iteration) Set k := k+1 and return to Step 1 with f* := f*+1 vk .=
k+1
vitl,

Theorem 1.8.2. The policy improvement algorithm terminates in no more
than

steps, with an optimal deterministic policy £°.

The question may arise if this algorithm is practical, because of its exponen-
tially fast growth. We will now show that this is not an issue because the
policy improvement algorithm is in more or less equivalent to the Newton’s
method for unconstrained optimization. Since this method converges to
the global minimum with quadratic rate of convergence, so does the policy
improvement algorithm.

Consider a variable vector v = (v(0),...,v(/N)) and an operator L :
RY — RV defined by

N
[L(V)li+= max {r(i,a) + 5> pij(a)o(s) (1.65)

for each i € S. The right-hand side of (1.65) can be interpreted as defining
some deterministic decision rule gy for selecting the maximizing action a; in
each state i. We now have

L(v) = L(gv)(v),

where L(gy)(u) = r(gv) + BP(gv)u, as before. In addition, define a vector-
valued function on RV by

U(v):=L(v)—v, veRY
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Since the optimality equation is valid, we have that L(vg) = vg at the
value vector vg. This means the search for this unique solution is the same
as the search for the unique zero of ¥(v). This brings us to the following
unconstrained minimization problem:

1
min || 9(v)|
subject to: (M)
v eRY,

Proposition 1.8.2.

: oy . | AEEN : — )
(i) Let W'(v) := ORI wherever these partial derivatives are de

fined. Then,

U'(v) = —[I = BP(gv)]

(ii) If J(v) = %[\IJ(V)]T [¥(Vv)], then (wherever it is defined) the gradient
of J(v) is given by the row vector

vI(v) == [¥W)]" I - BP(g0)] -

(11i) with J(v) as in (i), J(v) =0 if and only if ¥(v) = 0.

Corollary 1.8.2. Consider the policy improvement algorithm and its typical
update of the current estimate v* of the value vector, that is

vETT — Vﬂ(fk—i—l)
then vF*1 also can be obtained by one step of the Newton’s method applied

to the unconstrained minimization problem (M). That is,

1.9 Connection Between the Discounted and the
Limiting Average Models

The difference between the discounted Markov decision model I'g and the
limiting average model T, (see (1.13) and (1.35)) is the difference between
Abel summability and Cesaro summability. From the theory of summability
it can be shown that these two are closely interlinked. We will briefly touch
upon this connection here, and investigate it further in chapter 3. The
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reason for investigating this is that it provides us with tools for analyzing
the more difficult limiting average Markov decision process. In particular,
we shall make use of the inequalities

T
- 1 - "
hTHLlo%f (T f 1) ;dt < lggi{lf(l —pB) ) Bd

WE

A

RS

< limsup(1- 7)Yy
ﬁ—)l_ t=0
1 T
< lijrfljotip <T—|—1> tz:;dt (1.66)

where {d;};°, is an arbitrary bounded sequence of real numbers.
Now if we take d; := E;(R;) foreach t = 0,1,2, ... for each fixed 7 € Fp
and ¢ € S we immediately see that

Va1, m) < liﬁm ilgf(l — Bvg(i, m). (1.67)

We have already seen that each f defines a Markov chain with the transition
matrix P(f) and the stationary distribution matrix Q(f), the Cesaro-limit
matrix of P(f). Let us define the deviation matriz D(f) of P(f) by

oo

D)= Jim 3 5 [P(E) - Q(r)
t=0

where the existence of the above limit follows from the next result.

Proposition 1.9.1. Given a Markov matriz P(f) defined by a stationary
strategy £, we have that:

(i) Q(f) is well defined and satisfies
Q(f)P(f) = P(£)Q(f) = Q(F)Q(f) = Q(f).
(ii) limg 1 {(1 = 8) 5%, [PH(£) — Q(F)] } =0
(iii) The inverse [I — P(f) + Q(f)] " exists and

o0

[I—P(f)+ Q)] = lim Y [8'[P(f) - Q(F)]]".

S
(iv) The deviation matriz D(f) is well defined and, in addition satisfies
D(f) = [I—PE)+QE)]™ - Q(f)

T t
= lim e 3 SR - QUE)
t=1 k=1

= limg_1- Y _[P'() — Q(P)).

t=0
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(v) Q(f)D(f) = D(f)Q(f) = 0 and D(f)1 = 0, where 1 is a N -vector with
1 wn every entry

The above properties of P(f), Q(f) and D(f) immediately lead to the follow-
ing important connection between the discounted and the limiting average
criteria.

Proposition 1.9.2. Given any stationary strategy £ € Fg and the associ-
ated Markov matriz P(f), we have that:

(i) For any B € (0,1),

1 - BPE]™ = —Q() + D) + E(5.£)

=

where

E(B,f) :=Y_ B'[P(f) — Q(f)] — D(f).
t=0

(ii) vg(f) = ﬁva(f) + u(f) + e(5,f), where

li f)=0
S e(8,f)

and u(f) is an appropriate vector, called the bias vector of f.

fiii) Timg 1 (1= B)vs(f) = va(f)

The next theorem now states that a deterministic control f9 exists that is
simultaneously optimal in the limiting average model I', and in a whole
family of discounted models I'g for 3 sufficiently near 1.

Theorem 1.9.1.

(i) ° €[0,1) and a deterministic control f° € Fp exist such that for all
Belpn) .
f9) = .
V(") = max vi(r)
(i) With £° as in part (i) above, we have that

0y _
vo(fY) = 7{161%52 Vo ().

From now on, a stationary control that is optimal in the discounted model for
all values of the discount factor sufficiently near one will be called a uniformly
discount optimal control. With the help of these uniformly discount optimal
controls we now state two important properties of the limiting average value
vector v,. These properties will play an important role in the next section.
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Proposition 1.9.3. Let v, be the limiting average value vector. Then for
alli € S and a € A(i)

N
>3 pla@valy):
j=1

Proposition 1.9.4. Let v, be the limiting average value vector. Then an
N-vector u exists such that for all a € A(i), i € S,

V(1) + u(i) > r(i,a) —|—Zp2]

1.10 Linear Programming and the Multichain
Limiting Average Process

The general “multichain” limiting average Markov decision process can also
be solved completely with the help of linear programs. These linear pro-
grams are structurally related to those that were previously developed for
the discounted process I'g, and the irreducible limiting average process.
For a state i € S, we define an N xm(i) matrix (block) W; whose (j, (i,a))th
element is given by

Wji,a) = 0(i,7) — pij(a) (1.68)
for each j € S and a = 1,2,...,m(i) in A(i). Corresponding to this ith
block we define five m(i) x 1 column vectors:

X; = ([le, Li2y - - - .Z'Zm(z))T

vi = (v, uin)"

v, = (r(i,1),7(5,2),...,r(,m@))"
]-i — ( ) 7 )T

0, = (0,0,...,0)T.

If we put these blocks together we have

x' = (x{,....x})
y'o= 1%y
ol = )
JI = (11,03,...,0y)
J; = (0f,13,...,0%)
Jy = (0],05,....1})



each of which is a 1 x m row vector where m = Zfi L m(i), as before. In

addition, we define two N X m matrices:

w

<W15W23...5WN>
T
7o <J15J25...5JN> |

Finally, we introduce three 1 x N row vectors:

vl (v(1),...,v(N))
u? = (u(1),...,u(N))
v’ (y(1), -+ ()

where each v(i) > 0 and YN | (i) = 1.
Now we can use the following primal-dual pair of linear programs for an
arbitrary limiting average Markov decision process I'y:

min [y v]
subject to: (P,)
W 0
(u? v7) > (7, 07)
J W
and
max [r’x]
subject to:
S 6)-0
y Y
J w
x,y>0.

The feasible region of the primal problem (P,) consists precisely of the type
of inequalities that appeared in Proposition (1.9.4) and (1.9.3), respectively.
The following algorithm constructs an optimal strategy for a possibly mul-
tichain process T',.

Algorithm 1.10.1. Construction of an Optimal Strategy in I,

*

*

Step 1. Find any extreme optimal solution <X
(Da).

) of the dual linear program
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Step 2. Define the set of states

m(i)
S*:=qieSlzf=> aj,>0

a=1
Step 3. If i € S, select any action a; in A(7) such that =}, > 0. If i ¢ S*,

select any action a; in A(7) such that y}, > 0.

Step 4. Construct f* € Fp according to

.. 1, ifa=a;
i,a) = )
f7.a) {O, otherwise.

(Whenever it is convenient, we also shall write f*(i) = a; rather
than f*(i,a).)

To prove that £* constructed above is indeed an optimal control in Ty, we
need to show that that f* is well defined first, and that the value vector
Vo can be obtained from any optimal solution of the primal linear program

(Pa)-
Proposition 1.10.1.

(i) Let (u”,vT) be any feasible solution of (P,). Then componentwise
V > Vg, where vy is the value vector of I',.

(it) If ((0T)T, (v*)T)) is any optimal solution of (Py), then v* = v,.
(i) The dual problem (D,) possesses a finite optimal solution, and the

deterministic control £* defined in Step 4 above is well defined.

Proposition 1.10.2. Let ((u*)?, (v*)T)T and ((x*)T, (y*)T)T be a pair of
optimal solutions of (P,) and (Dy,), respectively, and £* € Fp be the control
constructed by Algorithm (1.10.1). Then

(i) [I — P(f)]v* = (0)
and

(ii) [v*]; + {[I — P(£*)Ju*}, = [r(£")]; for all i € S*.

Proposition 1.10.3. Let ((x*)7, (y*)T) and £* € Fp be as in the Proposi-
tion (1.10.1). Then:

(i) The set S* is a closed set in the Markov chain P(f*), that is,
pijai) =0 (1.69)

whenever i € S* and j # S*.
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(i) The set S} = S\S* consists of transient states of the Markov chain
P(f*).

The main result now follows from the preceding propositions.

Theorem 1.10.1. Let ((u*)7, (V*)T)T be an optimal solution of the linear
program (Py), ((x*)T,(y*)") be an estreme optimal solution of the dual
(Dq), and £* € Fp be constructed by the Algorithm 1.10.1. Then

vo(f*) = v = v,. (1.70)

That is, £* is an optimal deterministic strateqy in I'y,.
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Chapter 2

Stochastic Games

2.1 The Discounted Stochastic Games

2.1.1 Markov Decision Process Perspective

We will now take a look at stochastic games from the perspective of (-
Discounted Markov Decision Models. We will restrict ourselves here to
games with two controllers, referred to as player 1 and player 2, respec-
tively. Furthermore, we will take the number of states and actions to be
finite. The notation of Markov decision processes can easily be adapted to
stochastic games. The actions of the players in statei € S = {1,2,..., N} at
time ¢ will be denoted with a' € A'(i) for player 1 and a? € A%(i) for player
2, with the rewards being r!(i,a) and 72(i,a). The stationary transition
probabilities generalize to:

pij(aljaQ) = P{St_H =j| S = i,Atl = al,Af = a2} (2.1)

for allt = 0,1,2,.... The state at time ¢ is S;, and A}, A? denote the actions
chosen by players 1 and 2 at time 2, respectively.

The set of stationary strategies Fg of player 1 is defined as in Section 2.2,
and the set of stationary strategies Gg of player 2 is defined in the same way.
If g = (g(1),g(2),...,8(N)) € Gg, then each g(i) is an m?(i)-dimensional
probability vector, where m?(i) = |A%(i)|, the cardinality of A?(7). In this
section we only consider stationary strategies.

The expected reward at stage ¢ to player k (with k& € {1,2}) resulting
from (f,g) and an initial state i now will be denoted by E;sg(RF). Conse-
quently, the overall discounted value of a strategy pair (f,g) € Fg x Gg to
player k£ will be given by

(i, f,8) == B Eig(R) (2.2)
t=0

where € [0,1) and k € {1, 2}.
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Within the space of strategies Fg x Gg, we need to find a pair (f,g)
of strategies that constitutes a solution to the game. The Markov control
problem introduced in section 1.2 is no longer adequate because its solution
will usually depend on player 2’s strategy g € Gg. This interdependence
requires us to impose a “behavioural assumption” on the way that the con-
trollers play this game.

We will assume that we are dealing with noncooperative games with
complete information. That is, the players do not work together to maxi-
mize their individual overall reward function, and the players have precise
knowledge about each other’s presence in the game and reward functions.
We can now use the Nash equilibrium stated below to formulate a solution
to the game.

We shall say that (f°, g%) € Fg x Gg is a Nash equilibrium point (or EP,
for short) of the discounted stochastic game I'g if

V%(f, g’) < Vé(fo,go) for all f € Fg (2.3)

and
v%(fo,g) < v/%(fo7 g") for all g € Gg. (2.4)

This seems to imply that there is no reason for either of them to deviate from
(f 0 g’). A complication however is that, in general, there can be many Nash
equilibria with very different payoffs to the players. To avoid this problem
we will restrict ourselves to zero-sum games. A discounted stochastic game
will be called zero-sum if

r(i,at,a®) +r2(i,al,a?) = 0 (2.5)
for all i € S,a' € A'(7),a? € A%(i). This means we can simply write:

r(i,at,a®) == r(i,al, a®) = —r?(i,a, a?)
for alli € S,a' € Al(i),a® € A%(i). A consistent extension of this definition
leads to
Vﬁ(fa g) = Vé(ﬂ g) = _V%(fa g)

for all f,g € Fg x Gg, where the last equality follows immediately from the
zero-sum property and (2.2).

In view of the above, and if (f° g°) € Fg x Gg is an EP, the two
sets of inequalities defining an equilibrium point reduce to the single set of
saddle-point inequalities

va(f,8°) < va(f,¢°) < vs(f° g) (2.6)

for all f € Fg and g € Gg. In such a case we call f° (g°) an optimal
stationary strategy for player 1 (2). We now have the following theorem:
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Theorem 2.1.1. Consider the saddle-point optimality condition (2.6). Sup-
pose this condition is satisfied by both (£°,g°) and (f,§) in Fs x Gg. We
now have:

(i)
(i)

(iii)

vg = vﬁ(f()?go) = Vﬂ(fv g) = Vﬁ(fovg) = Vﬁ(fv g0>

vs(i,£%, %) = maxp, ming, vs(i, f,g) = ming, maxp, vg(i, f,g) for
every v € S

Conversely, if the “minimazes”

. .0 . .0
maxminvg(i ,f and minmaxvg(i°,f,g).
naxmin v (i, f, g) oinmax v (i, f, g)

exist and are equal for some fized i® € S, then stationary strategies f°
and g¥ exist for players 1 and 2, respectively, satisfying (2.6) for that
same state i0. This property (and (ii)) motivate the name minimax
optimality that often is used to describe condition (2.6)

Proof.

(i)

(i)

Suppose that both (£f°, g°) and (f', g) satisfy condition (3.4).
This means

vs(f,g%) < vp(f%e”) <vs(f%e)
for all f € Fg and g € Gg. This implies that

A~

va(f,g") < vs(f®.g") < vs(f°,8). (2.7)
On the other hand, we also have
vs(f.8) < vs(f, &) < vs(f,g).
for all f € Fg and g € Gg, and so
va(f®,8) < va(f.g) < vu(f.g"). (2:8)

Putting (2.7) and (2.8) together gives us the equality.

We already know from (2.6)
'7f7O: .fo’(): . .f() ’
gggﬁ%(% g)=vp(,f"g") gIgngst(% . 8)
Furthermore,
a. i b)fv > i .)f*a
pax min vs(i,f.g) 2 min vs(i.f".g)
and

min maxvg(7,f < maxvg(i,f, g*
geGy FEF g ﬂ(a ’g)_fer ﬂ(a 7g)
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(iii)

for all f* € Fg and g* € Gg. This leads to
. .’ f’ > . .’ f[)’
R vt he) 2 g el e)

= i f. o0
;rel%yﬁ(z, .g")

i i £, 2.9
Jnin max v5(i, f, g) (2.9)

v

and
min maxvg(i,f > min vg( fO
geGg feFg B( ’ 7g) - geGg ﬁ( ’ ’g)

= i f. o0
ggﬁ%(z, ,g")

v

max min vg(i,f, 2.10
max win vs(iof.g)  (210)

which proves the equality.

Define vg := v(i%, £°,g°), F5(f) := mingeg, v(i%, f, g) and G(g) :=
maxgerg va(i0, f,g), with f € Fg,g € Gg. From our assumption it
follows that there is a £ € Fg such that Fz(f") = v5. This gives us

vg = min vg(i%, £, g) <vs(i¥, %, g) (2.11)
g€Gg

for all g € Gg. Similarly there must be a g € Gg for which

vs = Gs(g") = max v(i’,£,8%) > vp(i® £, 8°) (2.12)

for all f € Fg. This gives us the two stationary optimal strategies f°
and g°.

O]

This means the discounted value vectors of all optimal strategy pairs coincide
and will be called the value vector of the zero-sum game I'g and denoted by

vg = (v3(1),08(2),...,v3(N)T.

2.1.2 Matrix Game Perspective

Up till now we have viewed a discounted stochastic game I'g as a multi-
controller generalization of the discounted Markov decision process, but we
can also approach it from the perspective of static matrix games. If m!(i)
(or m?(i)) is the cardinality of A'(7) (or A%(4)) for each i € S, then we can
define N matrix games

m! (i),m? (i)

al=1,a2=1

R(i) = [T(i,al, aQ)]
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corresponding with the states of I'3. Now each game not only has a payoff
r(i,a',a®) but also a probability transition p;;(a’,a?) leading to the next
game. In the same way as in chapter 2 we can hypothesize that if we
assume that v exists, and we know how to play optimally from the next
stage onward, then we have the following matrix game in the current stage:

R(i,vg) = [r(i,a,a®) + B pylat, a®)vs () 0. (213)
jeSs

This is also stated by the following theorem:

Theorem 2.1.2. (Shapley’s Theorem)
The discounted, zero-sum, stochastic game I'g possesses the value vector vg
that is the unique solution of the equations

v(i) = val[R(i, V)] (2.14)

foralli € S, where v = (vg(1),...,v3(N))T. Furthermore, if (£°(i),g%(i))
is an optimal (possibly mized) strategy pair in the matriz game R(i,vg) for
each i € S, then £° = (F°(1),£°(2),...,fO(IV)) is an optimal strategy for
player 1 in Ty, and g° = (g°(1),g%(2),...,8°(NV)) is an optimal stationary
strategy for player 2 in I'g.

In the remainder of this section we will extend the notation of Chapter 2 to
the discounted stochastic games.

For a fixed pair of stationary strategies f = (f(1),f(2),...,f(N)) and
g =(g(1),g(2),...,8(N)), for players 1 and 2, respectively, we shall adopt
the convention that f is a block-row vector (as in Chapter 2) while g is a
block-column vector. That is, if we define m? := va ,m%(i), then g is
an m?-dimensional column whose ith block g(i) is m?(i)-dimensional. The
following quantities will be used:

(1) pzy(fa a2) = 22112(11) pij(alaa?)f(iaal); Zvj € Sv a2 S A2<Z)
(11) pij(alvg) = 2232:(@1) pij(a17a2)g(i7a2); 7’5] € Sa al € Al(l)

(111) pij(fv g) = Zal 1 Za2 1 sz(a aQ)f(ival)g(iaaz); 1,] € S

(iv) The Markov probability transition matrix induced by (f, g):

P(f7g) = (pij(fvg))z]‘j[jzl

(v) r(i,f,a%) = >} (?r(z,al,aZ)f(z,al)
= [f(i)R(i)]2; i € S, a* € A%(i)
(vi) ri.alg) = Y5 r(i,al,a?)g(isa?)



(vii) r(i,£,8) = YD (6l a?)E(i, a)g(i, a?)
= f(i)R(i)g(i); i€ S

(viii) N-dimensional column vector:
r(f,g) = (r(1,f,g),r(2,f,g),...,r(N,f,g)"
(ix) N-dimensional discounted value vector of the pair (f,g):

vs(f,g) := [ - BP(f,g)] ' r(f,g)

2.2 Linear Programming and the Discounted
Stochastic Games

Now that we know that the value exists for I'g, a logical question is whether
we can apply the linear programming formulation used in chapter 2 to I'g
as well. The following example however demonstrates that we run into
problems when we try to do this.

Example 2.2.1. Let S = {1,2}, Al (1) = A%(1) = {1,2}, AL (2) = a?(2) =
{1},8 = %, and the reward and transition data be

2 0
(0.5,0.5) (0.5,0.5)
0 4 0
(0.5,0.5) (0.5,0.5) (0,1)
state 1 state 2

The second state is absorbing, so vi(2) = 0. The optimality equation (2.14)
4

now reduces to finding v := v1 (1) that satisfies
4

1
U:val[2+4v 0 }

0 4+ iv '
Since v is evidently nonnegative, we can use the following property of matrix
games:
T2 Ti2) . . .
A game < > is completely mixed, if 719 > 711,722 and ro; > 711, 7929,

o1 122
or r11 > 712,721 and roo > 112,7921. It follows from the Shapley-Snow theo-

rem (see [0], appendix G), that the formula for the value becomes

11 712 r117T22 — 12721
val = .
o1 T22 11+ T2 —ri2 — o1
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(2+2v)(4+31v)
6—'1-%1}
7v? 4+ 72v — 128 = 0. It now follows that v = 11—4(72 + 1/1829) or that the

value vector is

Applying this to the example we get v = , or equivalently,

v

T
1= <1(72 + v1829),0> .
1 14
Since linear programming can only produce rational values, the fact that
the (unique) value vector above contains irrational entries implies that, in
general, we cannot expect discounted stochastic games to be solved by linear
programming.

There are, however, some interesting subclasses of stochastic games that
can be solved by linear programming. We will take a look at three of them.

2.2.1 Single-Controller Discounted Games

These are the games where the transition probabilities depend on the actions
of one player only. Thus I'3(1) will be the player 1-controller game defined
by the property
pij(a',a®) = pij(a’) (2.15)

for all 4,5 € S,a' € A'(i),a® € A%(i). The player 2-controlled game can be
defined similarly.

Given a player 1-controlled game I'3(1) some of the formulas of the
previous section acquire a special form. In particular, P(f,g) = P(f) and

vs(f,g) = [I - BP(F)] ' x(f, g) (2.16)

for all (f,g) € Fg x Gg.

Due to the single-controller hypothesis (2.15) the game I'3(1) can be
expected to behave more like a Markov decision process with respect to
player 1 than the general discounted game. Suppose now that player 2
follows some stationary strategy g € Gg. Now a similar line of reasoning
which led to the linear programs (Pg) and (Dg) in Section 2.3, leads us to
the primal-dual pair of linear programs

M1
minz Nv(j)
j=1
subject to: (P5(1))
() (i) = [R()g(D)]y1 + B2, pij(a)v(f), i € S,a' € A(i)

(b) ZazeAQ(i) g(i,a2) = 1, 1€ 8

(c) gli,a) >0, i € S,a% € A%(i)
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and
N
max Z (1)
j=1
subject to: (Dp(1))
(d) N, Satearqy [0(i,4) = Bpij(a")] w1 = 5, G €S
(e) 2(i) < [x(i)R(i)],2, i € S,a* € A2%(i)
(f) z(i,a') > 0; i € S,a' € AL(i)

where x(i) = (z(i,1),2(i,2),...,2(i,m' (i))) for each i € S. Just as in
Section 2.3, the arguments given below also would be valid if the coefficients
% were replaced by some positive starting probabilities v(j) summing to 1.

We will verify first that the linear program (Dg(1)) is indeed the dual of
(Pg(1)). We know that a linear program gives rise to two related optimiza-
tion problems:

Primal Dual
maximize cly minimize x'b
subject to My <b subject to xTM > cT

y >0 x>0

Furthermore, from [11] we know that an equality in the primal problem
gives rise to a corresponding free variable in the dual problem, and vice
versa. Now let us take (Pg(1)) as primal LP.

dl|
min Z Nv(j)
7=1
subject to: (Ps(1))
(a) v(i) = [R()g(D]yr + B X5 pi(a')o(j), i € S,a' € A(i)
(b) Yuzeazp9(i,a®) =1, i€ S
(c) g(i,a?) >0, i € S,a® € A%(i).
Now W = <W1 PR WN>, with W; an N x m!(i) matrix for every i =
1,...,N, whose (j, (i,a'))th element is given by
W;(; a1y = 0(i,5) — Bpij(a).
Using the notation used in Section 3.5 we can also write the primal problem
as
)T

1
min(ﬁla 0) (Vv g
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subject to:

w®

—RT 1
and g(i) > 0.

The dual program can now be written as

maxz

)G

and x(i,a') > 0 for i € S,a’ € Al(i). We see that the free variable v
corresponds with the equality in the dual program, and the free variable z
corresponds with the equality in the primal program.

We will now show that we can use the primal-dual pair of linear programs
to solve the player 1-controlled discounted stochastic game I'g(1).

subject to:

—RT 1

Theorem 2.2.1. Consider a player 1-controlled discounted stochastic game
I'53(1) and the primal-dual pair of linear programs (Pg(1)) and (Dg(1)). Fur-
ther, let (v9,g°) be an optimal solution of (P3(1)) and (z",x°) be an optimal
solution of (Dg(1)). Then:

(i) The value vector of T'g(1) is v°, and g° is an optimal stationary strat-
egy for player 2; and

(i) If x? = ZaleAl(z‘) x?al and a stationary strategy £° for player 1 is

defined by
0

FOU,aty =28 e 8l e Al),

7

then £° is optimal for player 1.

Proof. First we have to prove that finite optimal solutions to (P3(1)) and
(Dp(1)) exist. We know that [R(i)g(i)], = Z;Zzil)r(i,al,aQ)g(i,QQ). Now
let

m := min {[R(i)g(i)],: | a' € A*(i),i € S}
M = max {[R(i)g(i)],1 | a* € A*(i),i € S}
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and 1 € RY a vector whose entries are 1. Note that the vector v = Miiﬁl

trivially satisfies the constraints of Pg(1):

(1_Mﬁ> - ﬂ]iv;pij(al) <1_Mﬂ> =M > [R(i)g()] 1 -

This means (Pg(1)) is feasible. Now let v be an arbitrary feasible solution
and ¢ € S be such that v(z) < v(i) for all i € S. We have from the constraints
of Pﬁ(l)

v(1)

v
)
=
—
0]
—~
=

) N
)| B pyy(ah)ul)
Jj=1

v
)
=
N~—
o]
—
=

i N
)] | +u@8Y pyah)
_ 2

~ [Re®)] , +60)

for all a' € A'(z). It now follows from the definitions of 7 and i that for all
i €S andal e Al(7)

~ ~

i) 2 o) = (125 ) [ROe)], = 75

This means every feasible solution of (Pg(1)) is bounded below by sl

Since (P3(1)) is feasible and bounded, it possesses a finite optimal solution.

We now mix the constraints (a) (with v = v? and g = g°) with respect
to an arbitrary f € Fg. This means that every constraint in a group corre-
sponding to a block (i,a') (respectively (i,a?)) is multiplied by f(i,a') and
all of the constraints in this group are then summed over a! € A'(i). We
now have

N
> (@) f(ia") = fOR(@g(E) + B ) pij(Fu()
ale Al(q) j=1
or, equivalently (since > ,1c 410,y f (4, a) = 1),

v(i) = r(i,f,g) + BIP(E)V], (2.17)
where v = (v(1),v(2),...,v(N))T. This gives us

v0 > r(f, g% + BP(F)VO.

Iterating this equation gives us

v0 > [T - pP(F)] ' r(f,8°) = vs(f,g") (2.18)
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Now, note that constraints (d) imply that 29 > 3 for every i € S and so £0
is well defined. Note also that f0(i,a') > 0 if and only if 2°(i,a) > 0 for
alli € S,at € AL(3).

When we mix the constraints (a) with respect to £ now, the comple-
mentary slackness property of linear programs ensures that for every ¢ € S

v'(i) = (i, £%,8%) + B [PE")V],
which leads to
V0= [1-pP(E0)] T r(E0g%) = va(E. ).
This establishes the saddle point inequality (2.6), namely,
vs(f.g") < vs(f’ g")
for all f € Fg.

We now take the constraints (e) with x = x° and z = 2z, and mix them
with respect to an arbitrary stationary strategy g € Gg. This leads to

(i) < x"(i)R(i)g(i), i € S.

However, if g = g" were used above, then with the help of complementary
slackeness we would have obtained

23) = x"()R(i)g° (), i € S.
If the last two relations are divided by z¥ for each i € S, we immediately

observe that
I‘(f07g0) S r(f0>g)7 gc GS-

When we multiply this last equation with [I — BP(f 0)]7 1, we can (by
(2.16)) conclude that

vs(f,8%) < vs(f’.g), g€ Gs
which completes the saddle point condition. O

Example 2.2.2. Let S = {1,2}, A(i) = A%(i) = {1,2} fori € S,3 = 0.7,
and the reward and transition data be

i=1 i=2
10 -6 -2 5
a'=1 a=1
(0.5,0.5) (0.5,0.5) (0.3,0.7) (0.3,0.7)
-4 8 4 -10
a=2 a=2
(0.8,0.2) (0.8,0.2) (0.9,0.1) (0.9,0.1)
a=1 a=2 a=1 a=2
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Note that the player 1-controlled structure becomes apparent in the
probability transition structure being the same in every cell in a given row in
the data arrays above. The primal linear program(Pr(1)) for this problem
now takes the form:

min Buu) 4 ;v(z)]

subject to:

(a) v(1) > IOg( 1) —6¢(1,2) + 0.35v(1) + 0.35v(2)
v(1) > —4g(1,1) + 8¢(1,2) + 0.56v(1) + 0.14v(2)
0(2) > —2¢(2,1) + 5¢(2,2) + 0.210(1) + 0.490(2)
v(2) > 4g(2,1) — 10¢(2,2) + 0.63v(1) + 0.07v(2)

(b) g(lv 1) + 9(172) =1
9(2,1) +¢(2,2) =1

(c) g(1,1),9(1,2),9(2,1),9(2,2) > 0.

We will solve this linear program and verify that it gives us the value vector
v 7 and an optimal strategy g° for player 2. Using the software package
Maple to solve this program, we get the following results:

Objective Function : %
Variable Value
v(1) : 325
v(2) 127;5
9(1,2) %
9(2,1) 51
9(2,2) T

So vﬁ — (3265’ 16765) and g0 = ((ZL 85 (103 51))

The dual problem has the following form:

max [z(1) + 2(2)]

subject to:
(a)
0.65z11 + 044z, — 021z — 0.63222 = 2
—0.35z11 — 0.14a12 + 0.5lza; + 0.93z0 = 3
(b)
z2(1) < 10x17 — 4wy
z2(1) < —6x11 + 8zi2
2(2) < 2w +  dwo
2(2) < bwag — 10x9

o1



(c) @11, x12, %21, 22 > 0.

Solving this with Maple again, we get

Objective Function %5
Variable Value

. 125

2(2) : 0

125

211 © 154

21 99

The optimal solution f° now becomes

£0 — (( 0$[1)1 -, 05592 . >7< Ol’gl - 0$82 . ))
Tyt Tip T T A Tyt Ty Ty + Ty
B 3 4 21
- ((1)(G3)

We will now verify that the f® and g® constructed above satisfy the saddle
point condition (2.6). First we will show that vs(f,g") < v5(f° g°) holds
for all f € Fg. We have already seen that in the case of a single-controller
discounted stochastic game vg(f, g%) can be written as

—1
vilf.g") = 1= GPO)] ot (2.19)

for every f € Fg. According to our definitions we have
P(f) = (pij(f))ij:l
2
pii(f) = Z pij(a) f(i,a").
al=1

Together with the observation that every strategy can also be written as f =
((p,1—p),(¢,1 —q)), with p,q € [0, 1], this leads to the following transition
probability matrix:

4_ 3, 1,3
= (L §0).
10 — 54 10154

Using Maple again we can calculate

7 -1 /_ _=310+140¢ 70 ___243p
= 107—42¢+-21 3 107—42q+21
<I_ 10P(f)> B ~2105140q 10 aaidy D - (2.20)
107—42¢+21p 3 107—42¢+21p
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This gives us

— 91
r(1,f,g") = FORLE (D) =(p 1-p) C(jl 86> <18756>

176
21 79
o211 9221
uPtu (2:21)
0 0 —2 5 %
r(2,f,g") = f(2R(2)g"(2)=(¢ 1-q) 4 —10)
15
21 7
- 2L (2.22)

Putting everything together gives us

(310—1409) (Lp+12) | 7o (2+3p)(La— )

+ A
0y _ 107—42¢+21p 3 T 107—42¢121p
vu(f, g) = . 2.93
8(£:8%) = | (210-1400) (L p+79) . 1o (44+21p) (21g 1) (2.23)
107—429+21p 3 107—42¢+21p

Using Maple again to calculate the gradient, we can verify that £0 = ((%, %) , (%, %))
is indeed the solution.

In the same way we can show Vﬁ(fo, g) < Vﬁ(fo, g) holds for all g € Gg.
We now get

7 —1

vilt®g) = 1= [P0 a0 (2.24)

with : . » s
<I— 1OP(fo)) = Qéé %%) . (2.25)

Writing g = ((s,1 — s), (¢,1 —t)) we get
r(f% g) = <3> (2.26)
325

vs(f', g) = (ﬁ%) . (2.27)

It is immediately clear now that ¢° is optimal.

2.2.2 Separable Reward State Independent Transition
(SER-SIT) Discounted Stochastic Games

In this model we have m!(i) = u and m?(i) = v for all i € S. The chosen
actions (a',a?) are the same in every state and the rewards are a sum of
state dependent part and a part depending on the action pair selected. In
what follows, ¢ = (¢(1),...,¢(N)). The assumptions are formulated in the

following;:

93



(SER) 7(i,at,a®) = c(i) + p(at,a?), a' € A(i),a® € A%(i),i €S
and
(SIT) pij(at,a?) = p;(at,a?), a' € AL(i),a® € A%(i), i,j € S.

A solution of such SER-SIT games can be obtained via the following con-
struction. With the vector ¢ associate a single auxilliary matrix game similar
in form to (2.13):
/'I/7V
R(c) = |p(a',a®) + B pj(a',a®)e(j)
J€8 al=1,a%2=1
Here R(c) does not depend on the state i. Let p := val {R(c)}, and x° =

(29, .. .,:p#) and y° = (v{,...,99)7T be a pair of optimal strategies in the

matrix game R(c).

g’ € Gg (respectively, 0 € Fg) constructed by setting g°(i) = y° (re-
spectively, £9(i) = xY) for every i € S are optimal stationary strategies
in the SER-SIT discounted game. Together with the fact that the strate-
gies do not depend on the state, we can see that x" and y° satisfy (2.6).
Furthermore,

vg=c+ (1_”ﬁ> 1. (2.28)

We can rewrite this game in the same way we did with (1.22):

vs(f,g) =r(f,g) + BP(f,g)vs(f, g)

with the help of the assumptions (SER) and (SIT). For every i € S we now
have

vis(i,£.8) = (i) + £()R(c)g(i) + B Y _ pj(f,8)(vs(),f, ) — c())-
jes
Setting r(c,f,g) := f(i)R(c)g(i) for every i € S, we can write this in vector
notation as

vg(f,g) =c+r(c,f,g)1 +BP(f,g) [vs(f,g) — ],

which, when solved for v(f, g), yields

vs(f,g) = c+[I — BP(f,g)] " [r(c, £, 2)1] (2.29)

The second term of (2.29) only depends on the state i through the choice
of strategies. Since the rows of P(f,g) are now all the same, and P(f,g) is
stochastic we have (see also section 1.2)

[I - BP(f,g)]” ZP (f.8)3 ngﬂt P(f,g)
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and that r(f,g) has identical components. We now have (from (2.29)) that

va(f,g) =c+ [x"R(c)y] 1.

1
1-p
Example 2.2.3. Let S = {1,2},A'(1) = A%(1) = A%(1) = A%(2) = {1,2}
and the transitions and rewards given by

0 2 1 3
(0.5,0.5) (1,0) (0.5,0.5) (1,0)

1 3 4
(0,1) (0.5,0.5) (0,1) (0.5,0.5)

state 1 state 2

1 3

R(c)=(<(1) §>’<1%f@ 3+2§6>>

which, for 8 = 1, givesus x = ((0,1), (0,1)), y = ((1,0), (1,0)), p= (1,13)

_ (L15)\ 4 _
and vi = (0,1) + (ﬁ) 1=(2,4).

In this example ¢ = (0,1) and p(a', a?®) = (0 2),

This gives us

2.2.3 Switching Controller Discounted Stochastic Games

In these games the action space is divided in two partitions S; and So, with
player 1 controlling the transition probabilities in S; and player 2 controlling
the transition probabilities in So:

pml,a?):{p“(a) b’ (sW)

pij((lz) if i € 8.

Example 2.2.4. Let S = {1,2}, A(1) = AY(2) = A%(2) = {1,2},4%(1) =
{1,2,3}. Let the reward and transition data be
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1 2 3 1 2
(0.5,0.5) (0.5,0.5) (0.5,0.5) (1,0) 0,1)

3 4 2 4
(0,1) (0,1) (0,1) (1,0) (0,1)

state 1 state 2



Player 1 controls the transitions in S' = {1}, and player 2 controls the
transitions in S2 = {2}. Furthermore, if player 1 were to fix her strategy in
state 1 to, say f = (0.2,0.8), then the preceding construction would lead us
to consider a player 2-controlled game I'3(2,f(1)) given below.

1.8 2.8 2.8 2
(0.5,0.5) (0.5,0.5) (0.5,0.5) (1,0) 0,1)
1.8 2.8 2.8 4
(0,1) (0,1) (0,1) (1,0) 0,1)
state 1 state 2

The following algorithm solves the switching controller discounted stochastic
game.

Algorithm 2.2.1.

Step 1. Set k := 0, choose an arbitrary v = (v%(1),.. ., UO(N))T, and find
an extreme optimal strategy f° (i) for player 1 in the matrix game
R(i,v°) for each i € S,

Step 2. Set k& := k + 1. Solve the player 2-controlled game Fﬁ(2,fk_1),
denote its value vector by vg, and set vk .= vg.

Step 3. If v¥(i) = val [R(i,vk)] for each i € S, then stop. Otherwise, find
an extreme optimal strategy £¥(). for player 1, in the matrix game
R(i,v¥) for ech i € 8!, and return to Step 2.

2.3 Modified Newton’s Method and the
Discounted Stochastic Games

When we tried to solve discounted stochastic games by means of Linear
Programming, we had to restrict ourselves to special subclasses which en-
sured linearity. Another approach is to try extend the Newton-like method
discussed in section 1.8 to stochastic games. The natural extension of the
basic Newton’s scheme such as the one presented in Corollary (1.8.2) fails
to converge however in the case of I'3. We will deal with this by introducing
a stepsize w* to ensure convergence.
To begin with, if we define an operator L : RY — RY by

L(v)(i) := val[R(i, V)] (2.30)
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for every v € RV,i € S, Theorem 2.1.2 states that the value vector vg is
the unique solution of the fixed point equations

L(v)=v. (2.31)
Finding a fixed point in (2.31) is equivalent to finding the zero of
P(v) = L(v) —v

or to finding a global minimum of the norm of ¥(v), which is equivalent to
the following mathematical programming problem:

1

min 5 [H() ()]

subject to: (M)
v e RV,

Now, if the gradient matrix of ¥ (v) is well-defined, it will be denoted
by ¢/(v). It is assumed that v¥, the current estimate of the solution, is
known, and a search direction d* is selected. In the algorithm presented
below, the search direction is selected by the classical Newton’s scheme:
d* = — [¢/(vF)] - ¥ (v¥), but the stepsize in that direction will be selected
carefully to ensure descent. That is, the iterative step of the method will
take the form

VR = vE ok [y ) (2.32)

where the stepsize w® € (0, 1] is chosen according to a line search rule that
ensures good convergence properties. '

Using a result of Shapley and Snow (see [(]) we can now formulate a
result similar to Proposition 1.8.2. They proved that for each fixed v € RV
and i € S a kernel (a square submatrix) K (i,v) of R(i,v) exists such that

: : [ K (i, v)|

val [R(i,v)] = val [K (i, V)] S S (K v)u] (2.33)
where {K(i,v)},, is the (s,t)th cofactor of the kernel K (i,v). This kernel
uniquely determines a pair of extreme optimal strategies x(i,v) and y(i,v)
for players 1 and 2, respectively, in the matrix game R(i,v). Hence it is
possible to define a pair of stationary strategies f(v) and g(v) for players
1 and 2 by setting the ith block of each of these strategies according to
f(i,v) =x(i,v) and g(i,v) = y(i,v) for each i € S.

In view of (2.30) and (2.33) we see that i(v) = L(v) — v can be dif-
ferentiated at all points v except those where the kernels satisfying (2.33)

We mention Armijo’s rule as one popular choice (e.g., see McCormick, 1983)
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change. Fortunately, the set of points where this occurs is a set of measure
zero. Whenever the respective partial derivatives exist, they satisfy

w = Bpii(£(v), 8(v)) = 0(i, )

for all 7,57 € S. Hence, whenever it is well defined,

U(v) =—[I - BP(f(v),g(v))]- (2.34)

The properties of a transition matrix and the fact that 5 € [0, 1) imply that
the above matrix is invertible, and hence that the Newton’s search direction

df = — [W(Vk)} - = [I — BP(f(vF), g(v¥)) _lw(vk) (2.35)
is well defined whenever 1)/ (Vk) exists. Now, if we let
J) = 3 )" 6(v)

then it follows that, just as in Proposition 1.8.2

vJ(v) =[] [ - BPE(V),g(v))] (2.36)

and hence that V.J(v*) = 0 implies that ¢(v*) = 0 or, equivalently, that
v* = vg, the unique value vector of I'g.

The mathematical program (M) possesses the desirable property that
there can only be one point where the gradient (2.36) is zero that is also
the global minimum of J(v) with objective funtion value equal to 0. This
suggests that any good descent algorithm of unconstrained nonlinear pro-
gramming might be expected to perform well in sovling (M) and thereby
the discounted stochastic game I'3. Below we present one such algorithm.

Algorithm 2.3.1. Modified Newton’s Method

Step 1 Set k£ := 0 and select two parameter values: a “small” value of
a € (0,1) and u € [0.5,0.8]. Also select v°, the initial estimate of
the value vector.

Step 2 Calculate for each i € S the matrix game R(4, v¥), a pair of optimal
extreme strategies x(i,v¥) and y(i,v*) for player 1 and 2 in this
matrix game, and its value L(v*)(i). Hence calculate L(v¥), ) (v¥),
and J(vF).

Step 3 If J(vF) = 0, stop; vF = V3.
Step 4 Calculate d* as in (2.35).

Step 5 Set w* = 1.
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Step 6 Test the inequality
J(vF 4+ wFdF) — J(vF) < awk [VJ(vk)dk] .
If the above inequality is satisfied, set vFT! = vk +whd¥ k= k+1
and return to Step 2.

Step 7 Set w* := uw”* and return to Step 5.

2.4 Limiting Average Stochastic Games: The Is-
sues

In the same way we extended the discounted MDP to a discounted stochastic

game, we can also extend the limiting average MDP to a limiting average

stochastic game. We will define the limiting average zero-sum stochastic

game 'y, as having the same structure as the discounted game, except that

the payoff by player 2 to player 1 corresponding to a strategy pair (f,g) €
Fg x Gg is given by

for each i € S, where Q(f,g) is the Cesaro-limit matrix of P(f,g). This
limit exists:

. !
va(i,f,8) = Hm <T+1>

y
1)t

= [Qf,g)r(f,8)];

Uauafvg) = lim = Q(f7g)r(f7 g)]z (237)

T—o0

T
>Z zfg Rt

=0

Eifg(Rt)

i

PO, g)r(f, g)]

= lim

(s
(7

Mﬂzmmﬂ

= lim
T—o00

P(”(f,g)] r(i,f, g)

Il
=)

The validity of the last equality stems from a well-known property of Markov
chains which ensures that a Markov matrix Q(f) exists such that

= lim Z Pt

T—o0

We shall say that £° € Fg and g° € Gg are optimal stationary strategies if
forallie S, f e Fg,g € Gg

va (i, £,8%) < va(i,£°,8°%) <va(i, £%,8°). (2.38)
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If a pair of optimal stationary strategies (f°,g") exists then so does the
undiscounted value vector v, of the game T, and v, := v, (f% g%). This
can be deduced as follows:

max v (7, f,8°) = vo(i,£%,g%) = min v, (i, £ g).
feFg geGgs
Furthermore,

max min v, (7, f > min vy(7,f*
max min o(d, ,g),geGS ali, 7, g)

and

min max v(7, f < maxvy(i,f, g"
gcGg feFg Oz(a ’g)_fer a(, 7g)

for all f* € Fg and g* € Gg. This leads to

grelgggrgglsva(i,f,g)Zgrgglsva(i,fo,g) = t{ggiva(i,f,go)
> i i, £
z min ?é%’;v"‘(z’ ,8)
(2.39)
and
Jnin pelggva(i,f,g) > Inin va(i,£%g) = }ggﬁva(i,ﬁ g")

Y

max min v, (7, f
fcFg geGyg o(i.f, g)

(2.40)

which proves the equality.

In chapter 2 we mentioned that the existence of absorbing states com-
plicates the analysis of an average limiting MDP. This observation is also
valid for the average limiting stochastic games. The folowing example, first
used by Gilette [¢] and later elaborated on by Blackwell and Ferguson [2],
illustrates this problem and has played an important role in the development
of the theory of stochastic games.

Example 2.4.1. (The Big Match)
Let S = {1,2,3},AY(1) = A%2(1) = {1,2} , Al(i) = A%(i) = {1} for i = 2,3,
and the reward and transition data be

(1,0,0)

(1,0,0)

(0,1,0)

(0,0,1)

(0,1,0)

(0,0,1)
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States 2 and 3 are absorbing, and so v4(2) = 0 and v,(3) = 1.
Suppose now that player 1 possesses a stationary optimal strategy

fp = ((p,1—-p),(1),(1))

for some fixed p € [0,1]. Against this strategy, player 2 is faced with mini-
mizing limiting average Markov decision process

p 1-p 0 1

(p11_p10) (p10’1_p) (011’0) (010’1)

state 3 state 2 state 3

There are two cases now:

Case 1. p =1, that is, player 1 does not take a chance and chooses to remain
in state 1. However, in such a case, against g, = ((0,1), (1), (1))”
player 1 will almost always earn 0 and hence v, (1,f1,g,) = 0.

Case 2. 0 < p < 1, that is, player 1 risks choosing action 2 in state 1 with
probability 1 — p > 0 every time state 1 repeats itself. However, in
such a case, against g, = ((1,0), (1), (1))” player 1 will ultimately
be absorbed in state 2 with probability 1. In view of the nature of
the limiting average payoff, this again results in v, (1,fp, g;) = 0.

This means that for all p € [0, 1] we can conclude that

i 1,f,,g)=0.
grélglsva( s 8)

On the other hand, if player 2 uses a strategy g* = ((3,3), (1), (1))T, we

immediately see that, irrespective of what player 1 does in state 1,

N 1
va(lafag ) = 5

Furthermore, note that in this example every stationary strategy for player
2 can be expressed in the form

g, = ((¢,1—q),(1),(1)"

for some ¢ € [0, 1]. Of course, when player 2 fixes a strategy g, then player
1 is facing the AMD process
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q
(1,0,0)
1-q 0 1
(0,9,1-9) (0,1,0) (0,0,1)
state 1 state 2 state 3

Note that if player 1 uses strategy f, with p < 1, then absorption in states
2 and 3 will occur with probabilities ¢ and 1 — g, respectively; but if p =1,
then state 1 will repeat itself infinitely often. It now follows that

ifp=1

q
Ua(l’fp’gq) = {1—(] ifp<1

and hence that maxgerg va (1, f, g,) is the function sketched below.

1/2

P ———
| —— — ——

The minimum of the above function has a value of % It should be clear
from the discussion above that

1
0 = max min v,(1,f,g) < = = min maxv,(1,f,g).
feFs gelGy Ol( g) 2 geGg feFg O(( g)

This strict inequality implies that optimal stationary strategies do not exist
in the Big Match.

Broadening the class of strategies to include Markov strategies does not
help either:

Proof. Let nt = (fo,f1,...,f;,...) € Fyyand 2 = (g, 81,---&,---) € Fuy
be a Markov strategy for player 1 resp. player 2 (see also section 1.8). If
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the probability that player 1 will ever choose action 2 is 1, taking g, = (1,0)
for all ¢ gives us v, (1, 7!, 72) = 0. If not, say m > 0 is the smallest initial
number after which player 1 chooses action 2 with positive probability e.
Now define 72 as playing g = (1,0) in the first m stages, then g,,,,; = (0,1)
and g = (3, 3) thereafter. We now have vo(1,7!,72) = (1 —¢)3.

As for the other side, taking g, = (%, %) for all ¢ gives us vy (1, 7!, 72) =
for all 7' € Fyy. If we take g, = (¢,1 — ¢) with ¢ < % for all t, taking 7
with f, = (1,0) for all t gives us v (1,7!,7%) > 1. If at some stage n we
have that ¢ > % for the first time, taking a strategy 7! with f; = (1,0) for

t <nand f, = (0,1) gives us vy (1, 7!, 72) > % O

N[

The question now arises whether the value and equilibrium solutions
exist, and if so, how do we find optimal (or equilibrium) stationary strategies
in those classes limiting average games that possess them? In the rest of
this chapter we will focus our attention on the latter. In the next chapter
we will take a look at the question of existence.

2.5 Zero-Sum Single-Controller Limiting Average
Game

Just like in the case of 3-discounted stochastic games a logical continuation
is to look for subclasses of the limiting average stochastic games which are
solvable by using linear programming. In this section we will analyze the
Single-Controller case, and try the solve it along the lines of the approach
used in section 1.10.

We have seen that for a general limiting average stochastic game I', and
a pair of stationary strategies (f,g) the (limiting average) value vector of
that strategy pair is given by:

Va (f7 g) = Q(fa g)r(f7 g) (241)

where Q(f,g) is the Cesaro-limit matrix of P(f,g).
We get the player 1-controlled limiting average game I'y(1) by adding
the restriction (same as (2.15)) that

pij(a',a®) = pij(a')

for all a' € Al(i) and a® € A2(i), i,j € S. The player 2-controlled game
I'4(2) is defined analogously

It follows immediately from the discussion above that in I', (1) for every
stationary strategy pair (f,g)

Va(f7 g) = Q(f)r(f7 g) (242)

In order to introduce the linear programming formulation of the game
I'a(1), we will need to exten slightly the notation used in Section 2.9.

63



Notation:

Just as in Section 2.9 we have W = (Wl T Wo i WN>, where the ith

block W; is an N x m?! (i) matrix whose (j, (i,a'))th element is given by

Wiq1y = 0(i,7) — pij(a).

T
The N x m! matrix J = <J1 Jo ot IN and the vectors x,y,u, v,

and v also will be exactly as in Section 2.9. However, since the rewards now
depend on the actions of two players, we will introduce a block-diagonal
matrix

R = diag [R(1), R(2). ..., R(N)]
where
m? (i),m?(4)
al=1,a2

R(i) = [r(i,a', a?)]

as before. Since m* = 3, gmF(i) for k € {1,2}, we note that R is an

m! x m? matrix. For a stationary strategy g for player 2,

Re = (B8 (RO&@)" ... (RNV)g(N)]

is an m! x 1 block-column vector. Similarly,
£R = [f()R(1),£(2)R(2), .., E(N)R(N)]

is an 1xm? block-row vector. Furthermore 0,5 i), Ly (s) are m* (i)-dimensional
vectors with all entries 0 or 1 respectively, with k = 1,2. When the dimen-
sion of the 0 or 1 vector is obvious from the context, it will not be specified.

We can now define a primal-dual pair of linear programs (P,(1)) and
(Dq(1)) corresponding to the limiting average player 1-controlled stochastic
game 'y (1). They are the primal:

min [’yTV]
subject to: (P,(1))
(a)
w 0
-RT 0
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(b) 1g(i)=1, i €S
(c) g(i) >0, 1 €8S.

With dual variable vectors x,y corresponding to the two constraint blocks
in (a) and the dual variable vector z corresponding to the constraints in (b)

we also have the dual:
max [sz}

subject to: (Da(1))
(d)

(e) [—RTXL + 2il2() < 02, 1 €S
(f) x,y > 0.
Note that in (e) above [~Rx|, = —R(i)"x(i) is an m?(i) x 1 vector for
each i € S.
We can now formulate the following algorithm for solving I's(1):
Algorithm 2.5.1.
Step 1. Find any optimal solution (ﬁT, v, gT) of (P4(1)) and any optimal
solution (&T,yT,2T> of (Dq(1)).
Step 2. Define the set of states
S*i=qieS | = Y  du>0
aleAl(3)

Step 3. Construct a stationary strategy

fz(ﬂnﬁﬂ@L”wﬂNg

according to:

Tq

Yial 1 * o1 1
L, i€ 8\S%a € AN(1)

" {“1, i€ 8* al € AL(i)
Where g}z = ZaleAl(i) gz’al'
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Unlike the case of limiting average Markov decision processes, the above
algorithm will, in general, produce randomized optimal stationary strategies
f and g for player 1 and 2 respectively.

Example 2.5.1. Let S = {1,2}, AY(1) = A%(2) = {1,2},A%(2) = 4%(1) =
{1,2,3} and the reward and transition data be

0 -6
(1,0) (1,0)
-1 -5 0 -3 -2
(1,0) (1,0) (1,0) (0,1) (0,1)
-2 0 -4 -6 0
(0,1) (0,1) (0,1) (1,0) (1,0)
state 1 state 2

We shall take the vector 47 to be ( %, %) The primal linear program reduces
to:

min [;v(l) 4 ;v(2)]

subject to:
(a)
T
0 1 -1 0 -1 0O 0 0 0 0
0 -1 1 0 1 0O 0 0 0 0
u(1)
1 1 0 0 o0 0 1 -1 0 -1 u(2)
o 0 1 1 1 0 -1 1 0 1 (1)
. v(2)
g(1,1) [ >0
1 2 0 0 0 0O 0 0 0 0 o(1.2)
5 0 0 0 0 0 0 0 0 0 g(1,3)
9(2,1)
0 4 0 0 0 0O 0 0 0 0
9(2,2)
0 0 0 3 6 0O 0 0 0 0
0 0 6 2 0 0O 0 0 0 0

66



Using Maple to solve this LP problem we get:

Objective Function —2%
Variable Activity Level
v(1) : —21
v(2) : —23
g11 : 0
g12 %
u(1) !
u(2) 0
913 %
922 %
921 5

The dual program looks as follows:

max z(1) + z(2)

subject to:

(a)
o 1 -1 0 -1 0O 0o 0 0 O
o -1 1 0 1 0O 0 0 0 O
1 1 0 0 O o 1 -1 0 -1
0o o 1 1 1 o -1 1 0 1

(b) z11+ 2212+ 2(1) <0
5x11 4+ 2(1) <0
dr19+2(1) <0
3x92 + 6x23 + 2(2) <0
6xo1 + 222 + 2(2) <0
xij,yij Z 0, 1= 1,2; j = 1,2,3.
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Using Maple again we get:

Value Objective Function : —2%
Variable Activity Level
z(1) : — %
11 Z
12 14

5
T21 28
X922 0

5
x23 28
Y12 0
Y21 0
Y23 %

Using the results obtained for (Pn(1)) and (Dq(1)) we can now calculate the
strategy f:

A 11 4
Ty = T )

2 T12

JL2 = e 7o 1
A T

f@1 = o1 + xz; + 23 T2
2 T2

122 = ff21 + 222 + T23 =0
f(2,3) = 3

The optimal strategy g is already mentioned in the solution of (P,(1)).

By fixing g we can construct an AMD model that player 1 would be
facing if she somehow knew that player 2 were going to use g. We can show
that f is optimal for player 1 in this model.

-3
(1,0)
-5/2 -5/2
(1,0) (0,1)
-2 -3
(0,1) (1,0)
state 1 state 2
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We have seen in chapter 2 that for a limiting average Markov Decision
process the optimal strategy is pure. In this case all pure strategies will
result in a value of v = —2%. Since f also results in v = —2% it must be
optimal.

Of course we can also do this with the roles of player 1 and 2 reversed.
We now get the AMD model

-14/9 -20/9 -20/9 -3 -3

(4/9,5/9) (4/9,5/9) (4/9,5/9) (1,0) (1,0)

state 1 state 2

Now every pure strategy which does not involve choosing action 1 in state
1 is optimal, for example £ = ((0,1,0), (1,0)). Since g = ((O, %, %), (%, %))
results in the same value, it must be optimal.

In the remainder of this section we will validate Algorithm (2.5.1). We
will begin by arguing that this algorithm is well defined. In particular,
we note that taking an arbitrary g € Gg,u = 0 and v = M1y with
M = max; 1 .2 {|r(i,a',a?)|}, we obtain a feasible solution of (P, (1)).
Clearly, the constraints (b) and (c) are satisfied trivially. The second block
of constraints (a) reduces to

viw = Mm1" > o
while the first block of (a) becomes
u'w v - g"RT = 0" + M [1%J] - [Re]" .
The last expression is greater than or equal to 07 because its ith block is
[M1},(0)] = [R()g(@)]" = 0%,

for every i € S

The existence of a finite optimal solution to (P,(1)) will be clear once
we demonstrate that the v’-block of every feasible soution of (Py(1)) is
bounded below. This will be a corollary of the next result.

Proposition 2.5.1. Letu’,v!, g’ be an arbitrary feasible solution of (Py(1))
and f be any stationary strategy of player 1. Then

v > v,(f,8).

69



Proof. First consider the VI W > 07 | block of constraints (a). Since W has
the same block structure as f, it is easy to verify that by mixing its i-th

subblock with respect to f we obtain, for each i € S,

v(i) > [P(£)¥], .

(2

Equivalently,
v>P(f)v;, feFg.

Furthermore, we can prove that
v>P = v>Q(f)v.
Since v > P(f)¥v, we have
v > P(f)v > P*(f)iv>... > P¥f)v

This immediately leads to

T
T-v > Y PUf)V
t=1
T
T-v+v > Y Pf)jv+vV
t=1

T
(T+1)v > Y Pif)¥v
t=0

v > — Z PL(f)¥

(2.43)

(2.44)

for every T € N. Taking the limit T" — oo now gives us the result needed:

_ . 1
v> lim ——

T
A Y PHEV = Q(f)v.
t=0

(2.45)

Similarly, the a’ W +v7J —g! RT > 0%1 block of constraints has the same
structure as f, and the mixing of its i-th subblock with respect to f yields

o(i) + (i) > £(i)R(:)g(i) + [P(f)ul;
for every i € S. Equivalently, in vector form we have
v+u>r(f,g)+ P(f)u; f € Fg.

Multiplying both sides with Q(f) gives us

QUE)¥ + Q(F)a > Q(F)r(f, &) + Q(F) P(f)u.
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Since QP = ) we have

Q(f)v > Q(f)r(fvg) = Voz(fvg)'

Using (2.45), we now get
> val£.B). (2.47)

Corollary 2.5.1.

(i) The objective function ['yT

below.

v] of the linear program (Ps(1)) is bounded

(i) The programs (P, (1)) and (Dy(1)) possess finite optimal solutions.

Next we note that the second block of constraints (d) of (Dy(1)), namely
Jx + Wy = ~, has its jth entry (after a rearrangement of terms)

ity =Y. > pi(a i | +90G) =) >0, i€S.

1€S ale Al (3)

Thus, whenever z; = 0 we have that y; > 0, and hence f in Step 3 of
Algorithm (2.5.1) is well defined.

Proposition 2.5.2. Let ( al T,gT> and ( T,yT T) be a dual pair of

optimal solutions to (Pa(1)) and (Dy(1)), respectively, and let £ € Fg be a
stationary strategy for player 1 as constructed by Step 3 of Algorithm (2.5.1).
Also let S* € S be as in Step 2 of that algorithm. Then:

(i) S* is the set of recurrent states in the Markov chain induced by P(f)
(i) v = P(E)v = Q(f)v
(iii) (i) + [( — P(f)u ] = f(i)R(i)g; i € S*.

Proof.

(i) First we show that S* is a closed set in the Markov chain P(f*),that
is
pij(a;) >0

for i € S* and j ¢ Sx*. Suppose that S* is not closed. This means that
an i € S*, a € Al(i) and j ¢ S* exist such that



(i)

The constraint [Wx*], = 0 gives us

Z 'xal_z Z pz] zal'

aleAL(j) i=1alcAl(i

Since aci‘ > 0, the second summation above includes at least one

strictly positive term corresponding to to the pair (i, af) Thus

Z X]al >0

leAl

which contradicts the assumption that j ¢ S*.

Now let S¥ = S\S*. Suppose S} contains recurrent states of P(f*).
Then there is at least one ergodic class E = {s1,s2,...,sp} of P(f")
that is completely contained in S} (otherwise, E N S* is not empty,
which contradicts the closedness of S*). Since with each i € S} the
strategy f* associates an action a} € Al(i) such that Yia, > 0, and
since ((x*)T, (y*)T, (z*)T) is an extreme optimal solution of (D,(1)),
we must have that the columns of (0 W)T corresponding to the pairs
(i1, @iy ), (12, Qiy), - - -, (ip, a;,) must be linearly independent. Let us de-

0 0
note these columns by (w ) Y (w . Note that the IV entries of
1

each wi,...,w, can be partitioned into those corresponding to states
j € E and those corresponding to states i ¢ E. If j ¢ E, we have

[Wt]j :5(it7]) plt]( ) =0-0=0

foreacht =1,...,p, since E is assumed to be an ergodic class in P(f*).
Now let Wi, Ws,..., W, be the truncations of w, ws, ..., w), obtained
by deleting the zero entries corresponding to the states not in E. The
truncated p x p matrix W = [Wy,Wa, ..., W,] must be nonsingular.
However, for each t =1,2,...,p
1TWt = Z (5(%’]) _pth(azlt)) =1-1=0,
JjEE

since E is closed under P(f*). Thus 1W = 07, contradicting the
nonsingularity of W.

From the second set of constraints of (P, (1)), namely (v*)T > 07 it
immediately follows that

Z — pij(ah)] v*(j) > 0

Jj=1
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(iii)

Let

for all a' € Al(7) and i € S. Due to the complementary slackness we
have again that for each i ¢ S* and a} selected by f* in that state i.

N
Z ng )) U*(J) = 0.

Jj=1

This gives us
(I = P(E)v], =0

whenever 7 ¢ S* and is nonnegative otherwise.

Suppose that there exists some 7 € S* such that

0 < [(I—P(f*) “ZZ(% JWM-
j=1

Since z7 > 0 for the pair (i,az), by the definition of £* we have that

N ml(z

0<Z Z zaz .77 pl] )) *(j)

i=1 gl=1

since it contains as least one strictly positive term. If we change the
order of summation however, the equation above yields

N ml(i)

Z v* Z Z —pijla )) Tipn
j=1

j=1al=1
N
=30 (G) ], = 0
j=1

since [Wx*]; = 0 for all j € S according to the first set of constraints
of Dy(1). That equality with zero contradicts the preceding strict
inequality however. This completes the proof.

Since z7 , > 0 for each ¢ € 5, the complementary slackness property

of linear programming immediately yields (iii).

O

Q) = (as(0)”

ij=1

and note that by part (i) of the above proposition

gi;j(F)=0if j ¢ S*
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where the latter is a consequence of properties of stationary distributions of
Markov chains. Now consider

'Ua(ia f‘vg) = [Q(f)r(fa g):| = Z Qij(f)r(iv fa g)

7

for any 7 € S. We can apply Proposition 2.5.2 (iii) to the above equation to
get that, for any i € S,

vali£.8) = Y au®o() + Y au(®) |(1-P() 4]

JES* jES*
= [edy] +|e®) (1-P(h)) 4],

where the last equality follows from Proposition 2.5.2 (ii) and the fact that
Q( f) = Q( fP( f)) This means that an optimal solution al,v’, g’ of
(P (1)) satisfies

v =vo(f,§) (2.48)

(2.48) and Proposition 2.5.1 together yield one half of the saddle point op-
timality condition, namely,

va(f,8) < va(f,8), f € Fs. (2.49)

Proposition 2.5.3. Let (al,%v7,g") and (xT,37,27), as well as £, be as
in Proposition 2.5.2. Then:

(i) Yics2i =V va(E,8) <A valf,g) for allg € Gg, and

(ii) va(f,§) <va(f,g) for all g € Gs.

Proof.

(i) (2.48) and the strong duality theorem of linear programming imply

that R

221 = IYTVa(f7g)'

i€S
Now, from constraints (e) of (Dg(1)) divided by &; we have that for
each j € S*

2l < 35 [F)RG)]

so mixing the above constraints with respect to an arbitrary g € Gg

yields for j € S* A
5 < ayr(itg). (2.50)

74



We will now show that

t= Q) s jes. (2.51)

Let S} := S\S* be the set of transient states induced by P(f) and

E1, Es, ..., Ey, the ergodic sets. Let ng := |Eg|, k =1,2,...,m. We
can now Write v as

. L for i € S,

1= N

A S en {75 = 2 Tics: Qun(®) ), forl€ By, k=1,2,...,m

(2.52)

This implies

oD wa®) = YD wma®) + Y v ()

I€S jeE leS} jekEy 1€E
1 ~
= HZ Z @i (f) + Z Vi
leS jeEy i€Ey
S SDIPTCED 3R LED Sty
leS jeEy JEEL 1€S}
JEEK

for k=1,2,...,m. From the linear program (D4 (1)) and the definition
of % it follows that (x)” = (%)” P(f) and, consequently, x = (%)7Q(F).
Because x; = 0 for all i € S, and ¢;(f) = 0 for all 7 € S7, we have

%; = (VTQ(f))i —0,ieS". (2.54)

For any i € Ej, we obtain using (2.53)

Bo= Y ) =Y #q(f) = au®) Y 7

j€eS JEEL JEEY
= D a®)D ) ma)
les les jEE'k
= Z’Yl Z qu Qﬂ(f)
€S  jEEg
= Z’Yl%(f)
les
= (") . (2.55)

Thus, (2.54) and (2.55) imply that X7 = 47Q(f).
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Noting that for j ¢ S* (again by constraints (e)) 2; < 0, we can
combine (2.50) and (2.51) to obtain

> zo< Y (i foe)
j€S j€S
= > [VTQf} (5, f.8)
jes /
= 4[] )]
= 7"vl(f,8).
which completes the proof of part (i).

(ii) Consider now the AMD model for player 2 induced by player 1 fixing
f. Let g° be optimal in that AMD, then componentwise
min Va(f, g) = Va(f7 gO) é Va(f‘a g)
geGg
We claim that strict inequality is impossible in any component of the

above vector inequality. If it were possible, then using the fact that
v(i) > 0 for every ¢ we could have

~

Yva(t,g) < v val(f, g)

which would contradict (i). Thus

min Va(f, g) - Va(fa g)?
geGg

which completes the proof of the proposition.

Finally, we have obtained, from (2.49) and Proposition 2.5.3 (ii), that

~

va(f,8) < Va(ﬂ ) <va(f,g)

(1=}

for all f € Fg,g € Gg.

2.6 Nonlinear Programming and Zero-Sum Stochas-
tic Games

In this section we will present a more general solution method of I'g which is
extendable to the general-sum and the limiting average case, and takes into
account the inherent nonlinearity of stochastic games. We begin by briefly
reviewing the elements of the optimality equations in Theorem 2.1.2.
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For an arbitrary vector v € R, Shapley’s auxiliary matrix games R(i, V)
for i € S have the structure

R(i,v) = R(i) + 8T (i,v) (2.56)

where
m! (i),m? (i)
T(i,v) = | 3 pisal, a2)o(s) (2.57)
Jjes al=1,a2=1
for each ¢ € S. This is a convenient representation because R(i) contains
all of the reward information of state ¢, while 7'(é,v) contains all of the
transition information.
Whenever we search for a solution of I'g in stationary strategies we are

searching for vectors f € R™ ,g € R™ and v € RN satisfying conditions of
the type

R(i,v)g(i) < v(i) 1m0
or £(i)R(i, v) > v(i)1,,2(;yr for the other player, which capture the require-
ments of the optimality equation that the players must play optimally in

the matrix games R(i,Vv), provided that v were the value vector. The above
inequalities can be viewed as

R(i)g(i) + BT (i,v)g(i) < v(i)1,,(i), i € S. (2.58)
The most natural extension of (P(1)) now becomes:
min [1v]
subject to: (NLs(1))
(a) R(i)g(i) + BT (i,v)g(i) < v(i)1p), i €S
(b) 1Tg(i)=1, i€ 8
(c) g(i)>0, ieS.

If we assume the validity of Shapley’s Theorem, then the following simple
result immediately demonstrates that optimal solutions of (INLg(1)) are
closely related to the solution of I'g.

Theorem 2.6.1. Let v be the value vector of the stochastic game and g’
be an optimal stationary strategy for player 2. Then <Vg, (gO)T) s a global

minimum of the nonlinear program (N Lg(1))

Of course we can formulate (NLg(1)) for player 2 as well. We now get:
max [1v]

subject to: (NLs(2))
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(a) £(0)R(i) + BEE)T(i,v) > v(i)120, i € S
(b) f(i)1=1,ie$S
(c) f(i) > 0T, ieS.

Clearly, the symmetric analogue of Theorem 2.6.1 holds for (NLg(2)) with
respect to player 1’s optimal stationary strategy f°.

When we use the more general formulation of a Nash equilibrium (see
(2.3) and (2.4)) instead of (2.6), we see that we can combine (NLg(1)) and
(NLg(2)) into a single nonlinear program:

min [17(v! + v?)]
subject to: (NLg)
(a) R(i)g(i) + BT (i, v')g(i) < v'(i)l10), i €S
(b) £(i)(—R(i)) 4+ BE(I)T(i,v?) < v*(i)L2(), i €S
(c) (f.g) € Fg x G,

where (b) was obtained by multiplying (a) in (NLg(2)) by -1 and replacing
v with —v2. Constraints (b) and (c) from (NLg(1)) and (NLg(2)) are,
together, equivalent to the constraint (c) in (NLg).

Theorem 2.6.2. Let (v!, 92 f,8) be a global minimum of (NLg). Then:
(i) 1(v' +¥%) =0
(i) v = vﬁ(f“,g) and v* = —v5(f,g)

(iii) f and g are optimal stationary strategies for players 1 and 2, respec-
tively, in I'g.

2.6.1 Extensions to the Limiting Average Games

As we have seen in the Big Match example, optimal stationary strategies
do not necessarily exist in limiting average stochastic games. This means
we cannot simply translate Theorem 2.6.2 to the zero-sum limiting average
stochastic game. To do this we need the concept of e-optimal stationary
strategies, developed by Blackwell and Ferguson in their paper on the Big
Match [2]. Given an ¢ > 0, we shall say that (f.,g.) € Fg x Gg are e-
optimal stationary strategies for players 1 and 2, respectively, in the game
Ly, if

va(f,g:) — el < val(fe, g8.) < valfe,g) + ¢l (2.59)
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for all f € Fg and g € Gg. It is possible to show that if v, is the value
vector of I'y, then

||V04(f€a gg) - VOé|| <e.
In this sense, O-optimality reduces to the usual mimimax optimality.
In order to evaluate the perfomance of an e-optimal strategy we can

define the following measure of distance from optimality for an arbitrary
pair of stationary strategies (f,9q):

A(E g) = Z [g%’; va(i, f,8) — grggls Va(i’fv g)| - (2.60)

Every term in the summation above is nonnegative and A(f,g) = 0 if and
only if (f,g) is a pair of optimal stationary strategies in I',. Furthermore, if
0 < A(f,g), then (f, g) is an e-optimal pair of strategies for any ¢ < A(f,g).

We can now formulate an extension of the nonlinear program (NLg) to
the case of a limiting average, zero-sum, stochastic game I',:

min [17(v! 4+ v?)]
subject to: (NLa)
(a) T(i,v")g(i) <v'(i)11z), i €S
(b) R(i)g(i) + T(i,u)g(i) < (v' (i) +u' (i) 1), 1 €S
(c) £(i)T(i,v?) < v2(i)1§2(i), i €8S
(d) £(i)[—R()] + £(i)T (i, u%) < (v*(i) + u? (i) L2y, i € S
(e) (f,g) € Fg x Gg.

The relationship between e-optimality, in stationary strategies, and solutions
of the nonlinear program (N L) is summarized in the following result.

Theorem 2.6.3. Consider a zero-sum limiting average game Iy, and a pair
of (f,8) of stationary strategies for players 1 and 2, respectively.

(i) If there exists u',u%,v',v? in RN which together with £ and g form
a feasible point of (NLg), and if 17(V' +v?) = ¢, then f and g are
g-optimal stationary strategies for players 1 and 2, respectively.

(i) Conversely, if (f‘, 5) € FgxGg is an e-optimal strategy pair, then there
exists 0, v, 42, v? € RY which together with (f, g) form a feasible
point of (NLy) that has an objective function value 17 (¥ + v?) that
is 2Ne, or less.
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Corollary 2.6.1. If u',v', g 0% v2 f form a feasible solution of (NLg)
with 1(¥* +v2) = 0, then it is a global minimum and (f,8) is an optimal
strategy pair in U'y. Conversely, if optimal stationary strategies (f,g) exist
in Uy, then there is a global minimum with an objective function value equal
to 0 in (NLg).

We now have a set of necessary and sufficient conditions for the exis-
tence of optimal stationary strategies, and the means to find them. We can
begin with any reasonable pair of stationary strategies (f 0 g"), construct
a feasible point of (N L,), and apply any descent algorithm to that nonlin-
ear program. The value of the objective function allows us to measure how
much improvement has been made with the strategy pair (f*,g*) when the
algorithm terminates.

Example 2.6.1. We will now investigate how we can apply the results in
this section to the Big Match example mentioned earlier. We have already
seen that there is no optimal Markov strategy to be found for the Big Match.
It is possible however to define an e-optimal strategy, as was shown by [2].

Theorem 2.6.4. The value of the Big Match is % An optimal strategy for
player 2 is to toss a fair coin every day. Player 1 has no optimal strategy,
but for any nonnegative integer N he can get

N

v(rk, %) = SV ED)

by using strategy 7r]1\,, defined as follows: let x,, € {1,2} be the action chosen
by player 2 at stage m. Then the history up to stage t + 1 is defined by hy =

(z1,22,...,2¢). We now calculate the excess ki of action 1 over action 2 in
hi, and choose action 2 with probability P(k, + N), where P(m) = (m}rl)Q.

Proof. Let mt = (f1,fo,...,f;,...) € Fyyand mo = (81,89, .- 8-+ ) € Fiy

for all t, the expected payoff is %, no matter what he does.

Next, notice that strategy N chooses action 2 at stage ¢t + 1 with cer-
tainty whenever k; = —N.
Let T denote the number of stages after which player 1 plays action 2
(at stage T'+ 1 the game is essentially over). Let T'(m) denote the event
[T'>m, or T'<m and 741 = 2]. We can now distinguish two types of
strategies: one for which k; will eventually equal —N, and one for which it
will not. (To distinguish these types it is assumed that player 1 will choose
action 1 all the time.)

Case A. Let 72 be a pure strategy for which we eventually have k; = — N
for some ¢. By induction on m we can show that P17 [T'(m)] >
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N

m fOT all m.

N
P . 2 [l’TJrl = 2] = lim P 172 [T(m)] >

(261
N Mmoo T Zont 26U

(a) m=1. If x; =1,

By e [T = 1> ok 7)) = o

(N +1)

77T2
If Tl = 0,

t>1]
N(N +2)
(N +1)2

P2 [T(1)] = P

1 -2 [
T TN T

= 1-p(N)=

(b) Suppose Pr1 x2 [T(m)] > v(rk,7?), for all N. If 21 =1,

Py e [Tm+ 1] = p(N)+[1—p(N)| By oz [T(rm)
> p(N)+[1—pN)]v(ry_1,7)
where Py o [T(m +1)] > v(mk_1,7™) by induction since

using strategy N against h = (1,z9,23,...) is equivalent to
choosing 1 initially with probability p(/N) and, with probabil-
ity 1—p(N) predicting 0 initially and thereafter using strategy
N — 1 against w’ = (z9,x3,...). Similarly, if 21 = 0,

Py oI+ D] = [L—p(N)|Py . [T(m)
> [1=p(N)]o(my g, 7%)
= v(mp, 7).

So (2.61) is proved. Since for (7T]1V, 7r2) we have that T < oo with
probability 1, we get

. N
[P’ﬂ.]lwﬂz [l'T—i-l = 2] = n%gloo Pﬂ}v,ﬂQ [T(m)] Z m

Case B. Let 72’ be a strategy for which k; > —N for all ¢t. Define

A(m) = Ppn 2T <mand 2, =1}
u(m) = Pr1 x2 {T < m and z; = 2}
A = lim A(m), p= lim p(m).
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Also define 77727; = (gl,gg, ey Oms (%), (%, %), . ) Then, for each
m we have that 71%; is a strategy of the type that is considered in
Case A. Now observe that

, 1
vy, ) = pt 5 (L= A=)

= lim_|u(m) + 5 (1= Am) — u(m))

m—00

= lim v(mh,7?)
m—0o0

N

2(N +1)’

where the first inequality follows from the fact that k; > — N for
all ¢, which implies that player 1 will get at least % if play does
not absorb, and where we have used the result of Case A for the
last inequality.

v

So, for every € > 0 player 1 can ensure himself a limiting average reward of
at least % — ¢, by taking N sufficiently large. As we have seen, player 2 can
guarantee himself a limiting average reward of (at most) % O

2.7 Nonlinear Programming and General-Sum
Stochastic Games

In this section we shall discuss a generalization of the results of Section 2.6 to
the general-sum, K-player, stochastic games, both discounted and limiting
average. We will only derive the results for the case of two players, since the
extension to K players only involves a more complex notation (see [5]).

We shall start with the 2-person, discounted general-sum stochastic
games, denoted with I'g. Given € > 0, we shall say that (f.,g) € Fg x Gg
forms an e-equilibrium in stationary strategies if

V%(f, ge) —el é Vé(f&g) and V%(ft‘ag) —el S V%’(ft"gs) (262)

for all f € Fg and g € Gg. In this section we will assume the validity of the
following existence theorem.

Theorem 2.7.1. In a general-sum, discounted stochastic game I'g, a Nash
equilibrium exists in stationary strategies.

Let
ZT — ((Vl)T7 (V2)T, f, gT)

be a (2N + m! 4+ m?)-dimensional vector of variables and consider the non-
linear program

min {Z 1 [Vk —rF(f,g) — ﬁP(f,g)vk} }

k=1
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subject to: (GN Lg)
(a) R! (’L)g(l) + ﬁT(Z,Vl)g(Z) < vl(i)]-ml(i)a €S

(b) f(i)R%(i) + BF(i)T(i,v?) < u2(i)1§2(i), i €8S

(C) (f,g) € FS X G57
where the superscript k& (1 or 2) refers to player 1 or 2,

ml(i),m2(i
RH) = [5Gt at)] "

al=1,a2=1

is the kth players’s immediate reward matrix in state ¢, and the matrices
T(i,v¥) are defined in (2.57). Let the objective function of (GNLg) be
denoted by v(z) for any z satisfying (a)-(c). We shall refer to the f and g
in z as the “strategy part of z”.

Theorem 2.7.2. Consider a point z° = <(\71)T, (OQ)T,f',gT)). Then the

strategy part ((f, g)) of 27 forms a (Nash) equilibrium point of the general-
sum discounted game I'g if and only if Z is the global minimum of (GN Lg)
with (z) = 0.

Corollary 2.7.1. Let z be feasible for (GNLg) with an objective func-

tion value ¥(z) = v > 0. Then (f,g), the strategy part of z, forms an
e-equilibrium with € < ﬁ

This corollary implies that descent algorithms applied to (GN Lg) may lead
to a good approximation of the equilibrium point, if ~ is sufficiently small
relative to (1 — ().

2.7.1 Extensions to the Limiting Average Noncooperative
Stochastic Games

Similar to the derivation of (NL,) from I's in Section 3.7, we will now
generalize (GN Lg) to the limiting average stochastic games I',.
The vector of variables will now be

2" = ()", (vH)T, (whHT, g™, ()T, (v)T, (w?)T, 1))
which is of dimension (6N + m! +m?), and (f,g) again will be called the

strategy part of z. The nonlinear program that will characterize stationary
equilibria (if any) of I'y, is given below:

2
minz 17 {vk — P(f,g)vF
k=1
subject to: (GNL,)
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(a) T(i,v')g(i) <v'(i)1,0), i€ S

(c) £(i)T(i,v?) < u2(i)1§2(i), i €S

(d) £()R*(0) +£(1)T(i,0%) < (v*() + u?())L] 5, 1€ S

(e) Th(£,g) + P(E, g)wh = vF +wk, k=1,2
() (£.8) € Fs x Gs.

We shall denote the objective function of (GN L, ) by 0(z) for any z satisfying
(a)-(e).

The following theorem characterizes the stationary equilibria (if any) of
limiting average discounted games.

Theorem 2.7.3. The stationary strategy pair (f', g) forms a (Nash) equilib-
rium point of To if and only if there exists vectors 0F,v*, w* € RN k=1,2
which together with (f', g) form a point z that is a global minimum of (GN Ly,)
with 6(z) = 0.

2.8 Shapley’s Theorem via Mathematical
Programming

In the original proof of his theorem Shapley viewed the solution of the op-
timality equation as the unique fixed point of a suitably constructed con-
traction operator. The existence of such a fixed point is a consequence of
Banach’s fixed point theorem. Another approach involving mathematical
programming was used by Vrieze [16]. In this section we will follow this
proof based on properties of the nonlinear program

min [17v]
subject to: (NLs(1))
(a) R(i)g(i) + BT (i,v)g(i) < v(i)Lyy, i €8
(b) 1Tg(i)=1, i€ 8
(c) g(i)>0,i€eS

introduced in Section 3.7.
Using the same notation as in Section 3.5 we define

M — mi -1 2
L= i,all,gz {T(Z,a @ )}
M ‘= m .1 2

o i,ala;()zg {r(z,a 14 )}
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and, without loss of generality, assume that for all a' € A'(i),a? € A%(3), i € S,
M > r(i,a',a®) > My > 0. (2.63)
Note that, irrespective of the player’s choice of strategies, for all 7 € S
My M
-8 1-p
Throughout this section we shall regard (NLg(1)) as an instance of this
generic nonlinear program:

< Uﬁ(i? f7 g) <

min 6(z)
subject to: (NL)
ht(z) < 07 te Ia

where the index ¢ runs over all of the constraints (a), (b), and (c¢) of
(NLg(1)), suitably ordered.
The logical structure of this section is as follows:

1. We show that (NLg(1)) possesses a global minimum z’ = (v7,g")
(see Lemma 2.8.3).

2. We invoke a “constraint qualification” of nonlinear programming to
claim that corresponding to z there is a nonnegative vector of La-
grange multipliers ji which, together with z, satisfy the Kuhn-Tucker
conditions (see (2.65)-(2.69)).

3. We prove that g is optimal for player 2, v is the discounted value
vector, and that an optimal stationary strategy for player 1 can be
constructed from [ (see Theorem 2.8.1).

Lemma 2.8.1. The nonlinear program (NLg(1)) is feasible. Let z! =
(vT,8T) be any feasible point of (NLg(1)). Then componentwise

v > vs(fE) (2.64)
for allf € Fg
Lemma 2.8.2. Let z7 = (vI.gT) be feasible for (NLg(1)). Then
(i) v(i) > {24, i €8

(ii) If (NLg(1)) possesses a local minimum z' = (VvI,g1), then at z we
have

\%

0<6(z):=1Tv > (1_Mﬂ) N.
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Lemma 2.8.3. There exists a bounded global minimum z' = (V',g') of
(NLg(1))-
Now that we have established that a global minimum z of 6(z) over 2 exists,

we will try to exploit the KKT conditions at z. Formally, for the generic
nonlinear program (N L), these conditions can be written as

(d) A0(z) + >, ftVhi(z) =0
(e) fihe(z) =0, tel
(f) p>0, tel.

In order to be able to manipulate the above expressions in a meaningful way,
it is convenient to reformulate and partition the set of constraints (a)-(c) of
(NLg(1)) as follows.

Let I = I;UI,UI3UI, and adopt the convention that with z7 = (v, g”)

(i) for t = (i,a') € I := {(i,a')|a' € AL(i, i € S)}
h(z) = Y r(i,aa®)g(i,a®) — (i)

a2eA2(i)

+5Z Z pij(a17a2>g<i7a2)v(j)

JES a?2€A2 (i)
(ii) fort =iel,:=S
h(z)= ) gli,a®) —1

a?2eA2(3)
(iii) fort =se€I3:= S8

hi(z)=1- > g(i,a*)
a?2eA2(3)
(iv) for t = (i,a?) € I := {(i,a*) | a® € A*(i, i € S)}
hi(z) = —g(i, a®).
With the above convention we can now also easily derive expressions for the
partial derivatives making up the gradients Vhi(z),t € I. In particular,
(v) If t € (i,a') € I, then
Ohi(z) )0 ifi#1
89(5762) T(ival)EQ) +ﬂ2j65’pij(a1762)v(j) if 4 :g
Ohy(z) _ p Za2eA2(i) pij(a17 a*)g(i,a®), ifi#i
_1+ﬁ2a26A2(i)pii(a1’a2)a ifi=1

Q

<
—~

~
~—
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(vi) If t =4 € I, then

OMu(z) _ o Ges
Ov(1) ’
and
Ohy(z) - )
W == —(5(1,1),& GA()ZGS

where (-, ) is the Kronecker delta,;

(vii) if t = (i,a?) € I4, then

8ht(z) B -

ooy eS8
M - z'a2 562 62 2g E
dg(i,a?) 0((#a%), (i.a%)), @ € A%(@).i €8,

where § ((i,a2) , (E, 62)) = 1 only when i = ¢ and a? = @2, and is 0
otherwise.

Returning to the first-order optimality conditions (d)-(f), we now assign con-
venient labels to the Lagrange multipliers [i; corresponding to the partition
index set I. That is, we now define

Ai,al), ift=(i,a) el
) w(i), ift=iel
Ht = . )

w(i), ift=iels

(i,a%), ift = (i,a?) € Iy.

2

With this new notation it is now possible to verify that the KKT condition
(d) can be broken up into two parts:

1), 2 A (85 e pislat @)yl a?)|

1€S aleAl(s
_ZaleAl(g) /\(Ea )—0 ZES (265)
and
Z r(i, a‘lv 62) )‘(iv a‘l) + /8 EaleAl(f) [Zjes ]Tij(a‘la az)g(ia a2)i|
ale Al(7)
—v(i,a%) + w(i) —w(i) =0, a% € A%(3),i € S.
(2.66)

Similarly, the second KKT condition (e) can be expressed in three parts as
(recall the notation introduced at the end of Section 3.1 and the definitions
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of hy(z))

)‘(i7a1) 7’(2 a' 79 +szw 7@ ﬁ )| =0,
jES

(2.68)

—(i,a®)§(i,a*) = 0, a* € A%(i), i € S. (2.69)

We will now state the main result of the section. This result invokes a well-
known constraint qualification condition which ensures that Lagrange mul-
tipliers exist that satisfy (d)-(f). This permits the use of equations (2.65)-
(2.69) to help construct optimal strategies in I's.

Theorem 2.8.1. Consider a discounted stochastic game I'g and the asso-
ciated nonlinear program (NLg(1)). Let 27 = (v,&7) be a global minimum
of (NLg(1)). The following assertions hold:

(i) There is a nonnegative vector of Lagrange multipliers that satisfies (d)-

(f), (or equivalently, (2.65)-(2.69)) and such that

AL (i, al) ,
f 1,@1 = - , 1€S
t,6) Datear(i A al)

defines a stationary strategy f for player 1.

(ii) Stationary strategy pair (f,&) is optimal in the discounted stochastic
game I'g and

<>

=vg= vﬁ(f’,g).

(iit) Every local minimum of (NLg(1)) is also a global minimum.

Corollary 2.8.1. Let (f,g) € Fg x Gg be a pair of optimal strategies in
I'z. Then (£(i),g(i)) is an optimal strategy pair in the auxiliary matriz game
R(i,vg) for every i € S, and the optimality equations

vg(1) = val[R(i,vg)], i €S

are valid.
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Chapter 3

Stochastic Games Have a
Value

Mertens and Neyman were the first (in 1979) to prove that a stochastic game
always has a value (published in 1981). With the value of a game we mean
the following:

Definition 3.0.1. A two person zero-sum game is said to have a value V' if
and only if

sup inf vy (i, 71, m2) = inf sup v, (i, 1, m2) = V;, Vi € S.
w2 T2 om

They presented a simplification of their proof two years later, [12]. In this
chapter we will give an overview of these results, but before we can do so,
we need to briefly touch upon a couple of subjects they used in their article.

3.1 Preliminaries

3.1.1 A Few Notes on Summability

In Chapter 3 we defined the 8-discounted Stochastic game as a game without
nonzero stopping probabilities but where future payoffs are discounted by a
discount factor 3. The performance criterion we used to establish the value
was:

vg(i, 7, T Zﬁ Eirig2 | St,A%,AQ)] (3.1)

It turns out to be convenient in the definition of the discounted reward for

a pair of strategies (7!, 72) to introduce the normalization factor (1 — 3):

vg (i, Tt Zﬁ Eirig2 | St,Ag,AQ)]
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By this normalization factor the discounted reward can be seen to be a
convex combination of the quantities E; 1.2 [r(St, A}, A?)] with ¢ € Ny, and
SO

g (i, mt, 7?)| < | max |r(i,a', a?)|.
i,al,a?
Now consider a sequence of real numbers {a,},~,. Let on be defined by
N

P SN :anoan
NTNF1L T O N+1

A sequence {an},-, is said to be C(esaro)-summable to the limit s if

lim on = s.
n—oo

A sequence {an},-, is said to be A (bel)-summable to a if
lim (1 -3 6"a, = a.
ﬁ—)l_( ) TLZZE)

Two classical results in the theory of summability are the following theorems.

Theorem 3.1.1.
If the sequence of real numbers {a,}
A-summable to s.

o0

nep 18 C-summable to s, then it is also

Proof. First we show that Y > (n+ 1)o, (" exists for 0 < f < 1. We know
o, converges, so there is a K such that |o| < K. We now have:

Z(n + D)o, f" < KZ(n +1)p"
n=0 n=0
< Ki iﬁﬂ—l—l
a dﬁ n=0
d B
< w55 (+75)
< K
- (1-p)2

50 Y o2 o(n+ 1)o, (" exists.
Next we prove that (1 —3)> 0 s,8" = > 2 anf".

(1_5)2871/8” = (1_ﬂ> [ao—i-(ao+a1)ﬂ+(a0+a1+a2)52+...]
n=0

= [a0+(a0+a1)ﬁ+(ao+a1+a2)ﬂ2+...} + [—aoﬂ—(ao+a1)52—...

= a0+a1ﬂ+a252+...
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Since oy, := 27, we also have that (1—3) > (n+1)o,8" = 372 ;50"
Combining these two equations we get:

Z apf" = Z on(n+1)5". (3.3)

Furthermore we have, for 0 < 3 < 1 that

o

s = Y )
(S

which can be written as

o0

) (n+1)8" (3.4)
n=0

Multiplying this with s and subtracting the result from (3.3), we obtain

—ﬁ)Zanﬁ"—s = 2Zn+1 —s)3"
n=0 n;[0
= B)? Z (n+1)(o, —s)8"
n=0
+1 =87 > (n+1)(on—s)B"
n=N+1

We can now, for any € > 0, choose N large enough such that
|on+1 — 8| < e, forn > N.

This means the second term on the right-hand side becomes

1=8° > (n+1)(on—9)p"<ec(1-p)>*> (n+1)p" ==
n=N+1 n=0

In the first term, take M = maxo<n<n |0 — $|. We now get

N N
(1=0)? (n+1)(on—8)8" <M1= (n+1)8" <e

n=0 n=0
for @ close enough to 1. This proves the theorem. O
The reverse is not always true. Take for example the series {(—1)"n}, .
The sequence of partial sums is s, = 0,—-1,1,-2,2,-3,3,..., and o, =

1

n%rlsn =0, —%, %, —%, % .... We can also write this sequence as s,, = n2—:1 for
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%(nJrl)

n is even, and s, = — —% for n is odd. We now get liminf, ., 0, =

N)\»—\

-3 L and limsup,, ., 0, =

. In order to show that the series is A-summable,
we need to show that limgyi (

— B) 352 o (—1)FEB exists.

li (1= 5) 2 (0" = i (-9 BZ
~ lim <1ﬁ>ﬁj§§(1>kﬁ’f
- I 0-9955 |
-l (0= o

This means the series is A-summable, but not C-summable.

Theorem 3.1.2.

s = hmlnfaN < liminf f(8) < limsup f(f) < limsupoy = S,
N— p—1- B—1— N—o0

where £(8) = (1 - B) Y02y fan.

Proof. We only need to prove the first and third inequality, since the second
one is trivial. The proof resembles the one for theorem 3.1.1. First we prove
the first inequality.

_ﬁ)zanﬁn_s = (1 _ﬁ)22{3n_ (n+1)3}ﬁn
n=0

n=0
= (1-p)? i {sn — (n+1)s} 8" + (1 - B)° i {sn—(n+1)s} 5"
n=0 n=N+1
For the first term on the right hand side we have:
N 1 N
(=823 fon = 09} 3" 2 (18 i { gm0

Taking ming<,<n {n%rlsn — 8} > —M, with M > 0, we have:

N

> (1= B)°(=M) ) _(n+1)5"
n=0

> —e for ( close enough to 1.
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Since s = liminf y_ o ﬁsN < ﬁsN + ¢ for N large enough, we have
for the second term on the right hand side:

Y fsn—(n+Ds}p"=(1-p)7° Y. (—e)n+1)p"
n=N+1 n=N+1
>(1=8)) () (n+1)p" = —e.
n=0

Putting this together again we get
o

—0) Zanﬂ" — 5> —2¢.
n=0

The proof for the third inequality is almost the same.

B anfr -85 = Z{sn—n—i—lS}ﬁ”
n=0

- Z{sn— WADSIE (-G (sun (et 1S A"

n=N+1

For the first term on the right hand side we have:

N
Z{sn— (n+1)S}p" < (1- 5% max{ ! sn—S}Z(n+1)ﬂ".
n=0

0<n<N | n+1

Taking maxo<,<n {n%rlsn — S} < M, with M > 0, we have:

N
MY (n+1)8"
n=0

< ¢ for 3 close enough to 1.

Since S = limsupy_, ﬁsN > ﬁsN — ¢ for N large enough, we have
for the second term on the right hand side:

(1=8)7 > {sa—(n+1)s}"<(1=0)* D (e)n+1)8"
n=N-+1 n=N-+1
<(1=8)?) (—e)(n+1)8" = —=.
n=0

Putting this together again we get

—ﬁ)ianﬂ”—Sg 2¢e.

n=0
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The inequalities in this theorem can be strict. To see that liminfy_ .., oy <
liminfg_,;- f(B) and limsupg_ - f(B) < limsupy_,,, on are possible, we
can use the previous example. Since limg_,- f(8) = 0, both inequalities
are satisfied.

For liminfz_, - f(8) < limsupg_,,- f(3), we will need theorem 3.1.3.
According to this theorem, if we can find a bounded sequence for which
liminf, .o 0n < limsup,,_,, on, liminfg;;- f(B) cannot be the same as
limsupgy - f(6). Consider the sequence {an},- as follows:

0,0,1,1,0,0,0,0,1,1,1,1,1,1,1,1,.. .,

where each block of zeros or ones is of the same length as the sum of the
lengths of the preceding blocks.

First we consider a block of ones and zeros (resp. a block of zeros and
ones) as one block.

0’0’ [171707070?0]7[1’1’17"‘

Except for the first block, each of these blocks consists of 1s for 1/3 (if block
k consists of %N of ones and NN zeros, the following block will consist of 2NV
ones and 4N zeros). Furthermore, the length of a sequence of k blocks is
22k+1 _ 2 with total length 22**1 — 1. This gives us

1 (22k+1 . 2) 1

lim o92k+1_7 = lim I " A
k—o0 2 1 k—o0 22k+1 -1 3

In the same way we can take a block of zeros and ones:
0,[0,1,1],[0,0,0,0,1,1,1,1,1,1,1,1] ,. ..
Each of these blocks consists of ones for 2/3. This gives us:

2(2%-1) 2
i, o =l S =
We now have liminf, .o 0, < limsup,_,, 0,, and so liminfg;- f(5) <

lim supgyi- f(5)-

The relation between C-summability and A-summability suggests that it
might be possible to study the limiting average stochastic games by study-
ing the limiting behaviour of limg .-, because g(w!, 7%) = limg ;- (1 —
Bvg(ml, 7?), with «t, 72 € Fs. This is also suggested by the following re-
sult by Hardy and Littlewood [9] which is often used in the theories of MDPs
and stochastic games.

Theorem 3.1.3. (Hardy and Littlewood)
Let {an}, be a bounded sequence of real numbers and limg_,,- () = a.
Then limy_o onN = a.
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Proof. (1—3)> 026" = 1for all |3 <1 implies that limz_,,- f(5) = A if
and only if

lim (1-8) " 8"(an — A) =
p—1 n=0

Furthermore, lim,_,~, 0, = o if and only if

o @0 =) o+ (a0 = )
n—00 n+1

=0.

This means it is sufficient to show that

lim f(8) =0 implies that lim o, = 0.
B—1— n—00

Consider
Nnan—Sn—1 :
Op — Op—1] = —=—2=L ifn>1
Wy = { n(n+1) ’

UO = (IO, lf n = 0
Since {ay,},~ is bounded, na, = O(n), and
Sn_1 = O(n), then w, = O(1/n?)O(n) = O(1/n).

Define an auxiliary function

00 00 00
. n _ anfB" . Sp—18"
=D wal" =) R ) D
n=0 n=0 n=1

Thus

o - anﬂn—i_l - 3n5n+2
G Z% nt 1 _Z(n+1)(n+2)

[(Eer)o £k ()
LG L (e}

We will now use (3.2):

(ahl)

Z an " = Z Spf".

Together with {(fﬁﬁ) =300 anf", we get

= B
27 = =
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ah2)
ah2)

—_~

Using the hypothesis that limgz_ ;- f() = 0 we obtain from (ahl) and

ha
h Palf) = /06 - /oﬁ Uo <1f—(y;>2dy] " (35)

We now integrate the second term by parts (foﬂ F(t)dt = F(t)t|€—f0ﬁ tE'(t)dt

with F(t) = [1 L9, qy):
()
W~ /0 Ya— g™

(I-y)
/06 [/0 <1f—(yzj>2dy] i = t/ot <1f—(yy)>2
I} _
- [t

This gives us

3 B (3 _
ﬁg(ﬁ)z/o /() dy—/o Mdy

(1—-y) (1—y)?
N ()
=(1 ﬁ)/o i _y)Qdy

PN Y i () 7 Iy
a1 s [ ]
[ 1 P B dy

. +0(1) /6—6 (1 _y)gl

—a-p o
(=B |+ o(1)——

1—y

L 1_y
:ﬂ—ﬁ)C%ﬂﬂhiﬁ+dU1_;+J
:u—m;i(mﬂao%ﬁe1

We have now proved that g(8) = > > w," — 0 as § — 17. Since
wp, = O(1/n), we can now use Theorem 3.1.4 (see below) to obtain

i wy, = 0.
n=0

Since o, = ZZ:O wy we have proved that lim,, .. 0, = 0, which concludes
the proof. O
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Theorem 3.1.4. (Littlewood)
Let {un},~ be a sequence such that u, = O(1/n) and limg_,;- > >~ B u,
exists. Then the series y .-, uy is convergent, and

(o)
Zun = lim ("u,
n=0 p—1

3.1.2 Puiseux Series

Before continuing to research the idea that we can study average limit-
ing stochastic games by studying the limiting behaviour of S-discounted
stochastic games, we will first take a brief look at Puiseux series. These
were introduced to the study of stochastic games by Bewley and Kohlberg
[1], whose results we will summarize in the next section.

Puiseux series in a variable x are often mathematically defined to be
Laurent series in another variable, say y, where y = /¢, for a fixed posi-
tive integer d; this d is usually fixed for all the series under consideration.
Formally, for a positive integer M, let

FM = {i Ckxk/M}

k=K

with K an integer, ¢, € R, and such that the series > 2 cpk/M

for all sufficiently small but positive real numbers x.

Thus the members of F); are power series in z1/M. Addition and multi-
plication in Fj; are defined in the same way as in the case of power series.
The ordering on Fj; reflects the notion that x represents an arbitrary small
but positive real number. To be more specific:

converges

Z crpa™M 4 Z dyzF/™M = Z (ck —i—dk)xk/M.
k=K, k=K k=min(K1,K>)

If K1 > Ko, then we define ¢, = 0 for k = Ks, ..., K1 — 1 in the summation
of the right-hand side expression:

(0.0 [o¢] [o¢]
Z ckark/M Z dkxk/M = Z E cid; ak/M.
k=K, k=Ko k=Ki+K> i+j=k

Further, Y, _, cpx®M > 0 if and only if ¢z > 0, where k* is the smallest
integer k such that c; # 0. One can verify that Fj; is an ordered field. Let
F :=US;_1Fy. Then F is also an ordered field, and F' is called the field of
real Puiseuz series.
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If

o0

v(z) = Z cpzf™ e
k=K

then (g(v), called the valuation of v at 3, for 5 € (0,1) will denote the sum

ek k(1 — 5)k/M-
Some properties of Puiseux series are:

If v € F, then (3(v) is well defined for 3 sufficiently close to 1,
and v > 0 if and only if O3(v) > 0 for all § sufficiently close to 1.

Furthermore, when B is a matrix [b;;] with entries in F', then (3(B) denotes
a matrix with entries [05(b;;)] in R. FY will denote the N-fold Cartesian
product of F'.

We are now able to define the limit discount equation.

Definition 3.1.1.
The set of N equations (one for each state i € S) in the variable v € FV

m! (4),m?(2)
N
va(i) = val | Br(i,a',a®) + (1= B) > _ pij(a’, a®)v(j) (3.6)
7=1 al=1,a2=1

where 3 € (0,1), is called the limit discount equation.

3.1.3 Bewley and Kohlberg results
The main result of [1] is captured in the following theorem:

Theorem 3.1.5. The limit discount equation has a unique solution
o0
vi=> en(1- "M e PN with ¢, € RY (3.7)
k=0

for B close enough to 1.

This result can be interpreted as saying that in a left-sided neighbourhood
of B = 1 the solutions to the system of equations are given by Puiseux series
in the variable (1 — 3) over the field of real numbers. It can be shown that
a positive integer M and a number 3y € (0, 1) exist such that for all 8 > By
and eachi=1,..., N,

[e.9]

vi(B) =Y (1 — B)FM

k=k;

where ¢;; are real numbers and k; is an integer. The expression on the
right-hand side is a Puiseux series. It is now clear that

lim v; =¢
i (B) = cio
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which gives us a candidate for (vo(3)); = cio-
The logical structure of the proof by Bewley and Kohlberg is outlined
below:

1. Shapley’s theorem shows that the value vector of the stochastic game
I's is the solution of the fixed point equation v(5) = T3(v(5)). This
theorem can be viewed as a “valid elementary sentence” over the field
of real numbers.

2. A theorem in formal logic know as “Tarski’s principle” (Tarski 1951)
says that, “An elementary sentence that is valid over one real closed
field is valid over every real closed field.” Note that an ordered field is
by definition real closed if no proper algebraic extension is ordered.

3. The field of Puiseux series over the real numbers is real closed.

4. Therefore, by Tarski’s principle, the fixed point equation also can be
viewed as an elementary sentence over the real closed field of Puiseux
series, thereby completing the proof.

3.2 Main Result

We can now begin to discuss the main result from the article by Neyman
and Mertens. In addition to the notation used in the previous chapters we
will use:

A:=1— 3 whenever 8 denotes a discount factor.

We will define a sequence {\;};2 so that ), is a function of the past history.
The main result is captured in the following theorem:

Theorem 3.2.1. For every stochastic game and for every e > 0 there exists
a strategy > of player 1 and a number N > 0 such that for every n €
{N,N +1,...,00}, for every strategy ©° of player 2, and for every initial
state i € S

1

v (i) = e ;Em%ﬁ (7 (Si, A}, A7)] > lé?llvmz) —e.

If 7751 is an optimal strategy for player 1 with respect to a (;-discounted

game, with f3; still to be specified. Since }

vg(rl, %) Vo2 Thus we have, with state i; and history hy,
va (i) < (L= B r(ie, 7l (he), 7 (he)

N
+B: Y iy (ml (he), w2 (he) v, (4). (3.8)
j=1

is optimal, we have vg <
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Another way of putting this is
Eiri 2 [(1=B) r(St, AL, A7) + Brog, (Sev1) —vs, (Se) [ he] >0 (3.9)
which can also be written as

Ei,ﬁé,ﬂ2 [(1 - ﬁt> (7’ (Stv Atl? A?) — VB, (St—i-l))
+(vg, (St41) — v3,(St)) | he] = 0. (3.10)

For the sake of notational convenience we will write E := [,
on. Let K > M, in order to satisfy

irl r2 from now

1/K 1/K
Ve, = Vol < I = A

for A\; and A;41 small enough, which will be used in Lemma 3.2.2. To see
that this inequality holds, write

() = =Vg = Z Ck )‘t

We now have, using the mean value theorem:

1/M 1M
‘vﬁt_vﬁtJrl‘ < |f ’A/ _AtJ/rl
< )A”M Vi
1/NM 1/NM N-1 N N_1
= C </\/ )‘tJ/rl ) (AtNM + Af e )‘t]i]\f AN >’
< ‘Ai/K—Atlff : (3.11)

Here, the last inequality is due to the fact that we can ensure that
N-1 N-2 1 N-1 1 1
()‘tNM FATA et Atﬁj{j) < Nmax {Ap, A1} < c
by taking A\; small enough, and taking K = M N.
Define

K

k) = A7 or A(k) = kORI (3.12)
Observe that limy_,g k(\) = co. Furthermore, define the 1-1 correspondence

1

y(A) := (K — DAVE = (K — 1)k(\) " F-1. (3.13)
From (3.13) it follows that

dy SLEPESC S
T (K —1)——k = —\(k). (3.14)



Since the process is history dependent, we have to specify a sequence
of discount factors By, 81,.... We will do this recursively. Let L, kg € R
be arbitrary, but large enough to satisfy certain requirements which will be
specified later (for L, see Lemma (3.2.1)(ii)), and assume that ko > L
Define for t =0,1,2,...:

kiy1 = max {L,k + (i, ap,a?) —vg, (ir41) + 4e} (3.15)
>\t+1 = )\(kt+1) (3.16)
Bry1 = 1= A (3.17)

Furthermore, in the following we will use

D = max r(i,a', a?). (3.18)

i,at,a

We will now prove some useful properties of k, A and y which will be needed
later on.

Lemma 3.2.1.
For any realization it holds that:

(i) kir1 — kel < 6D
(’L’L) |>\t+1 — >\t| S % S €>\t
(111) Y — Yer1 > Me(kip1 — ki) — e

Proof.

(i) The definition in (3.15) implies that k; > L for all t. Taking ¢ < D we
get
|ker — kel < [r(ie ag, af) — v, (ir+1) +4e| < 6D

(i)

|Ai41 — Ae

Aty1
A —1
|2 ‘

ko \ Rot
— A t>_—1
t<kt+1

ky -1
= )\ —1
! <k‘t+Dt>

for some D; < 6D in view of (i). Since

ks "1
li =1
kzgnoo (kt + Dt>

inequality (ii) follows from (3.15) when we choose L large enough.
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(iii) y is a decreasing convex function of k. Using the mean value theorem
and (3.14) we obtain:

dy

- = (kig1 — k) Ait1-
ks,

Yo — Ye1 = (ke — kiga)
Using (i) and (ii) gives the desired expression.

O

Since A; and ; change slowly, we suspect that v, changes slowly as well.
The following lemma confirms this idea.

Lemma 3.2.2. For any realization it holds that

Hvﬁt - Vﬁtﬂ” < e

Proof.
When we choose K and L large enough, we have for all ¢ (see (3.11):

o (o @]

k/M k/M
E :Ck)‘t/ - E Ck/\tJ/rl
k=1 k=1

The proof will now be divided in two cases:
(1) A > )\t+1:
When we use the mean value theorem on the concave function \/%

< ‘/\tl/K _ )\1/K

’ VB, — Vﬂt+1” = t+1 |-

we get:
/K (/K _ 1 KL ki1 At+1Ae
0< N/ N\E < A = A = S (1) A
e =
1 1
1 (kt—‘rl - kt >
== A
K 1
ki
(3.19)
When we take K to be even, we get:
e
—1 —1
ki —ky
1 1 K-2 1 K-3 _2_
- <kt’_j‘11 + ktK‘1> (k:tﬂ LR e e kt> .
_n K—-1-—n
Since, for n = 1,2,..., K — 1, all of the numbers k7" - k, 7" lie

between k;11 and k; in a monotonic order, and A; > Ary1 implies that
kE(At) < E(Ai41), we get in view of (i) of Lemma (3.2.1):

_K K _1 _1 _1
kA — kST < (ktﬁ‘ll + ktK‘1> (kg1 — k) < 3k 716D,
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Substituting this in (3.19) gives us

18D
0 < A/E K < 8—)\

(11) A < )\t+1:

This is similar to (i). Using the mean value theorem again on the
concave function A% we get:

1 _E-1 k A
0 <A =A< ZNTF vgn — A) = — <1 - t) Attt

- K K At+1
e
—1 —1
1 (kt kt—‘rl >
—= A
K = i
t
(3.20)
When we take K to be even, we get:
R BT
— 1
ke ™ = kg
K=2 K-3
= <kK t+ kt-{-l > <kt ki ™! ktﬁll + kS kt}il — = kt—l—l) :
n K—-1—n
Since, for n = 1,2,...,K — 1, all of the numbers k" -k, ™" lie

between k; and k;y1 in a monotonic order, and A;y1 > Ay implies that
k(A1) < kE(M\:), we get in view of (i) of Lemma (3.2.1):

K K 1 L
KETT kR < (kK ' kﬁf) (ki — ki1) < 3kF76D.

Using Ae+1 — Ar < e (see (ii) of Lemma (3.2.1)) we get:

= _ 18D 18D
O<At+1 —)\ <7)\t+1<?(1+€))\
So when we take K large enough in order to ensure 18D (1+¢) <e, we get
the lemma. O

For a fixed starting state and strategies m! and 72, the sequences 3, \¢, k¢
and g, t = 0,1,2,... are realizations of stochastic processes. Let f3;, A, k;
and ¥; denote the corresponding stochastic variables. Now let us assume that
L is large enough to ensure that y; < e for all ¢ (since \y - 0 <— k; —
o0 <= y; — 0). We now define the random variables Y; := vBt(St) —Tp, t=

1,2,....
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Lemma 3.2.3. The sequence Y;, t =1,2,... is a semi-martingale’ and in
particular
E[Yig1 — Y | he] > 2eN;.

Proof. From the definition of k;11 in (3.15) we can deduce for any realization
that
r(it, ap, a7) — vg, (irs1) + 46 < k1 — ky

or
E [r(st, AL A2) —vg (Si1) + e — (Rt — Fr) | ht} <0. (3.21)
Now let us recall (3.10):
E [Xt(r (S, A}, A2) = v5 (S141) + (v3,(Ses1) — v, (S1)) | ht} > 0.

Multiplying (3.21) with A; we can see that replacing A¢(r (Si, A}, A7) —
vg, (St11)) by A¢(Kir1 — ki) — 4e); in the equation above will lead to an in-
crease on the left-hand side. Similarly, replacirlg Uﬁt(StH) with s, (St+1)
will decrease the left-hand side with at most )\, since according to lemma
(3.2.2) [|[vg, = Vg, |l < eAi. These replacements lead to the following equa-
tion:

E [Xt(EtJrl — Et) — 4€Xt + vBt+1(St+1) — UBt (St) —|—Xt€ | ht:| > 0.

We can now use part (iii) of Lemma 3.2.1 to get the following result:
E [?t — g1 HeM —ded +ug (Sip1) = v5,(S)e) + A | ht} > 0.

This is equivalent to E [Yi41 — Yy | hy] > 2e\;. Since E [Y; | k] is not stochas-
tic, we also have E{Y;11 | by} > Y, + 2e);. O

If we choose L large enough (and so k; large enough), |y;| < D. Together
with |vg(i)| < D for all 8 € (0,1) and ¢ € S this implies that Y; is uniformly
bounded. This leads to the following corollary.

Corollary 3.2.1. The semi-martingale Yy, t = 0,1,2,... converges with
probability 1, say to Y.

1

Definition 3.2.1. X is Martingale if E{X.y1 | Xo,X1,...,X:} = X, and semi-
martingale ifE{XtJrl | X(),Xl, . .,Xt} Z Xt or E{Xt+1 | X(),Xl, . .,Xt} S Xt
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Proof. The proof is a direct result of the following theorem (see [1]):

Theorem 3.2.2. (Martingale Convergence Theorem,)
Let {Xy, Hn, n=0,1,...} be a semi-martingale and suppose that E {|X,|}
is bounded. Then with probability one, there exists a finite integrable r.v.
X such that

lim X,, = X, a.e.

n—oo
O
Since lemma 3.2.3 holds for every realization h;, and allt = 1,2,..., we also
get for all T’
T—1
E [V — Yo|hi] ZQEE{Z)\t ho}. (3.22)
t=0

The convergence of Y; implies the convergence of other variables. We will
show this in the following lemma.

Lemma 3.2.4.

(i) limg o0 \¢ = 0, with probability 1.
(ii) limy_. G, = 0, with probability 1.
(Z’U) lim; o v, (St+1) =Y.

Proof.

(i) Since 4D > E[Yr — Yy | ho] for all T and L large enough, we get
T-1
- 2D
S5 ho] <2
t=0 c

Because \; € (0,1), the monotone convergence theorem, which says
that every monotone bounded sequence converges, can be applied (see
also [1]). This gives us the required result.

(ii) Using (3.13) and (i) gives us lim; o0 7y = 0.

(iii) Since Y; := vﬁt(St) -7 t=1,2,..., applying the result of (ii) gives

E

us (iii)
(iv) We know from lemma 3.2.2 that

0, (St1) = Vg1 (Se1)| — X <O

with probability 1; in view of (iii) and (i), (iv) follows.
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We are now able to prove the e-optimality of 7.

Theorem 3.2.3. The strategy ©} is 8c-optimal for player 1, both with re-
spect to the limiting average reward and with respect to the average of the
limit distribution.

Proof. Since limy_ .o, Ay = 0, we have lim; .o, 3, = 1. From the results of
Bewley and Kohlberg, [1], we know that limg; v3 = cg. Using Lemma 3.2.2
and the semi-martingale property of Y;:

E [v3,(Ste1 | ho)| = E[v5,,, (Set1) = X | Aol

= E [Uﬁt+1(5t+1) —Ypr1 + U1 — €N | hO]
= E [}/H‘l +?t+1 - EXt | h()] .

Using lemma 3.2.3 we have

E [Yo +Yi1 — &M | ho)
E [v5,(S0) = To + Upy1 — X | ho) -

and now for Jy sufficiently close to 1 we get
> E [CO(SO) —&—To+TYss1 — N | ho] .
Since 7;,1 > 0 and —e)\¢ > —e, this implies for L big enough

co(io) — 2e — yo
C[)(i()) — 3e. (323)

AV,

L is chosen large enough (which means that the k;’s are large enough, and
the ;’s are close enough to 1 (see (3.15))) in order to ensure that

|vg, (So) — co(So)| < € and yp < e. From the definition of k; and lemma
3.2.1,(i) it follows that

kiy1 — ke < r(ig, af,af) — vg(ige1) + de + 6DI (ki1 = L) (3.24)

where I denotes the indication function. Summing (3.24) over 0 < ¢t < T
gives us:

T
Zr(ita atl’ at2)

t=0

T

T
Zvﬁt(st-i-l) + k’T+1 — ko — GDZI(kt—H = L) — 4€(T + 1).
t=0 t=0

Vv

(3.25)

106



Since kp1 is positive in the last inequality, we can leave it out. Fur-
thermore, for T' large enough we also have:

T
—ko—6DY I(ky1=1L)>—=(T+1). (3.26)
t=0

This is because kg is constant, and since \; — 0 implies that k; — oo,
S o I(kis1 = L) is bounded and monotone, and so exists for T — oo.
Putting (3.25) and (3.26) together gives us

T
r(ig, a), a?) vg,(St+1) — 5e(T + 1). (3.27)
=0 =0

Mﬂ

Combination of (3.27) and (3.23) yields for the limiting average expected
rewards:

T
1 )
m E E [T(St,A%,A?) ’ h()] Z C(](Z()) — 8e. (328)
t=0

From (3.27) we also get for any realization:

T
liTrriicgf T4l gr(zt, aj,a?) > hmmf ngt (4441) — Be
which implies that
1 T

liminf ——— > r(Sp, Aj, A7) h0]
t=0
1 T

> E lliTni)ioréf - t;vﬁt(sm) h0] — 5e. (3.29)

Lemma 3.2.4 states that lim; .o vg,(Siy1) = Yoo with probability 1. This
means that the limit of the right-hand side of (3.29) exists and equals
E[Yoo|ho] — be. Furthermore, using (3.22), and 3y and L large enough:

E[Yoo‘ho] > E[Yb|h0] = Vg, — Yo > Co(io) —&—1%Y > Co(io) — 2e.

We now have for the expected average limit distribibution:

T

Zr(5t7A%7A§)

t=0

E | liminf

T—oo 1

hg] Z Co(io) —Te Z Co(io) — 8e. (3.30)

The choices of K and L can be made quite independently of my. This
means the analysis above holds for any . (3.28) and (3.30) now show the
theorem. O
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Corollary 3.2.2.

The stochastic game possesses a value vector with respect to the limiting
average reward criterion as well as with respect to the average reward of the
limiting distribution. In both cases this value equals co = limgyy vg.
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