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Abstract

We introduce the mixed model of sandpile+anti-sandpile, which is called SA model. In
the SA model, we are free to add or remove a particle from a chosen site. Because of
the non-abelian property of the toppling operators and anti-toppling operators, the SA
model becomes subtle, and the group property existing in the pure sandpile model and
anti-sandpile model does not hold in the SA model.

Because of the non-local property of addition operators and anti-addition operators, the
processes related to the sandpile, and anti-sandpile are not Feller. The traditional way of
constructing the interacting particle processes in infinite volume, e.g., via Hille-Yoshida,
does not work in these cases, other ways of construction are necessary. In the construction
of sandpile+anti-sandpile process (SA process), we obtain the semigroup of the process
for some special configurations and some special functions by series expansion and then
using monotonicity of the process, we can extend it to the general case. The SA process
shows a new transition phenomenon: it seems that the stationary measure is the result of
a “competition” between the generators.

The sandpile model, anti-sandpile model are “self-organized” critical systems. In recent
years, this is challenged because the special nature of the dynamics can be considered as
an implicit fine tuning that makes sure the system can reach criticality, therefore the “self-
organized” critical behavior of these systems can be thought of as a more conventional
phase transition between “stabilizable” and “non-stabilizable”. We discuss the conditions
for a mixed system to reach a stable state both in finite volume and infinite volume.

Keywords: Self-organized Criticality(SOC); sandpile model; anti-sandpile model; SA-
model; SA process; Stabilization
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Chapter 1

Introduction

1.1 Motivation

The study of the sandpile model and the anti-sandpile model are motivated from the study
of “self-organized” critical(SOC) phenomena. SOC is a term used in physics to describe a
class of systems exhibiting criticality in a dynamically generated, i.e., “spontaneous” way.
This means that the system has a dynamics leading to a stationary state which has fea-
tures of equilibrium systems at the critical point, such as power law decay of correlations.

In standard critical phenomena, there are some control parameters, such as temperature,
magnetic field, reproduction rate, etc. When the control parameter takes a special value,
the so-called critical value, the behavior of the system changes radically. And when the
parameter above or below the critical value, the system shows differently. The standard
percolation model is an example of a system exhibiting a critical phenomenon.

In this model, there is a bond between two neighboring vertices of Z2, all of which are
independently open with probability p and closed with probability 1− p. The probability
for a bond to be open is the control parameter of the percolation system. People are
interested in the size of the open path containing a certain vertex for a given p , without
loss if generality we can take this vertex to be the origin. The probability that the origin
belongs to an infinite cluster is denoted:

θ(p) := Pp(O ←→∞)

Where Pp is the product probability measure and O ←→ ∞ means there is an infinite
open path from O. θ(p) > 0 implies the existence of infinite cluster containing “O”. It is
clear that θ(0) = 0, θ(1) = 1 and θ(p) is an increasing function. The critical probability is
defined as:

pc := inf{p : θ(p) > 0}
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Figure 1.1: Sketch for percolation function

From the definition of pc, it is not clear whether the percolation function is continuous at
the point pc. It has been shown that θ(pc) = 0 in dimension 2, see [19] and [10]. So the
sketch in Figure 1.1 is known to be valid for the 2 dimensional case. If we let S(n) be the
sphere of radius n, and C(0) denote the cluster containing the origin and let |C(0)| denote
its size. It is proved in [10] that when d ≥ 2,

1. For p < pc, Pp(O → S(n)) ≤ e−nφ(p) for some φ(p) > 0, for all n, see Theorem 5.1.

2. For p > pc, with probability one there is exactly one infinite open cluster, see,
Theorem 6.1.

which tells us that when p < pc, the cluster is almost surely of finite size, when p > pc,
with positive probability, the origin is in an infinite cluster and at the critical point pc, we
have power law for cluster size distribution, i.e., Ppc(|C(0)| ≥ n) ∼ 1

nδ , d ≥ 2, and when
d = 2, δ = 91

5 , see[10]. For the p below and above pc, the system behaves dramatically
differently and on the critical point, the size of the open path containing the initial site
decays along power law.

“Self-organized” critical phenomena is caused by driving the system to reach a critical
state by their intrinsic dynamics, independently of tuning the value of parameters. In the
book “How nature works?”, Per Bak gives various kinds of natural phenomena where SOC
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is present, such as, forest fires, landslides, earthquakes, etc, of which the most canonical
one is a sandpile since it is visual and can be studied via both simulations and experiment.
A nice computer experiment can be found from in [21]

When playing with sand, we drop grains of sand to the flat ground individually. At
the beginning, the pile is flat, each grain just stays at the place where it lands. We can
understand the motion of each grain in terms of the physical properties, such as the place,
the neighbor around it, the size of it. As the process continues, the slope of the sandpile
become steeper and steeper. Eventually, some of the sand slides, which may even span
all or most of pile. At the point that the sand slides, the system is far out of balance,
and its behavior can no longer be understood in terms of the behavior of the individual
grains. So the gradient of the slope is the control parameter of a sandpile and the value
at which the sandpile becomes unstable is the critical value. When the gradient of the
slope is lower the critical value, all the grains just keep at the place they are landed; while
when the gradient of the slope is bigger than the critical value, the pile topples which is
the intrinsic force.

1.2 Overview of the later chapters

Besides the sandpile model, the so called anti-sandpile model as well as the mixed model
of sandpile and anti-sandpile(in chapter 3) are introduced and studied. The motivation
of studying the mixed model comes from the generalization of the Abelian property that
exists in the sandpile model and anti-sandpile model. In nature, there are systems that
are driven by input of energy(grains), and other ones driven by output of energy(grains).
While the models that driven by both input and output of energy(grains) are more general
and show a richer spectrum of phenomena

The remainder of the thesis is organized as follows. Chapter 2 gives an overview of the
previous research on the sandpile model. Here we will become familiar with the mathe-
matical structure of the model in finite volume.

In Chapter 3, at the beginning a short introduction of the anti-sandpile model is given.
One of the important thing is that the sandpile model and the anti-sandpile model are con-
jugate with each other which will be shown in section 2. The study of the anti-sandpile
model becomes easier with the help of the sandpile model. At the last section of this
chapter, the combined model of sandpile+anti-sandpile model on finite volume is also in-
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troduced and the structures of the dynamics of such model is studied.

Chapter 4 is devoted to infinite volume processes. The purpose of studying of infinite
volume systems is to study the universality of behavior in large volumes. For instance, 1
liter of water boils at 100 oC, while when the volume increase, such as 2 liters, the water
will boil at the same temperature which implies that the model shows universal behavior.
In the sandpile model, the size and the diameter of avalanche clusters have a power law
behavior in the limit of large volumes, we are interested in how the system behaves in the
infinite volume. From the point view of interacting particle system, we should construct
the process in infinite volume. The first difficulty contained in the construction of the
process is that we can not rely on the standard tools such as Hille-Yoshida or graphical
constructions. So in this chapter, I will give the construction of the sandpile+anti-sandpile
process and study the ergodic properties of this process.

Chapter 5 will be about the stabilization of height configurations. The sandpile model,
anti-sandpile model as well as sandpile+anti-sandpile model are self-organized critical
systems while they can also be thought as “organized” critical systems which show the
ordinary equilibrium behaviors. The condition for such systems to reach a stable state are
discussed.
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Chapter 2

Mathematical aspects of the
sandpile model

This chapter contains the basic facts of the sandpile model which works as the mathemati-
cal background for the whole thesis. In this chapter, the dynamics of the model, recurrent
configurations, allowed configurations, etc about the sandpile model are discussed. It will
given you general impression of the model.

2.1 Definition of the sandpile model

For a finite subset Λ ⊂ Zd with | Λ |< ∞, we associate to each site x ∈ Λ an integer number
ηx ∈ Z which denotes the heights or the number of grains at that site. η = {ηx}x∈Λ forms
a height configuration on Λ. We assign to each site x two critical values: η†xc and ηxc.
Site x is stable if η†xc ≤ ηx < ηxc, otherwise site x is unstable. A configuration η is called
stable if all the sites are stable. There are two cases for a site x to be unstable, one is
ηx < η†xc, the other is ηx ≥ ηxc. In the sandpile model, we only consider a configuration
with ηx ≥ η†xc, therefore site x is unstable in the sandpile model implies that ηx ≥ ηxc.
When a site is unstable, the grains will be redistributed in the system. Generally, the
redistribution rule contains two aspects, one is how many particles will be redistributed in
an unstable site, second how to distribute those particles. Different kinds of redistribution
ways decide different kinds of model. For example, in the Manna model, the redistribution
rule is stochastic; while the BTW model, there is a deterministic principle to guide the
whole system. In this thesis, I mainly focus on the BTW sandpile model.

In the BTW sandpile model, the critical values for different sites are the same, for
simplicity, we take η†xc = 0, ηxc = 2d, ∀x ∈ Λ. If ηx ≥ 2d, site x is unstable in the
BTW sandpile model, and 2d particles will be lost from it and each of its neighbors will
receive one. For a site x is on the boundary of Λ, it has less than 2d neighbors, the
extra particles are allowed to leave the system from the boundary. For example in the
following configuration on next page, one grain is lost from the boundary as site of height
“4” topples.
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Figure 2.1: Grains leave the system from boundary

In the following, a mathematical definition of the models will be given. A height
configuration η = {ηx}x∈Λ can be seen as a map from Λ → Z, i.e,

η : Λ → Z

We use some notations in the model,

• X = ZΛ, it is the set of all configurations, no matter the heights are positive or not.

• H = {0, 1, 2....}Λ denotes all the non-negative configurations.

• ΩΛ = {0, 1, 2..., 2d− 1}Λ is the set of all stable configurations.

And a stable configuration η can be seen as a map from Λ to {0, 1, 2, ..., 2d− 1}:

η : Λ → {0, 1, 2, ..., 2d− 1} (2.1.1)

Of all the stable states, the “maximal” one is η = 2d− 1, i.e, the configuration with 2d− 1
particles at every site. We give it a special name-“maximal state” and denote it by η∗.
Any addition of a particle to any site of it will cause an avalanche in the system which
will extend to all the sites in Λ.

2.2 Dynamics of the sandpile model

In a pure sandpile model, we only consider configurations in the set H. The stabilization
of a sandpile is a map which turns an unstable state into a stable one. Let S denote the
stabilization operator, so:

S : H → ΩΛ (2.2.1)

In the process of the stabilization, toppling will happen at sites which are unstable, one
site topples may cause other sites to become unstable. In order to introduce the toppling
operators, we need the following matrix ∆, which describes the redistribution rule,
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Definition 2.2.1. For the sandpile model on Λ ∈ Zd with |Λ| < ∞, the toppling matrix
is defined as follows:

∆xy =





2d x = y

−1 x and y are nearest neighbors
0 otherwise

(2.2.2)

This is a symmetric matrix, on the diagonal the values are equal to 2d, and
∑

y∈Λ4xy ≥
0 for all x, and

∑
y∈Λ4xy > 0 if x ∈ ∂Λ(the set of boundary sites of Λ), which means

that the system is dissipative on the boundary sites. With the help of this matrix, we can
define the toppling operators,

Definition 2.2.2. The toppling operator at site x denoted by tx is defined by the following
expression: for any η ∈ H:

(txη)y =

{
ηy −4xy, if the site x is unstable.
ηy otherwise.

(2.2.3)

This definition tells that when a toppling happens at site x, ηx → ηx− 2d, ηy → ηy +1
if x, y are nearest neighbors, and otherwise the heights remain the same. When site x is
stable, tx has no effect on η, in such a case, tx is called illegal. When tx operates on a
configuration of which site x is unstable, it is called legal. After a legal toppling at site x,
the total number of grains in the system will decrease

∑
y∈Λ4xy ≥ 0, which means that

there is no generation of sand during topplings in the system and particles can leave the
system only if topplings happen at the boundary sites, it seems that there are some sink
sites near the boundary collecting grains lost from the boundary.

Figure 2.2: General graph with sink site indicated by ©

Lemma 2.2.3. The toppling operators tx(x ∈ Λ) commute.
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Proof. Without loss of generality, assume η is a configuration of which sites x and y are
both unstable, i.e., both tx and ty operating on η are legal, then:

(tx ty η)k = ηk −4yk −4xk = (ty tx η)k (2.2.4)

Since the equality holds for every η ∈ H, we can conclude that txty = tytx.

For a configuration η ∈ H, if it is unstable, topplings will happen on it, the following
proposition shows that an unstable configuration can always reach a stable via topplings.

Proposition 2.2.4. If Λ is organized as a union of finite number of finite connected
subsets of Zd, every configuration η ∈ H can reach a stable state after a finite number of
legal topplings.

Proof. If a site on the boundary topples infinitely many times, the system must loose
infinite grains, which is impossible since our system is of finite volume and there are finite
grains on each site.

Assume a site x near to the boundary topples infinite times, it must give infinite grains
to its nearest neighbors on the boundary, which should topple infinitely many times in
order to become stable; this is also impossible;

Continuing this argument, we can prove that any site connected to a boundary site
could not topple infinite times.

From now on, we will always take Λ to be a connected subset of Zd, an unstable
configuration can always reach a stable one via finite number of legal topplings, and since
all the topplings commute, how you “organize” toppling is not important, so we will show
them in sequel. For η ∈ H, the stabilization operator S working on η can be expressed in
the form a sequence of legal toppling operators:

S(η) = txn ... tx1 (η) ∈ ΩΛ, xk ∈ Λ(k = 1, ..., n). (2.2.5)

In this expression, xm is the place of m’th toppling , notice by Lemma 2.2.3, the order
of a sequence of legal topplings has no effect on the final result, which only depends on
the number of topplings at every site.

Definition 2.2.5. If txn ...tx1 is a sequence of legal topplings, the toppling number at site
x is denoted by:

nx =
n∑

k=1

I(xk = x) (2.2.6)

8



Use the Abelian property of the topplings, rearrange them in the expression (2.2.5),
S(η) = txn ... tx1 (η), xk ∈ Λ, (k = 1, ...n), we get:

S(η) =
∏

x∈Λ

tnx
x η = η −∆n, where n = (nx)x∈Λ (2.2.7)

The toppling numbers contained in the stabilization have a property:

Lemma 2.2.6. If η ∈ H, and txn ...tx1 is a sequence of legal topplings such that the
resulting configuration is stable, then the toppling numbers nx are “maximal”, that is to
say for every sequence of legal topplings tym ...ty1, and n, be the vector of toppling numbers,
then:

n,
x ≤ nx, for every x ∈ Λ

Proof. Assume ξ is the stable configuration resulted from the legal sequence of topplings
txn ...tx1 , then:

ξ = η −∆n (2.2.8)

Suppose tym ...ty1 is another legal sequence of topplings with toppling numbers m such that
mx ≤ nx for all x ∈ Λ( which is always possible since we can choose all the mx = 0), and
for a site y ∈ Λ, an extra legal toppling can be performed. Denote:

ζ = η −∆m (2.2.9)

Since an extra legal still be possible at site y of ζ, i.e, ζy ≥ 2d and ξ is stable, ξy < 2d,
we have that ξy < ζy. From (2.2.8) and (2.2.9), we get ξy = ηy −

∑
x∈Λ ∆yxnx and

ζy = ηy −
∑

x∈Λ ∆yxmx respectively, then:

ηy −
∑

x∈Λ ∆yxnx < ηy −
∑

x∈Λ ∆yxmx

Consequently,
(my − ny)∆yy <

∑

x 6=y

(nx −mx)∆yx ≤ 0 (2.2.10)

The last inequality holds because ∆xy ≤ 0, for x 6= y and nx ≥ mx by assumption. Then
we get my − ny < 0, therefore my < ny. This means if m′ denotes the toppling vector
where we legally topples the site y once more, m′

y ≤ ny still holds. Therefore, we know
once the toppling sequence is legal, we must have the toppling numbers n′x ≤ nx, for all
x ∈ Λ.

Proposition 2.2.7. S is well-defined.

9



Proof. We have to prove that for a configuration η the stabilization operator S can result
in only one stable state.

Since S(η) = txn ... tx1 (η) = η−4n ∈ ΩΛ, n is the column of the toppling numbers, we
should prove that for a given η ∈ H, n is fixed in order to get a stable state. Assume there
are two sequences of legal topplings characterized by the toppling numbers:

∏
x∈Λ tnx

x and∏
x∈Λ tmx

x both of which can stabilize η. Then by the “maximal” property of the toppling
numbers, for every x ∈ Λ,

nx ≤ mx and mx ≤ nx (2.2.11)

Therefore, we can conclude that

n = m

Then S(η) is uniquely determined for every η ∈ H.

An unstable state can stabilize itself without external influence. In the sandpile model,
external influence comes from the addition of grains to sites.

Definition 2.2.8. Let αx be the operator that adds a particle to a nonnegative configura-
tion on site x:

(αxη)y =

{
ηy + 1 if y = x
ηy otherwise.

(2.2.12)

It is obvious that the new configuration αxη is still nonnegative. So the set H is closed
under all such αx(x ∈ Λ). When added a grain, a stable configuration may becomes
unstable. For example, adding a grain to the maximal η∗ on any site x ∈ Λ will cause
site x to become unstable, and afterwards topplings happen on site x first, and later may
expand to every site of Λ. Now we give the definition of a new operator ax, the result of
ax operating on η is the final result of adding a grain on site x and then stabilization:

Definition 2.2.9. The addition operator ax : ΩΛ → ΩΛ:

axη = S(αxη) = S(η + δx),∀η ∈ ΩΛ (2.2.13)

Obviously, this operator is well-defined, since S is well-defined. Let nx
η denote the

column consisting of toppling numbers needed to stabilize αx(η), then we have:

η + δx −∆nx
η = axη (2.2.14)

Theorem 2.2.10. All the operators ax commute with each other.
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Proof. For any η ∈ ΩΛ and any x, y ∈ Λ,

ax ay η = S(S(η + δy) + δx)

= S(η + δx + δy)

= S(S(η + δx) + δy) = ay ax η (2.2.15)

So, all the ax commute.

The dynamics of a sandpile is guided by two forces, one is the relaxation through top-
plings(internal force), the other is addition of grains to the configuration(external force).
Let P = (px)x∈Λ be a positive probability distribution on Λ, with px > 0,∀x ∈ Λ and∑

x∈Λ p(x) = 1. X1, X2, ... are i.i.d with distribution P. Starting from a chosen stable
configuration η0 = η ∈ ΩΛ, add a grain on X1 and afterwards let the system stabilize itself
if necessary, resulting in a stable configuration η1. Then we add a grain on X2 and after-
wards the system stabilize itself again to reach a stable state η2,...etc, we get a sequence
of configurations, η0, η1, ...,, among which there is the following relation:

ηn = aXnηn−1 =
n∏

i=1

aXiη0 (2.2.16)

We know ηn is generated by adding a grain to ηn−1 on site Xn and immediate relax-
ation, and it is also can be seen as a configuration generated by adding to each site of
{X1, X2, ..., Xn} a grain at the same time and then relaxation. {ηn : n ∈ N} is a Markov
chain with the transition operator P: ∀f : ΩΛ → R:

Pf(η) = E[f(η1) | η0 = η] =
∑

x∈Λ

p(x) f (axη), (2.2.17)

In a Markov chain, a state ξ that can be reached infinitely many times is called “recurrent”,
otherwise it is called “transient”. For ξ recurrent, then Pξ{ξn = ξ, for infinitely many n} =
1. It is a general property of a finite Markov Chain(a Markov Chain with finite possible
states) to have at least one recurrent configuration. Define:

R = {η : P η(ηn = η, for infinitely many n) = 1}

be the set of all recurrent configurations of sandpile model, it is non-empty since the size
of the set of stable configurations: |ΩΛ| = (2d)|Λ| < ∞.

Theorem 2.2.11. R1 = {η ∈ ΩΛ : ∃(kx)x∈Λ > 0,
∏

x∈Λ akx
x η = η} = R.

11



Proof. For η ∈ R, by the definition of recurrent configuration, we know there is a ηn = η.
While in the Markov Chain starting from η, there must be a site sequence X1, ..., Xn such
that ηn =

∏n
j=1 aXjη, define:

kx =
∑n

j=1 I(Xj = x),∀x ∈ Λ

there for
∏

x∈Λ akx
x η = η. Since we add particle to every site with positive probability, for

n large enough, it makes sure that kx > 0,∀x ∈ Λ. This proves R ⊆ R1.
Since R is non-empty and assume ξ ∈ R, then for the maximal stable configuration

η∗ = 2d− 1, we have the following expression:

η∗ =
∏

x∈Λ a2d−1−ξx
x ξ

that is to say η∗ can be reached from recurrent configuration ξ, therefore η∗ ∈ R. And for
every η ∈ R1, ∃(kx)x∈Λ > 0, such that

∏
x∈Λ akx

x η = η, then
∏

x∈Λ(akx
x )nη = η, ∀n ∈ N,

we can choose n large enough that nkx ≥ 2d, ∀x ∈ Λ, for η∗ =
∏

x∈Λ a2d−1−ηx
x η, then

∏

x∈Λ

ankx−(η∗x−ηx)
x η∗

=
∏

x∈Λ

ankx−(η∗x−ηx)
x

∏

x∈Λ

aη∗x−ηx
x η

=
∏

x∈Λ

ankx
x η = η (2.2.18)

which means that any η ∈ R1 can be reached from η∗, and hence η∗ ∈ R implies η ∈ R.
It proves that R1 ⊆ R.

By now we can conclude R1 = R.

2.3 Group structures in the dynamics of the sandpile

model

Since [5], people have started to study the mathematical properties of the sandpile model.
One of the most important ones is the abelian group contained in the model. This section
contains three parts: one is two groups in the Abelian sandpile model; another is the
invariant measure for the dynamics of the sandpile model; the other is about the toppling
numbers. The reason that I put these three in the same section is that group structure is
the key point to prove the uniform measure on the recurrent configurations is invariant,
using the stationary property of the uniform measure, we can obtain a relation between
topplings numbers and Green functions.
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According to Theorem 2.2.11, for a fixed η ∈ R, there exists (kx)x∈Λ > 0 such that∏
x∈Λ akx

x η = η. So
∏

x∈Λ akx
x operates on η as the identity operator. Through the following

lemma, we will show that
∏

x∈Λ akx
x acts as the identity operator on the whole set of

recurrent configurations.

Lemma 2.3.1. Define: A = {ζ ∈ R :
∏

x∈Λ akx
x ζ = ζ}

then A = R
Proof. A ⊆ R holds by the definition of A. On the other side, it remains to prove that:
R ⊆ A:

For ζ ∈ A,
∏

x∈Λ akx
x (axζ) = ax(

∏
x∈Λ akx

x ζ) = axζ, then axζ ∈ A, for every x ∈ Λ.
η∗ =

∏
x∈Λ a2d−1−ζx

x ζ, which implies that η∗ ∈ A. Since the recurrent set R is the unique
recurrent class that contains η∗, R ⊆ A. Hence, we get R = A.

Define:

G = {∏x∈Λ akx
x , kx ∈ N,∀x ∈ Λ}

By Lemma 2.3.1, we know there is an identity operator in G when working on R, the
following theorem tells us that G operating on the set R is an abelian group.

Theorem 2.3.2. G operating on R defines an Abelian group.

Proof. The proof has two points: Abelian property and the existence of the inverse oper-
ator.

The Abelian property is obvious. All the operators contained in G are generated by
the set {ax : x ∈ Λ}. Since all the ax commute, we can conclude that all the operators in
G keep the Abelian property.

Secondly, for a fixed η ∈ R, there is an operator
∏

x∈Λ akx
x such that

∏
x∈Λ akx

x (η) = η.
By Lemma 2.3.1, we know

∏
x∈Λ akx

x is the identity operator of G acting on R, denoted
by e. Now define a new operator:

a−1
x = akx−1

x

∏

y∈Λ,y 6=x

a
ky
y (2.3.1)

Then by Abelian property, we can get that a−1
x ax = axa−1

x = e. Then a−1
x is the inverse

operator of ax.
And for g =

∏
x∈Λ amx

x ∈ G, define

g−1 =
∏

x∈Λ

(a−1
x )mx (2.3.2)

13



By the definition of a−1
x , we know all the a−1

x and ay also commute with each other.

g−1g =
∏

x∈Λ(a−1
x )kx

∏
x∈Λ akx

x =
∏

x∈Λ(a−1
x )kx

∏
x∈Λ akx

x = e

Similarly, we can get g−1g = e. Consequently, the inverse operator exists for every g ∈
G.

For a fixed η ∈ R, define Oη := {gη : g ∈ G} as the orbit starting from η.

Lemma 2.3.3. For η ∈ ΩΛ,
1) Oη = R
2) If gη = g′η, for some g, g′ ∈ G, gξ = g′ξ, ∀ξ ∈ R.

Proof. For η ∈ R and g ∈ G, gη is reached from η, then gη ∈ R, and hence Oη ⊆ R. We
know η∗ =

∏
x∈Λ a2d−1−ηx

x η, then η∗ ∈ Oη. From 2.2.8 we know, every recurrent configu-
ration ξ ∈ R can be reached from η∗, then ξ ∈ Oη since η∗ ∈ Oη. Then R ⊆ Oη, then we
get Oη = R.

Suppose for η, there exist g, g′ ∈ G such that gη = g′η. Then define:

A = {ξ ∈ R : gξ = g′ξ}
For ξ ∈ A, Gξ = {hξ : h ∈ G} ⊆ A, which tells us that once the Markov chain enters
A, it will never leave, i.e, A is an entrapped set of the Markov Chain. While we know
η∗ =

∏
x∈Λ a2d−1−ηx

x η, then

gη∗ = g
∏

x∈Λ

a2d−1−ηx
x η =

∏

x∈Λ

a2d−1−ηx
x gη

=
∏

x∈Λ

a2d−1−ηx
x g′η

= g′
∏

x∈Λ

a2d−1−ηx
x η = g′η∗ (2.3.3)

so η∗ ∈ A. For any ζ ∈ R, by (2.2.18), we know it can be reached from η∗, therefore
ζ ∈ A, then we have gξ = g′ξ,∀ξ ∈ R.

Theorem 2.3.4. | R |=| G |
Proof. For all η ∈ R,

The map: Ψη : G →R : g → gη

From Lemma 2.3.3, we know this map is a bijection from G to R. Then the size of G and
the size of R are equal.
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Corollary 2.3.5. Take R1 be the set defined in Theorem 2.2.11. Define:

R2 = {η ∈ ΩΛ : ∀x ∈ Λ,∃nx ≥ 1, anx
x η = η}

and

R3 = {η ∈ ΩΛ : ∃x ∈ Λ,∃nx ≥ 1, anx
x η = η}

then R1 = R2 = R3 = R

Proof. From Theorem 2.2.11, R = R1.
By the definition of R1, we know R2 ⊆ R1. It remains to prove R1 ⊆ R2.
To prove R1 ⊆ R2, we know | G |=| R |< ∞, so every element in G is of finite

order(or else there must be infinitely many element in G). Then for every ax, there must
be a nx ∈ N such that anx

x = e. Then for any η ∈ R1 = R, anx
x η = η, which implies that

R1 ⊆ R2. By now we proves R1 = R2

To prove that R3 = R1, firstly R1 = R2 ⊆ R3. It remains to prove that R3 ⊆ R2,
so we have to show that for a configuration η, if there is a x ∈ Λ and nx ∈ N such that
anx

x η = η, then for each y ∈ Λ, there exists ny such that a
ny
y η = η.

Since the number of stable states is finite, for η ∈ ΩΛ, for each y ∈ Λ, there must be
a ny such that for a fixed px such that a

ny
y a

py
y η = a

py
y η, otherwise, the set of production

operator {an
y , n ∈ N} operating on a

py
y η results in infinite number of stable configuration

which is contradict with | ΩΛ |< ∞.

When we add 2d grains to site x, site x becomes unstable and topples one time imme-
diately, the result is that height at site x keeps and each of its nearest neighbors receives
one, which is equivalent with adding one grain to each of its neatest neighbors directly,
i.e.,

a2d
x η =

∏
y∈Λ,|y−x|=1 ayη, ∀η ∈ ΩΛ

Since Λ is a connected subset of Zd, for every y, there is a path connected it to x, so there
must be a k such that

aknx
x η = a

py
y (ax1 ...axn)η, for a cerain py > 0
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For this py, we know there is a ny > 0 ∈ N such that a
ny
y a

py
y η = a

py
y η, Then

a
ny
y η = a

ny
y aknx

x η

= a
ny
y a

py
y (ax1 ...axn)η

= (ax1 ...axn)any
y a

py
y η

= (ax1 ...axn)apy
y η = η

(2.3.4)

Define:Ψ : ZΛ → G:
Ψ(k) =

∏

x∈Λ

akx
x ,∀k ∈ ZΛ (2.3.5)

This map is a homomorphism. Ker(Ψ) = {k ∈ ZΛ :
∏

x∈Λ akx
x = e}

Theorem 2.3.6. Define: ∆ZΛ = {∆n : n ∈ ZΛ}, then Ker(Ψ) = ∆ZΛ and hence G

isomorphic with ZΛ�∆ZΛ

Proof. For the toppling matrix:

∆xy =





2d x = y

−1 x and y are nearest neighbors
0 otherwise

(2.3.6)

We know adding 2d particles to a site x, that site must topple and give each of its neighbors
1 particle, which has the same effect as adding 1 particles to each of its nearest neighbors.
And hence we have the relation:

a∆xx
x =

∏

y∈Λ,y 6=x

a
−∆xy
y (2.3.7)

Then multiply
∏

y∈Λ,y 6=x a
∆xy
y bo both sides,

∏

y∈Λ

a
∆xy
y = e (2.3.8)

So for any (kx)x∈Λ ∈ ZΛ,
∏

y∈Λ a
kx∆xy
y = e. Multiply the equation for all x ∈ Λ:

∏

x∈Λ

∏

y∈Λ

a
kx∆xy
y = e (2.3.9)
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Since ∆xy = ∆yx,

e =
∏

x∈Λ

∏

y∈Λ

a
kx∆yx
y =

∏

y∈Λ

a
P

x∈Λ ∆yxkx
y =

∏

y∈Λ

a
(∆k)y
y (2.3.10)

So, ∆ZΛ ⊆ KerΨ

For any m ∈ Ker(Ψ), then
∏

x∈Λ amx
x = e, then there are two non-negative integer

vectors m+,m− such that m = m+ −m−. Then, for all η ∈ R, we have:
∏

x∈Λ am+
x

x η =
∏

x∈Λ am−
x

x η

then there existence two non-negative vectors k+ = (k+(x))x∈Λ ≥ 0, k− = (k−(x))x∈Λ ≥ 0
such that

η + m+ −∆k+ = ζ = η + m− −∆k−

Then we get that:

m = m+ −m− = ∆(k+ − k−)

which implies that m ∈ ∆ZΛ, it proves that Ker(Ψ) ⊆ ∆ZΛ. Now we can conclude that

Ker(Ψ) = ∆ZΛ and G ∼= ZΛ�∆ZΛ (2.3.11)

Corollary 2.3.7. | R |=| G |=| ZΛ�∆ZΛ |= det(∆), | · | denotes the number of elements
in a set.

Proof. In Theorem 2.3.4, it is proved that | R |=| G |. Here we still need to prove that:
| ZΛ�∆ZΛ |= det(∆).

For a diagonal matrix A with entry value axx, then:

ZΛ�AZΛ = (Z�a11Z)⊕ (Z�a22Z)⊕ ...⊕ (Z�aNNZ) (2.3.12)

We know the size of the space on the right side is
∏

x∈Λ axx = det(A), and hence
ZΛ�AZΛ = det(A).

For matrix ∆, we can turn it to a diagonal matrix A by some row and column operation,
see[11]. And such operation preserves the determinant of the matrix, i.e., det(∆) = det(A).
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And we know these two quotient space ZΛ�AZΛ and ZΛ�∆ZΛ are isomorphic with each
other. Then:

| ZΛ�∆ZΛ |=| ZΛ�AZΛ |= det(A) = det(∆) (2.3.13)

Define the uniform measure on the recurrent set R

µ =
1

| R |
∑

η∈R
δη (2.3.14)

Since ax : R→ R is a bijection, the image measure

µ ◦ ax =
1

| R |
∑

η∈R
δaxη =

1
| R |

∑

η∈R
δη = µ (2.3.15)

that is to say, the uniform measure µ on R is stationary measure for the Markov Chain
and all individual operators ax, x ∈ Λ.

2.4 Expected Toppling numbers

The toppling matrix ∆ in a BTW sandpile model coincides not only in the notation but
also the analogous discrete property. The reason is that in a BTW sandpile model, the
toppling matrix ∆ there is to describe the diffusion of grains(“energy”) through out the
lattice during the avalanche. The change of the number of grains(energy) at site y when
it topples happens at site x is just give by ∆xy. The continuous version of this evolution
is described as:

∂f

∂t
= D∆f (2.4.1)

where ∆ is now the Laplacian operator on Rd. The Green function for the continuous
evolution function satisfies ∆G(x, y) = δx−y and in the discrete case:

∆G = id, then ,G(x, y) = (∆−1)xy. (2.4.2)

To give a probability interpretation of G, consider the a d-dimensional simple random
walk on Λ ⊂ Zd with |Λ| < ∞, which will stop if it leaves the boundary of Λ, see [?]
denote the transition function of the random walk by P ,then:

(P − I)f = − 1
2d

∆f (2.4.3)

18



Then G(I − P ) = 1
2d , then G = 1

2d · (I − P )−1 = 1
2d

∑∞
n=0 Pn. While Pn

x,y = pn(x, y)
where pn(x, y) is the probability that taking n steps to reach y starting from x. Then
G(x, y) = 1

2d

∑∞
n=0 pn(x, y). And hence the probabilistic interpretation of G is G(x, y) =

1
2dEx(number of visits at site y starting from x).

For any η ∈ R, define n(x, y, η) to be the toppling number at site y when adding a
particle to η at site x, then:

η(y) + δx,y −
∑

z

∆yz n (x, z, η) = (axη)(y) (2.4.4)

Integrate the equation over the stationary measure µ:
∫

η(y)µ(dη) +
∫

δx,yµ(dη)−∑
z

∫
∆yz n (x, z, η)µ(dη) =

∫
(axη)(y)ηµ(dη)

By the invariance of µ, we know
∫

η(y)µ(dη) =
∫

(axη)(y)µ(dη). Then we get:

∑
z

(∆yz

∫
n(x, z, η)µ(dη)) = δxy (2.4.5)

i.e:
(
∫

n(x, y, η)µ(dη)) = (∆−1)xy = G(x, y) (2.4.6)

2.5 Allowed configurations

Generally given a configuration η ∈ ΩΛ, it is hard for us to decide whether it is recurrent or
not using the definition. Here we will give another more convenient way to check whether
a configuration is recurrent or not.

Definition 2.5.1. Let η ∈ H, for nonempty set W ⊆ Λ, we call the pair (W, ηW) a
forbidden sub-configuration(FSC) if for all x ∈ W,

ηx + 1 6
∑

y∈Wr{x}
(−4xy) (2.5.1)

If for η ∈ H there exists a FSC (W, ηW), then we say that η contains a FSC. A configu-
ration η ∈ ΩΛ is called allowed if it does not contain any forbidden sub-configuration. The
set of all stable allowed configurations is denoted by R′.

Remark:
1) Sub-configurations of an allowed configuration are also allowed.
2) A configuration on Λ with only one site is always allowed[18].
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There is some relationship between allowed configuration and the recurrent configura-
tion.

Lemma 2.5.2. R′ is closed under the dynamics of sandpile, i.e, for all g ∈ G, η ∈ R′, gη ∈
R′.

Proof. Since the element of g is ax, while αx and all the toppling operators ty are the sub-
elements of ax. So it is suffices to prove that the set R′ of all stable allowed configurations
is closed under all the αx and tx, x ∈ Λ.

Clearly, if η ∈ R′, η + δx ∈ R′ since all the heights do not decrease.
Suppose for a η ∈ R′, assume txη /∈ R′, then there exists a FSC (W, (txη)W). While

when toppling happens at site x, only the height of site x decrease. If site x /∈ W,
(W, (η)W) is also a FSC, it is contradict with the fact that η is allowed. So site x ∈ W.
∀y ∈ W:

(txη)y + 1 ≤
∑

k∈W\{y}
(−4yk) (2.5.2)

i.e:
ηy −4xy + 1 ≤

∑

k∈W\{y}
(−4yk) (2.5.3)

so:
ηy + 1 ≤ 4xy +

∑

k∈W\{y}
(−4yk) =

∑

k∈W\{y,x}
(−4yk) (2.5.4)

Because there are at least two sites contained in W, W \ {x} is non-empty. Then (W \
{x} , ηW\{x}) is a FSC of η. It is a contradiction with η is allowed.

A special allowed configuration is η∗ = 2d− 1, combine with Oη∗ = R(Lemma 2.3.3),
then : R ⊆ R′. Denote the boundary of Λ by ∂Λ.

Lemma 2.5.3. For x ∈ Λ denoted by ϑΛ(x) the number of neighbors of x in Λ. ϑΛ(x) 6= 2d

if and only of x is a boundary, x ∈ ∂Λ. Then we have η ∈ R′ if and only if:

∏

x∈∂Λ

a2d−ϑΛ(x)
x η = η (2.5.5)

Investigate the meaning of equation 2.5.5, let nx be the total toppling numbers at site
x during the operation of

∏
x∈∂Λ a

2d−ϑΛ(x)
x , then:

η +
∑

x∈∂Λ

(2d− ϑΛ(x))−∆n = η (2.5.6)
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n should satisfy the following equation:

∆n =
∑

x∈∂Λ

(2d− ϑΛ(x)) (2.5.7)

Easily to check that n = (1)x∈Λ is a solution of it, and since det(∆) 6= 0, it has unique
solution n = (1)x∈Λ. So, it remains to prove that after adding 2d − ϑΛ(x) grains to each
boundary site x ∈ ∂Λ, every site of Λ topples once. The specific proof can be referred to
Lemma 3.23, [18].

Define: H = {∏x∈∂Λ akx
x , kx ∈ N}

Lemma 2.5.4. H operating on R′ is a group.

Proof. Since H ⊂ G, according to Lemma2.5.2, R′ is closed under H; by lemma 2.5.3,
the inverse operator a−1

x exists for all the x ∈ ∂Λ, and for any h =
∏

x∈∂Λ akx
x , it is easy

to check the inverse operator of it is h−1 =
∏

x∈∂Λ(a−1
x )kx .

Theorem 2.5.5. A stable configuration is recurrent if and only if it is allowed.

Proof. Since η∗ ∈ R′ and Oη∗ = R(see, Lemma 2.3.3), R ⊆ R′ by lemma 2.5.2,. We only
need to prove if η is allowed, it is also recurrent. Because H working on R′ forms a group
and η∗ ∈ R′, there is a g ∈ H such that gη = η∗, and hence gη ∈ R. Let g−1 is the inverse
operator of g in of H. Then η = g−1(gη). Since gη ∈ R and g−1 ∈ H ⊂ G, then η ∈ R,
here also use the closed property of R under G. This proves R′ ⊆ R.

When we check whether a given configuration is recurrent or not, we can use the
“Burning algorithm” introduced by Dhar [5] Define a Λ∗ = Λ ∪ {∗}, the ∗ is an artificial
site, called the root, added to Λ, and ∗. To every site x on the boundary, ϑΛ(x) is the
number of nearest neighbors to x, and 2d − ϑΛ(x) edges go from x to the root. So the
extended graph (Λ∗, E∗) is a graph that every site in Λ has exactly 2d outgoing edges.

The burning algorithm is used on a configuration η ∈ ΩΛ, and final result is a set
Λ′ ∈ Λ. The burning time of ∗ is zero, the initial result is Λ0 = Λ, at time 1, we
remove(“burning”) the sites x at which ηx +1 is strictly bigger than the number of neigh-
bors of x in Λ, which is called “burning one”. Λ1 is the set of the left sites after burning
one; use the same algorithm on Λ1, get Λ2, and go on till no more sites can be burnt. The
final set is B(η, Λ). For example,

There are nine sites in the initial configuration and after burning three times, all the
sites are burnt out.
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Figure 2.3: An Example for “burning algorithm”

∀η ∈ R′, it means that for any W ∈ Λ, there exists a x ∈ W such that:

ηx + 1 >
∑

y∈W�{x}
∆xy (2.5.8)

So, we start from W1 = Λ, then use the burning algorithm, we will burn out all the sites.
So, if a configuration can be burnt all the sites using the “burning algorithm” if and only
is recurrent.
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Chapter 3

The anti-sandpile model

This chapter is about the so called anti-sandpile model. The anti-sandpile model and
the sandpile model are conjugate with each other, which will be shown in section 2 of
this chapter. The study of the anti-sandpile model becomes easier with the help of this
conjugation. At the last section of this chapter, I combine the sandpile model and the
anti-sandpile model together to form a mixed model which exhibits different property to
the pure models.

3.1 Introduction

In the sandpile model, grains are added to a stable state which may cause the system to
become unstable, afterwards, the system relax itself to a stable one via topplings. Differ-
ently from the sandpile model, in the anti-sandpile model, grains are randomly removed
from the system and afterwards the system relaxes itself to a stable one by anti-topplings
if necessary. The dynamics of the sandpile model and anti-sandpile model are similar but
in opposite directions.

Some of the notations used in the sandpile model will also be used here, so I just rewrite
them again. Λ is a subset of Zd with finite sites. ηx ∈ Z denotes the height or the number of
grains at site x. η = (ηx)x∈Λ forms a height configuration on Λ. X = {η : ηx ∈ Z,∀x ∈ Λ}
is the set of all configurations with integer heights. In a system, two critical values are
given, one is η†xc = 0, the other ηxc = 2d, a site x is stable only if 0 ≤ ηx < 2d. The set
of all stable states is denoted by ΩΛ = {η : 0 ≤ ηx < 2d, ∀x ∈ Λ}. When ηx < 0, site x

will receive 2d particles and each of its neighbors looses one. Particles are allowed to enter
the system from the boundary when anti-topplings happen on the boundary sites. In the
pure anti-sandpile model, our state space is J = {...,−1, 0, 1, ..., 2d − 1}Λ. For η ∈ J , if
it is unstable, anti-topplings will happen till all the sites become stable.
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3.2 Relation between sandpile model and anti-sandpile

model

As Λ ⊂ Zd with | Λ |< ∞, the toppling matrix is the same as the one defined in chapter
2:

∆xy =





2d x = y

−1 x and y are nearest neighbors
0 otherwise

(3.2.1)

The study of the dynamics of the anti-sandpile model starts from the study a single anti-
toppling

Definition 3.2.1. Let t†x denote the anti-toppling operator at site x, for η ∈ J

(t†xη)y =

{
ηy + ∆xy if ηx < 0
ηy otherwise.

(3.2.2)

And t†x is “legal” if it operates on a site that is unstable,i.e., ηx < 0, otherwise, it is
“illegal”.

When anti-topplings happen on the boundary sites, grains enter the system. See the
following picture.

Figure 3.1: Grains enter when anti-topplings happen on the boundary.

Removing a grain from a site is equivalent with adding a hole to that site.

Definition 3.2.2. Let α†x denotes the operator of adding a hole at site x, for any config-
uration η ∈ J :

(
α†xη

)
y

=

{
ηy − 1 if y =x
ηy otherwise.

(3.2.3)
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Compare the anti-toppling operators with the toppling operators defined by (2.2.3),
we found that these two kinds of operators are coupled by the following operator:

Definition 3.2.3. Define “flip” operator θ : X→ X, ∀η ∈ X:

θ(η) = 2d− 1− η i.e (θη)x = (2d− 1)− ηx for all x ∈ Λ. (3.2.4)

This is an operator that turns a height configuration to another one. It seems that
there is a “mirror” at the place with every height 2d−1

2 , then θη is the “mirror” image of
θ and hence we know θθη = η, for any η, i.e., θθ = id.

Before giving the relation of the sandpile model and anti-sandpile model model, we
sea a simple example, e.g., take Λ = {1, 2, 3,−7} ⊂ Z and let

η = (0,−1, 1,−7) ∈ J

then,

θη = (1, 2, 0, 8) ∈ H

You may find some interesting phenomena, for x with ηx < 0, we have (θη)x > 2d and
reverse part is also right, that is to say t†x is legal at η if and only if tx is legal at θη. It
seems that the stabilization of one is companied with the stabilization of the other. The
following proposition describes the relation of sandpile model and anti-sandpile model.

Let S† : J → ΩΛ be the stabilization operator in the anti-sandpile model that transfers
every configuration in J to a stable one through legal anti-topplings.

Proposition 3.2.4. For η ∈ J , and S is the stabilization operator in the sandpile model:
S : H → ΩΛ, then we have the following relations:
a) t†xη = θtx(θη), t†xt†y = t†yt†x;
b) S† is well defined and S†η = θS(θη).

Proof. Λ ⊂ Zd and ∀η ∈ J
Firstly, ∀x ∈ Λ, ηx < 0 ⇔ (θη)x = 2d− 1− ηx > 2d− 1. This equation means that t†x

being legal on η is equivalent with tx being legal on θη.
Secondly, Combining (2.2.3) and (3.2.2), we know :

(t†xη)y + (txθη)y = ηy + (θη)y = 2d− 1,∀y ∈ Λ. (3.2.5)

this tells us that after legal anti-toppling and legal toppling happen at the same site on η

and θη respectively, the resulting configurations are still conjugate with each other, i.e.,
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t†xη = θtx(θη), further more, sine θθ = id, we have txθη = θt†xη. For all the η ∈ J ,
equation (3.2.5) holds, therefore:

t†x = θ tx θ, tx = θ t†x θ. (3.2.6)

By the Abelian property of the toppling operators(Lemma 2.2.3) and θ2 = id, we get that
all the anti-toppling operators t†x(x ∈ Λ) also commute.

Assume ... ◦ t†xn ◦ ... ◦ t†x1 is a sequence of legal anti-topplings on η, and from the proof of
item a), we know ... ◦ txn ◦ ... ◦ tx1 is a sequence of legal topplings on θη. From Proposition
2.2.4, we know there must be a ... ◦ txn ◦ ... ◦ tx1 must be a finite sequence. Then S† is
organized by finitely many legal anti-topplings that can stabilize η. From the proof of
item a), we know θS†θ can stabilize θη ∈ H. S(θη) = θS†θ(θη) = θS†η. θθ = id, we get
S†η = θSθη, ∀η ∈ J , and hence S† = θSθ. Since S is well defined, and θ : J → H is a
bijection and θθ = id, then S† is well-defined.

Let a†x be the operator that transfers a stable configuration to another via removing
a grain from site x and the immediate relaxation of the system to a stable one by anti-
topplings. Since removing a grain is equivalent with adding a hole, we call a†x the anti-
addition operator associated to site x.

Definition 3.2.5. Define a†x : ΩΛ → ΩΛ, ∀η ∈ ΩΛ

a†xη = S†(α†η) = S†(η − δx) for all x ∈ Λ. (3.2.7)

The anti-additions have the following properties.

Theorem 3.2.6. Let ax be the addition operator defined by (2.2.13), then

a†x = θ ax θ, as well as ax = θ a†x θ. (3.2.8)

and hence a†x(x ∈ Λ) commute.
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Proof. ∀η ∈ Ω,

a†xη = S†(η − δx)

= θSθ(η − δx) = θS(2d− 1− η + δx)

= θ ax (2d− 1− η) = θ ax θη

(3.2.9)

Therefore we have a†x = θ ax θ.
similarly, we get ax = θ a†x θ.

∀x, y ∈ Λ,

a†xa†y = θ ax θθ ay θ

= θ ax ayθ = θ ay axθ

= θ ay θθ ax θ = a†y a†x
(3.2.10)

which proves the Abelian property.

The above discussion gives a relation between the sandpile model and anti-sandpile
model. When we deal with problems related to the anti-sandpile model, we can always
turn them into the related form in the sandpile model, and after we have done with them,
we can turn them back to the anti-sandpile form again.

3.3 Mathematical results about the anti-sandpile model

Similar to the sandpile model, the anti-sandpile model also shows many nice properties
which are presented in this section, including the dynamics, recurrent configurations, in-
variant measure, etc.

Dynamics of the anti-sandpile model

Instead of adding grains as in the sandpile model, we remove grains from the system and
afterwards let the system relax to a stable one by anti-topplings immediately, and repeat
that independently again and again which forms the dynamics of the anti-sandpile model.

Let η0 = η ∈ Ω be the initial configuration, we remove a grain from site X1 and let
the system relax to a stable one, denoted by η1, then we independently remove one grain
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from X2, let the system relax to η2 ∈ ΩΛ, etc. Then the dynamics of the anti-sandpile is
expressed in the form of the following Markov Chain:

ηn = a†Xn
ηn−1 with η0 = η ∈ Ω

where Xn are i.i.d with distribution (px)x∈Λ, px > 0,∀x ∈ Λ, and
∑

x∈Λ p(x) = 1.
The transition operator P is defined as: ∀f : ΩΛ → R:

Pf(η) = E[f(η1) | η0 = η] =
∑

x∈Λ

p(x)f(a†xη) (3.3.1)

Let R† denote the set of all recurrent configurations of the anti-sandpile Markov Chain,
it is non-empty since this is a finite Markov Chain.

Define: G† = {∏x∈Λ(a†x)kx ,∀kx ∈ N} as the set of all production of anti-addition
operators. The following theorem is to Theorem 2.2.4.

Theorem 3.3.1. A configuration η ∈ ΩΛ is recurrent in the anti-sandpile Markov Chain
if and only if there is a g† ∈ G† such that g†η = η.

Proof. The proof of this theorem is very similar to the proof of theorem 2.2.4. so I do not
repeat it again here.

For any set A ⊆ X, define θA := {θη : η ∈ A}.

Theorem 3.3.2. 1): R† = θR and | R† |=| R |= det(∆)
2): G† working on R† forms an Abelian group.
3): Define µ† = 1

|R†|
∑

η∈R† δη be the uniform measure on R†, then µ† = µθ and µ† is

invariant under the individual operation of a†x, x ∈ Λ.

Proof. For η ∈ R, from Theorem 2.2.11, there is a g =
∏

x∈Λ akx
x such that gη = η, then

θ(g(η)) = θη, i.e

θgθ(θη) = θη

Since θgθ = θ
∏

x∈Λ akx
x θ =

∏
x∈Λ(θaxθ)kx =

∏
x∈Λ(a†x)kx ∈ G†, according to Theorem

3.3.1, we know θη ∈ R†. It proves that θR ⊆ R†; it can be proved that θR† ⊆ R by the
similar argument, then R† ⊆ θR. Therefore R† = θR. From Theorem 2.3.4, we know
| R |= det∆, then | R† |=| R |= det∆.

Define Φ : G → G† such that Φ(g) = θgθ, ∀g ∈ G, we know Φ is a bijection satisfy-
ing Φ(g1g2) = θg1g2θ = θg1θθg2θ = Φ(g1)Φ(g2), using θθ = id in the second equality.
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Then G and G† are isomorphic with each other. According to Theorem 2.3.2., we know
that G acting on R forms an Abelian group, then G† acting on R† is also an Abelian
group combined with the fact that R† = θR and θθ = id.

From 1) we know R† = θR and | R† |=| R |= det(∆), and

µ† = 1
|R†|

∑
η∈R† δη = 1

|R|
∑

η∈R δθη = µθ

As to the invariance, since the uniform measure µ on R is invariant under individual
ax,∀x ∈ Λ, and a†x = θaxθ,

µ† ◦ a†x = µθ ◦ a†x = µθθ ◦ axθ = µ ◦ axθ = µθ = µ†

which proves that µ† is invariant under the operation of individual a†x.

Anti-toppling numbers:

For all x, y ∈ Λ, and all η ∈ ΩΛ, define n(x, y, η) be the number of topplings happening at
site y when a grain is added to site x, and n†(x, y, η) as the anti-toppling number at site
y when a grain is removed from site x, then with n†x(η) = (n†(x, y, η), y ∈ Λ)

η − δx + ∆ n†x (η) = a†xη (3.3.2)

We have already shown that

θη + δx −∆ nx (θη) = axθη, nx(θη) = (n(x, y, θη), y ∈ Λ) (3.3.3)

Combining these two equations together:

η + θη + ∆(n†x(η)− nx(θη)) = a†xη + axθη = θ ax θη + axθη (3.3.4)

Take axθη = ξ:
2d− 1 + ∆(n†x(η)− nx(θη)) = θξ + ξ = 2d− 1 (3.3.5)

Since det∆ 6= 0, n†x(η)− nx(θη) = 0, i.e., n†(x, y, η) = n(x, y, θη).
From equation (2.4.6):

∫

R†
n†(x, y, η)µ†(dη)x = ∆−1

xy = G(x, y) (3.3.6)
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3.4 Sandpile+anti-sandpile model

In the sandpile model and the anti-sandpile model, we definitely add or take off a grain
from a randomly chosen site. If at a chosen site, we are free to add or remove a grain with
positive probability, in the case that we add a grain, the system relaxes to a stable one
by topplings immediately after the adding; and in the case that we we choose to remove
a grain, the system relaxes to a stable one by anti-topplings immediately. In this model,
adding and removing grains are both possible, so the model is no longer the pure sandpile
model or the pure anti-sandpile model, but a mixed model, we call it the “sandpile+anti-
sandpile model”, denoted by the SA−model. In the SA-model, the possible states are
not purely in H or J , but in X-the set of all height configurations. Here, ΩΛ still denotes
the set of all stable configurations. ηxc = 2d, η†xc = 0, so, if ηx ≥ 2d, site x topples, and
if ηx < 0, site x anti-topples. Then the dynamics of the SA−model is more complicated
than the pure models.

Dynamics of sandpile+anti-sandpile model

Λ ⊂ Zd with |Λ| < ∞. P and Q are two positive probability measures:
∑

x∈Λ p(x) = 1
and p(x) > 0,∀x ∈ Λ; q(x) ∈ (0, 1),∀x ∈ Λ. Everytime, we randomly choose a site x ∈ Λ
according to the distribution P and we are free to choose to add a particle with probability
q(x) and then let the system relax itself by topplings or to add a hole with probability
1− q(x) and then let the system stabilize itself by anti-topplings. Start from η0 = η ∈ ΩΛ,
independently repeat the same steps again and again, we get the dynamics of the SA−
model,

ηn = bXnηn−1, η0 = η (3.4.1)

With all the Xn are i.i.d with distribution P and all the by are i.i.d. random operators
with prob Q. Because of the independence among all the Xn and independence of all
by, y ∈ Λ, we get {ηn : n ∈ N} is a Markov chain with the transition operator P :

Pf(η) = E[f(ηX1) | η0 = η]

=
∑

x∈Λ

p(x)q(x)f(axη) +
∑

x∈Λ

p(x)(1− q(x))f(a†xη) (3.4.2)

Since |ΩΛ| < ∞, there are only finite number of possible states for the Markov Chain,
and hence there is at least one recurrent configuration for the Markov Chain. From the
3.4.2, every stable configuration can be reached from all the other stable configurations,
especially the recurrent ones, consequently, every stable configuration is recurrent in the
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mixed Markov Chain. Then ΩΛ is also the set of all recurrent configurations of the SA−
model. For the SA− model, we get following properties,

Lemma 3.4.1. txt†y 6= t†ytx and axa†y 6= a†yax

Proof. Consider Λ = (1, 2, 3) ∈ Z, and η = (−1, 2, 0). Then t2t
†
1η = (1, 1, 0) 6= t†1t2η =

(0, 0, 1). For ξ = (0, 1, 0)

a†1a2ξ = (0, 0, 1)

but

a2a
†
1ξ = (1, 1, 0)

Then a†1 and a2 do not commute.

Remark: For a configuration η ∈ X with both kinds of unstable sites, the order of
topplings and anti-topplings takes role on the stabilization of η, different order of legal
topplings and legal anti-topplings may result in different final results. The stabilization of
a configuration in the SA− model will be discussed further in Chapter 5.

Define:

Ĝ = {∏n
m=1 bxm , with all xm ∈ Λ, bxm = axm or a

x†m
∀n > 0}

Different from the sandpile model and the anti-sandpile model, the mixed model looses
the group property.

Theorem 3.4.2. There does not exist Ω̂ ⊆ Ω such that Ĝ acting on Ω̂ is a group.

Proof. Assume there is a Ω̂ such that Ĝ acting on Ω̂ is a group.
Firstly, we will prove that Ω̂ has to be equal to Ω.

In fact in order to form a group, Ω̂ must be a closed set under the action of Ĝ. If Ω̂ 6= Ω,
there must be a η ∈ Ω but η /∈ Ω̂. While we know for any ξ ∈ Ω̂, the Mixed Markov
Chain starting from ξ can reach all the recurrent configurations of the Markov Chain;
however any configuration in Ω is recurrent, therefore η can also be reached from ξ. Then
we know η must be in Ω̂, which is contradict with the assumption. Then we get that Ω̂ = Ω.

Secondly, assume Ĝ acting on Ω is a group. Let B̂ be the set of all bijections from Ω
to Ω, | B̂ |=| Ω |!. Since Ω is finite set, | Ω |! is finite. So, if Ĝ operating on Ω could
form a group, it must be a finite group. Then for any a†x and any η ∈ Ω, there must be a
n < ∞, such that (a†x)nη = η, from corollary 2.3.5, we know η ∈ R†1 = R†, which means
that Ω ⊆ R†, i.e, all the stable configuration is recurrent in the Anti-sandpile Markov
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Chain. However from the definition of “allowed” configuration, we know 0 is not allowed,
and hence not recurrent in the Sandpile Markov Chain. From Theorem 3.3.2, we know
R† = θR, then we know θ0 = η∗ /∈ R† but η∗ ∈ Ω.

32



Chapter 4

The Infinite-Volume limit
sandpile+anti-sandpile process

In Chapter 2 and 3, we studied the finite volume sandpile and anti-sandpile models,
especially the invariant measure and recurrent configurations of the finite Markov Chains.
We are interested in how the system behaves as the volume increases. In the infinite
volume case, the systems become some processes. However, we are even not sure the
existence of such processes because in the infinite volume case, both the addition and
anti-addition operators are non-local which determines that the related process are not
Feller, and hence the classical way used in the construction of a process in the interacting
particle system does not work here even in one dimensional case. In this chapter, I mainly
give the construction of a so-called sandpile+anti-sandpile process and study the invariant
measure of it.

4.1 Feller processes

In the one-dimensional model, Ω = {0, 1}Z is the set of all stable states with the product
topology, which organizes Ω as a compact metric space with metric,

d(ξ, η) =
∑

x∈Z
2−|x| | η(x)− ξ(x) | (4.1.1)

This topology has the following properties,

1 Convergence: A series {ηn}n∈N ⊂ X and η ∈ X, we say ηn converges to η, if
∀Λ ⊂ Z,∃M0 = n0(Λ) such that ∀n ≥ M0, we have:

ηn(x) = η(x),∀x ∈ Λ

2 Continuity: A function f : Ω → R is continuous at the point η if

limΛ↑Z supσ,ξ | f(ηΛσΛc)− f(ηΛξΛc) |= 0
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Where (ηΛσΛc)(x) = η(x), for x ∈ Λ, and σ(x), for x ∈ Λc.

3 Local function: A function f : Ω → R is local if it depends only on a fixed set A

with finite sites. This means that ∀η, ξ such that ηA = ξA implies f(η) = f(ξ).

Remarks: A local function is continuous, while a continuous function can be non-local,
e.g., f(η) =

∑
x∈Z e−|x|η(x), it is continuous but not local. But, continuous function can

be approximated uniformly by local functions, this follows, e.g., from Stone-Weierstrass
Theorem.

From the view of interacting particle systems, the first step of construction is getting
the generator L of the process. Once we can show that there is a Markov semigroup S(t)
corresponding to the generator L, a Markov process(with cadlag paths) starting from η

can be defined via:
(S(t)f)(η) = Eηf(ηt) (4.1.2)

According to theorem 1.5 of [12], we know the uniqueness of Markov process defined
by (4.1.2). So, the main work to get a process corresponding to a given generator L is
to get the semigroup S(t). As we know, if the process is Feller, i.e., f ∈ C(Ω) implies
S(t)f ∈ C(Ω), the work becomes easy thanks to Hille-Yoshida theorem[12]. It tell us
that if we use D(L) := {f ∈ C(Ω) : limt↓0

S(t)f−f
t exists} to denote the domain of L, the

generator and the semigroup has the following relations:

(1): Lf = limt↓0
S(t)f−f

t , for f ∈ D(L)

(2): S(t)f = limn→∞(I − t
nL)−nf = etLf , for f ∈ C(Ω)

(3): For f ∈ D(L), S(t)f ∈ D(L), and (d�dt)S(t)f = LS(t)f = S(t)Lf

In this way, the Feller semigroup S(t) is given by (2), i.e,

S(t)f(η) = etLf(η),∀f ∈ C(Ω), η ∈ Ω

In the case that we are not sure a process is Feller, we could not get semigroup using
Hille-Yoshida. Generally it is not easy to check whether a process is Feller or not by the
definition. However a Feller process has the some good properties such as S(t)f is right
continuous as a function of t, for every f ∈ C(Ω); existence of invariant measures, etc.
Therefore, one way to prove a certain process is not Feller is to the prove that one of such
these properties does not hold.
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4.2 Flip process

One kind of famous models in the interacting particle systems is the flip-process. In the
one-dimensional infinite volume model, Ω = {0, 1}Z is the set of stable states. Define θx

to be “spin-flip” operator on Ω,

(θxη)y =

{
(ηx + 1)mod 2, if y = x

ηy otherwise.
(4.2.1)

The flip operator θx transfers the value of ηx from one to the other. Assign to each site a
Poisson process Nx

t with rate 1, for x 6= y, Nx
t and Ny

t are independent. For configuration
η ∈ Ω, the flip rate from zero to one at site x is denoted by c0(x, η) and from one to zero
is denote by c1(x, η).

An Example of Feller flip process

The simplest case of the flip process is the process with rate c0(x, η) = c1(x, η) = 1,∀x ∈ Z.
In this case, there is no interaction among sites, each site evolves follows independently,
therefore there is a Markov process ηt(x) corresponding to every x ∈ Z:

ηt(x) = (θNx
t

x η)(x) (4.2.2)

The semigroup S(t) for this process is defined as:

S(t)f(η) = Eη(f(ηt)),∀f ∈ C(Ω) (4.2.3)

Since there is no interaction between sites, from (4.2.2) we know for a fixed value Nx
t , ηt

is a continuous function of η. By the Dominated Convergence theorem(DOM), S(t)f is
also continuous which means that this process is Feller.

An Example of Non-Feller flip process

If the flip rate c(x, η) loses the local property, the flip process can loose the Feller property.
For instance let us consider the following flip process.

For η ∈ Ω = {0, 1}Z, if η(x) = 0, with rate 1 flip from zero to one and a site with
height 1 will stay at 1 except if η = 1 in which case all sites flip to zero, for this process
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the generator is:

Lf(η) =
∑

x∈Z
I(η(x) = 0)[f(θxη)− f(η)]

+
∏

x∈Z
I(η(x) = 1)[f(θη)− f(η)]

(4.2.4)

with θ the global flip-operator. Assume S(t) is the semigroup corresponding to the gen-
erator (4.2.4),

Proposition 4.2.1. The Markov process associated to generator (4.2.4) is not a Feller
process.

If S(t) is the semigroup of a Feller process. For µ ∈ P(Ω)(the probability measure
on Ω), T > 0 µT = 1

T

∫ T
0 µS(t)dt ∈ P(Ω). By the compactness of P(Ω), we know there

is a subsequence Tn such that µTn → ν. From Proposition 1.8, e) of [12], we know ν is
invariant under S(t). This means that for a Feller process, there is at leat one invariant
measure. Now we start to give the proof.

Proof. Suppose measure µ is invariant and µ(I(η(0) = 0)) = δ > 0, since te−t

> 0 for t > 0
that is to say the probability to flip at the origin is strictly positive. Then

Pµ(I(ηt(0) = 0)) < δ

so µ is not invariant, hence the only possible invariant measure are the ones such that
µ(I(η(0) = 0)) = 0. Similar discussion on µ with µ(η(x)) = δ > 0, we can get the only
possible invariant measure are the ones with µ(η(x)) = 0,∀x ∈ Z. Then the only possible
one is µ = δ1(with δ1({1}) = 1). But δ1 is not invariant since at 1 flips 0 definitely. So
there is no invariant measure for this process. Then we can conclude that this flip process
is non-Feller.

4.3 Some mathematical tools

Generally, in the field of interacting particle systems, there are two methods that are used
very often in the construction of processes, one is “coupling”, the other is “monotonicity”.
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4.3.1 Coupling

Coupling is the most important and generally applicable technique used in the construction
of the process. A coupling is simply a construction of two or more stochastic processes on
a common probability space.

The convenience of coupling method can even be shown by the following simple ex-
ample. For instance, we want to prove that two functions f(η) and g(η) are positively
correlated when η is a real-valued random variable and f and g are two bounded increasing
functions on the real lines. If we only use the variable η, it is hard to get the relation since
the sign of E[f(η)− E(f(η))][g(η)− E(g(η))] is not decided. However, if one let η and ζ

be two i.i.d variables, the proof is quite simple:

0 ≤ E[f(η)− g(ζ)][g(η)− g(ζ)]

= Ef(η)g(η) + Ef(ζ)g(ζ)−Ef(η)g(ζ)−Ef(ζ)g(η)

= 2{Ef(η)g(η)−Ef(η)Eg(η)}
= 2cov{f(η), g(η)}

(4.3.1)

The monotonicity of f and g makes “≤” set up. In the third step, we use the independent
and identical property of η and ζ.

4.3.2 Monotonicity

1. For η, ζ ∈ Ω, we say that η ≤ ζ if η(x) ≤ ζ(x),∀x ∈ Z.
2. A function f : Ω → R is called “monotone” if for any η, ζ ∈ Ω such that η ≤ ζ, we have
f(η) ≤ f(ζ). M denotes the set of all monotone bounded functions.
3. A Markov process {ηt, t ≥ 0} on Ω with Markov semigroup group {S(t), t ≥ 0} is
monotone if f ∈M implies S(t)f ∈M.
4. µ1, µ2 are two probability measure on Ω, we say µ1 ≤ µ2, if:

∫
fdµ1 ≤

∫
fdµ2 for all f ∈M (4.3.2)

In [12], there is a theorem gives us a way to prove that two measures have a monotone
relation:

Theorem 4.3.1. Suppose µ1 and µ2 are two probability measures on Ω. A necessary and
sufficient condition for µ1 ≤ µ2 is that there exists a probability measure ν on Ω×Ω which
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satisfies:
(a) ν{(η, ζ) : η ∈ A} = µ1(A). (b) ν{(η, ζ) : ζ ∈ A} = µ2(A). for all Borel sets in Ω, and
(c) ν{(η, ζ) : η ≤ ζ} = 1.

Proof. The proof is contained in [12], Theorem 2.4 in chapter 2.

Remark: In order to prove a process is monotone, we only need to prove S(t)f is
monotone for any f ∈M, i.e, (S(t)f)(η) ≤ (S(t)f)(ζ) for any η ≤ ζ, and hence we need:

(S(t)f)(η) = Eηf(ηt) ≤ (S(t)f)(ζ) = Eζf(ζt) (4.3.3)

From theorem 4.3.1, we know it suffices to construct a coupling processes ηt and ζt and
prove that:

Pη,ζ{(ηt, ζt) : ηt ≤ ζt} = 1

where Pη,ζ is the coupling measure of Pη and Pζ , which satisfies
Pη,ζ((η, ζ) : η ∈ A) = Pη(A), Pη,ζ((η, ζ) : ζ ∈ A) = Pζ(A)

4.4 Infinite volume anti-sandpile process

In the one-dimensional anti-sandpile model, Ω = {0, 1}Z is the set of all stable configura-
tions. And the critical value η†xc = 0, i.e, when η†x < 0, site x is unstable and anti-topplings
happen in the system.

4.4.1 Anti-addition operator

The dynamics of the anti-sandpile is guided by the addition of holes and relaxation of the
system. Addition of a hole to a site may influence the whole configuration. The study of
the anti-addition operators starts from simple configurations on which the anti-addition
operators remain local.

Definition 4.4.1. Let Ω†f be the set of configurations with a finite number of critical sites,
i.e.

Ω†f =
{
η ∈ Ω :| η−1({0}) |< ∞}

(4.4.1)

where η−1({0}) = {x ∈ Z : η(x) = 0}.
The set Ω†f is dense in Ω. For every configuration in Ω†f , we can choose a finite interval

that contains η−1({0}). For the convenience, we will introduce two notations:

k+(x, η)† := inf {y ≥ 0 : ηx+y = 1} (4.4.2)
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and
k−(x, η)† := inf {y > 0 : ηx−y = 1} (4.4.3)

where inf ∅ := +∞. Then [x + k+(x, η), x − k−(x, η)†] is the very set characterized by x

with the boundary site of height 1 and the interval sites of height 0. So every anti-addition
(addition of a hole) to the inside of [x + k+(x, η), x − k−(x, η)†] has no influence on the
outside of this interval.

The anti-addition operator at site x is denoted by a†x. For a finite interval Λ ⊂ Z, we use
(a†x)Λ denotes the anti-addition operator that be strict on Λ, i.e, (a†x)Λη = ((a†x)ΛηΛ)ηΛc

Let ex is a configuration such that ex(x) = 1 and ex(y) = 0,∀y 6= x. For all η ∈ Ω†f ,
when η(x) = 1 a†xη = η − ex. When ηx = 0, k+(x, η)† < ∞, k−(x, η)† < ∞, imagine
there is a “mirror” in the middle of the interval [x+k+(x, η), x−k−(x, η)†], then after the
operation of a†x, the heights of the boundary of this set becomes 0, the height of the “mirror
image” of site x becomes 1 and all the others keep the same. E.g., for a configuration

· · ·1100 100̇0 | 0001︸ ︷︷ ︸ 1111· · ·

Here denote the place of 0̇ is x, k+(x, η)† = 5, k−(x, η)† = 2, “|” is the mirror. Then the
configuration a†xη is

· · ·1100 000̇0 | 0100︸ ︷︷ ︸ 1111· · ·

In the case that at least one of k+(x, η)† is not finite, we can choose a sequence of con-
figurations ηn = ηΛn such that, ηΛn(x) = η(x), for x ∈ Λn, and and ηΛn(x) = 1 for
x ∈ Λc

n, then ηΛn ↓ η with the k+(x, ηn)† < ∞, k−(x, ηn)† < ∞ for all n. Then we take
a†xη = limn→∞ a†xηn. For example:

· · ·000101 0000̇0︸ ︷︷ ︸ 0000· · ·

Take off a particle from the site of “0̇”, the final state is:

· · ·000100 0000̇0︸ ︷︷ ︸ 0000· · ·

Summarizing the discussion above, we get the following proposition.

Proposition 4.4.2. The final state of adding a hole at any site x are expressed in five
cases:

1. k+(x, η)† = 0, i.e., ηx = 1, then:

a†xη = η − ex (4.4.4)
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2. k+(x, η)† > 0, k+(x, η)†
∨

k−(x, η)† < ∞, then

a†xη = η − ex+k+(x,η)† − ex−k−(x,η)† + ex+k+(x,η)−k−(x,η) (4.4.5)

3. k+(x, η)† = ∞, k−(x, η)† < ∞, then

a†xη = η − ex−k−(x,η)† (4.4.6)

4. k+(x, η)† < ∞, k−(x, η)† = ∞, then:

ax†η = η − ex+k+(x,η)† (4.4.7)

5. k+(x, η)† = k−(x, η)† = ∞, then:
a†xη = η (4.4.8)

Combine with the definition of addition and anti-addition operators in finite volume,
we know a†x = θaxθ also holds in the infinite volume case. And hence a†xa†y = a†ya†x by the
abelian property of addition operators, see (3.17) of [13].

In the infinite volume case, if a configuration η is recurrent, we know all the sub-
configurations of η must be recurrent and the reverse part is also right. So the definition
of the recurrent is given,

Definition 4.4.3. A configuration η ∈ Ω is recurrent if and only if any sub-configuration
ηΛ,Λ ∈ Z is recurrent. Where ηΛ is the restriction of η to Λ. R† be the set of all such
recurrent configurations.

4.4.2 Anti-sandpile process

Let {Nx
t }x∈Z be a collection of independent rate 1 Poisson processes. a†x acting on η ∈ Ω

follows the process of Nx
t . We want to define a process informally described by:

ηt =
∏

x∈Z
(a†x)Nx

t η (4.4.9)

The formal generator for this process is: for a local function f : Ω → R

L† f (η) =
∑

x∈Z
(f(a†xη)− f(η)) =

∑

x∈Z
(a†x − I)f(η) (4.4.10)
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Firstly, we can not be sure whether such a process exists or not, since in the infinite vol-
ume case, the addition operator and anti-addition operators loose the local property, so
we could not get the generator but a formal one. However by the non-local property of a†x,
the formal generator (4.4.10) is not continuous on Ω, and the process is not a Feller pro-
cess. Therefore the classical techniques, such as Hille-Yoshida, break down here. In [13],
the infinite volume one-dimensional sandpile model is constructed, the resulting process
is non-Feller and the only stationary measure is δ1(The dirac measure concentrating on
η∗ = 1, i.e, of all heights are 1). As to the infinite volume one-dimensional anti-sandpile
model, we can use the similar method as in [13] to construct the process, however, I would
not plan to give the specific steps, but use the conjugate relation of sandpile model and
anti-sandpile model to give the semigroup and stationary measure for the anti-sandpile
process directly.

The Markov process ηt =
∏

x∈Z a
Nx

t
x η is a process with formal generator, for all bounded

local function f on Ω,

Lf(η) =
∑

x∈Z[f(axη)− f(η)]

the corresponding semigroup is denoted by S(t), see [13]. If we S†(t) to denote the
semigroup of the process with generator (4.4.10.)

Since the two generators have the following relations,

L† = θLθ

and

S†(t)f(η) = Eηf(ηt) = Eηθf(θηt) = θS(t)f(θη) = θS(t)θf(η)

Then
S†(t) = θS(t)θ (4.4.11)

The anti-sandpile process is not a Feller process, since the sandpile process with generator
L is not Feller[13], and the stationary measure for this process is θδ1 = δ0.

4.4.3 Properties of the anti-sandpile process

The infinite volume one-dimensional anti-sandpile process is not a Feller process. So some
of the properties of Feller process do not hold in general, however, for some “special”
configuration η and “special” function f , the generator L† and semigroup S†(t) still have
a good relation. In order to give the properties, we need the “N−local” function and
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“decent’ configurations which are introduced in [13]. I just put them here. We use Ω1 as
the set of configurations with infinite “0” at either side of the origin.

Ω1 = {η ∈ Ω :
∑

x<0(1− η(x)) =
∑

x>0(1− η(x)) = ∞}

For η ∈ Ω1, we order all the sites of height “0” in a sequence as:

X0(η) = min{x ≥ 0, η(x) = 0}, X1(η) = min{x > X0(η), η(x) = 0}, etc.

And define

X−1(η) = max{x < 0, η(x) = 0}, X−2(η) = max{x < X−1(η), η(x) = 0}, etc.

Then we define the intervals:

I0 = (X−1, X0] ∩ Z
I1 = (X0, X1] ∩ Z
I−1 = (X−2, X−1] ∩ Z, etc (4.4.12)

Then a configuration is called decent if η ∈ Ω1 and

a(η) = lim supn→∞
|I−n(η)|+···+|In(η)|

2n = a(η) < ∞

We use Ωdec denote the set of all decent configurations. Now, we define:

• Ω†1 = θΩ1

• X†
k(η) = Xk(θη), I†k = Ik(θη),∀k ∈ Z,∀η ∈ Ω†1

• Ω†dec = θΩdec

A function f : Ω1 → R is called “N -local”, if it only depends on the heights ηx,
x ∈ ∪N

k=−NIk(η)[14]. For N -local function f , define θ ◦ f : Ω†1 → R:

θ ◦ f(η) := f(θη) (4.4.13)

It is a function that only depends on the heights of ∪N
k=−NI†k(η). Immediately, we have:

f(axθη)− f(θη) = 0,∀x ∈ Z\ ∪N+1
k=−N−1 I†k

(4.4.14)
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So Lf(θη) =
∑

x∈∪N+1
k=−N−1I†k(η)

[f(axθη)− f(θη)], and hence:

L†f(η) = θ ◦ L ◦ θf(η) =
∑

x∈∪N+1
k=−N−1I†k(η)

[f(a†xη)− f(η)] (4.4.15)

Lemma 4.4.4. {an : n ≥ 0} is a sequence of positive real numbers such that:

lim supn→∞
an
n = a < ∞

Then the series
∑∞

n=1 tnan
n�n! converges for | t |< 1

a.e

Take a(n) = 1
2

∑n
k=−n | I†k(η) |, then for η ∈ Ω†dec, we have:

∞∑

n=1

tn(
n∑

k=−n

| I†k(η) |)n�2nn! converges, for | t |< 1
a†(η) · e. (4.4.16)

∀η ∈ Ω†f , | η−1(0) |=| {x ∈ Z : η(x) = 0} |< ∞. Then for |x| large enough, η(x) = 1,
then for n large enough, | I†n(η) |= 1 and | I†−n(η) |= 1, 1

2n

∑n
k=−n | I†k(η) |→ 1, and hence

η ∈ Ω†dec. Then for the three sets that we use often in this section have the relation:

Ω†f ⊂ Ω†dec ⊂ Ω†1 (4.4.17)

The following proposition shows that for η ∈ Ωdec and N−local, the generator and the
semigroup have the following relation,

Proposition 4.4.5. Let η ∈ Ω†dec, f be bounded and N-local, when t < 1
4a†(η)·e , the series

∑k
n=0

tn

n! ((L†)nf)(η) converges absolutely to
∑∞

n=0
tn

n! (L†)nf(η) which equals S†(t)f(η).
The semigroup is right continuous:

lim
t→0

(S†(t)f)(η)− f(η)
t

= L†f(η) (4.4.18)

Proof. We know S†(t) = θS(t)θ and L† = θLθ. And for η ∈ Ω†dec, θη ∈ Ωdec, and from
Theorem 4.1 of [13], we know for t < 1

4e·a(θη) ,
∑∞

n=0
tn

n!Lnf(θη) converges absolutely and
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equals S(t)f(θη); limt↓0
S(t)f(θη)−f(θη)

t = Lf(θη). Then when t < 1
4e·a(θη) = 1

4e·a†(η)

∞∑

n=0

tn

n!
(L†)nf(η) =

∞∑

n=0

tn

n!
(θLθ)nf(η)

=
∞∑

n=0

tn

n!
θLnθf(η) = θ

∞∑

n=0

tn

n!
Lnf(θη)

= θS(t)θf(η) = S†(t)f(η) (4.4.19)

and we also have that:

lim
t↓0

θS(t)f(θη)− θf(θη)
t

= θLf(θη) = L†f(η) (4.4.20)

i.e.,

lim
t↓0

S†(t)f(η)− f(η)
t

= L†f(η) (4.4.21)

4.5 Sandpile+anti-sandpile process

Now we combine both ax and a†x in the same process. Associate to each site x two
independent Poisson Processes Nx,α

t with rate α and Nx,β
t with rate β. All such Poisson

processes are independent with each other. On the event times of Nx,α
t , addition operator

ax acts on η and on the event times of Nx,β
t , a†x operates on η. Then we get a mixed type

process with the formal generator:

Lαβ = αL+ βL†, f − local (4.5.1)

where L =
∑

x∈Z(ax − I), L† =
∑

x∈Z(a
†
x − I). We call this process SA(sandpile+anti-

sandpile)-process. In the later part of the thesis, when I mention SA−process, I always
mean the process with formal generator (4.5.1).

The most typical method to construct a process related to the sandpile model is the
method used in [13], i.e, start from simple configuration in Ωf , construct a “monotone”
process and then extend it to the general configuration. And using the conjugate property
of the sandpile model and the anti-sandpile model, we know the construction of the pure
anti-sandpile process should start from Ω†f = θΩf , it is also a monotone process. From ex-
perience, when starting to construct the SA−process, we should start from a configuration
in Ωf ∩ Ω†f , however this method fails, because Ωf ∩ Ω†f = ∅. Another way is necessary.
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4.5.1 Construction of the SA-process

In both the sandpile process and anti-sandpile process, we know for the decent configu-
rations and N−local functions, the semigroup and generator has a good relation that for
η ∈ Ωdec, and t < 1

4ea(η) , the series:
∑∞

n=0
tnLnf(η)

n! converges absolutely and, for η ∈ Ω†dec,

t < 1
4e·a†(η)

,
∑∞

n=0
tn(L†)nf(η)

n! = θ
∑∞

n=0
tnLnf(θη)

n! also converges absolutely, which gives us
an idea to construct the SA-process.

The construction of the SA−process is divided two steps:

1. At first, for configuration η such that η ∈ Ωdec ∩ Ω†dec and N− local function f , we
get the semigroup S(t) by series expansion;

2. Using the monotonicity of the process, we extend the definition of semigroup to every
configuration and every continuous function.

For η ∈ Ωdec ∩ Ω†dec, and define: Bn(η) = ∪n
k=−nIk(η) and B†

n(η) = ∪n
k=−nI†k(η).

Lemma 4.5.1. Take η ∈ Ωdec ∩ Ω†dec, for all x ∈ Bn(η),

(1) Bn(axη) ⊆ Bn+1(η)

(2) B†
n(axη) ⊆ B†

n(η)

and for all x ∈ B†
n(η), we have:

(3) Bn(a†xη) ⊆ Bn(η)

(4) B†
n(a†xη) ⊆ B†

n+1(η)

Proof. For x ∈ Bn(η), when ax operates on η, the number of sites of height “1” in Bn+1(η)
will increase 1, consequently, Bn(axη) ⊆ Bn+1(η); the number of sites of height “1”
increases means that one of the intervals I†k is split into two, so B†

n(axη) ⊆ B†
n(η).

By the conjugate property, we get: B†
n(a†xη) = Bn(θa†xη) = Bn(axθη) and Bn(a†xη) =

B†
n(θa†xη) = B†

n(axθη). From the relation of (1) and (2), we know: Bn(axθη) ⊆ Bn+1(θη) =
B†

n+1(η) and B†
n(axθη) ⊆ B†

n(θη) = Bn(η). And hence we have: B†
n(a†xη) ⊆ B†

n+1(η) and
Bn(a†xη) ⊆ Bn(η), which are the statement of (3), (4).

Then for a function f , if it depends on the heights of BN (η)∪B†
N (η), then f(axη) = f(η)

and f(a†xη) = f(η) for x /∈ BN+1(η) ∪B†
N+1(η), therefore,

Lαβf(η) = α
∑

x∈BN+1(η)∪B†N+1(η)
[f(axη)− f(η)] + β

∑
x∈BN+1(η)∪B†N+1(η)

[f(a†xη)− f(η)]

Then we get the following proposition,
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Theorem 4.5.2. For a N-local function f , and any η ∈ Ωdec ∩ Ω†dec, we have:

| Ln
αβf(η) |≤ (α + β)n | BN+n(η) ∪B†

N+n(η) |n 2n‖f‖∞

Proof. For n=1,
Lαβf(η) = α

∑
x∈BN+1∪B†N+1

[f(axη)− f(η)] + β
∑

x∈BN+1∪B†N+1
[f(a†xη)− f(η)]. So,

| Lαβf(η) |≤ (α + β) | BN+1(η) ∪B†
N+1(η) | 2‖f‖∞

Assume for n = k, the claim is right, then we try to get the expression for n = k + 1,
Denoting Lk

αβf(η) = gkη, since f is N−local, then Lαβf(η) only depends on the heights
of BN+1(η) ∪ B†

N+1(η), then by the induction, we know gk(η) is a function that depends
on the heights of BN+k(η) ∪B†

N+k(η), then we have:

Lαβgk(η) = α
∑

x∈BN+k+1(η)∪B†N+k+1(η)

[gk(axη)− gk(η)]

+ β
∑

x∈BN+k+1(η)∪B†N+k+1(η)

[gk(a†xη)− gk(η)] (4.5.2)

Then:

| Lk+1
αβ f(η) |≤ (α + β) | BN+k+1(η) ∪B†

N+k+1(η) | |̇gk(η) |
+ α

∑

x∈BN+k+1(η)∪B†N+k+1(η)

| gk(axη) |

+ β
∑

x∈BN+k+1(η)∪B†N+k+1(η)

| gk(a†xη) |

(4.5.3)

While: | gk(axη) |≤ (α + β)k | BN+k(axη) ∪B†
N+k(axη) |k 2k‖f‖∞

from Lemma 4.5.1, we know: BN+k(axη) ⊆ BN+k+1(η), B†
N+k(axη) ⊆ B†

N+k+1(η), then:

α
∑

x∈BN+k+1(η)∪B†N+k+1(η)

| gk(axη) |≤ α(α + β)k | BN+k+1(η) ∪B†
N+k+1(η) |k+1 2k‖f‖∞

(4.5.4)
Similarly, we get:

β
∑

x∈BN+k+1(η)∪B†N+k+1(η)

| gk(a†xη) |≤ β(α + β)k | BN+k+1(η) ∪B†
N+k+1(η) |k+1 2k‖f‖∞

(4.5.5)
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Then sum up the above inequalities:

| Lk+1
αβ f(η) |≤ (α + β)k+1 | BN+k+1(η) ∪B†

N+k+1(η) |k+1 2k+1‖f‖∞ (4.5.6)

The following lemma will be used in the proof of proposition 4.5.4, I just include it
here.

Lemma 4.5.3. For a, b ∈ R+ ∪ {0}, (a + b)n ≤ 2n(an + bn)

Proof. For a, b ∈ R+ ∪ {0}, (a + b)n ≤ 2n(max{a, b})n ≤ 2n(an + bn)

Proposition 4.5.4. Let η ∈ Ωdec ∩ Ω†dec, f be a bounded and N -local function, then for
t < min{ 1

8e(·α+β)·a(η) ,
1

8e·(α+β)·a†(η)
}, the series

∑∞
n=0

tn

n! (Ln
αβf)(η) converges absolutely.

Then define:

S(t)f(η) =
∞∑

n=0

tn

n!
(Ln

αβf)(η) (4.5.7)

Proof. Use Lemma 4.5.3 on inequality 4.5.6:

Ln
αβf(η) ≤ 2n(α + β)n(| BN+n(η) |n + | BN+n |n)2n‖f‖∞ (4.5.8)

For η ∈ Ωdec ∩ Ω†dec, we have:

lim supn→∞
|BN+n(η)|

2n = lim supn→∞
|BN+n(η)|
2(N+n) = a(η) < ∞

and:

lim supn→∞
|B†N+n(η)|

2n = lim supn→∞
|B†N+n(η)|
2(N+n) = a†(η) < ∞

By lemma 4.4.4, we know:

1) For t < 1

8e(̇α+β) ˙a(η)
,
∑∞

n=0
4n(α+β)ntn|BN+n(η)|n

n! converges.

2) For t < 1

8e(̇α+β) ˙a†(η)
,
∑∞

n=0

4n(α+β)ntn|B†N+n(η)|n
n! converges.

Then for t < min{ 1

8e(̇α+β) ˙a(η)
, 1

8e(̇α+β) ˙a†(η)
}, ∑∞

n=0
tn

n! (Ln
αβf)(η) converges absolutely.
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4.5.2 Extending the definition of semigroup according to initial

measure

Lemma 4.5.5. Assume µ be an positive translation invariant mixing measure on Ω,
ρ(η) =

∫
I(η(0) = 0)dµ denote the density of “0” in the whole configuration, then if

ρ(η) ∈ (0, 1), η ∈ Ωdec ∩ Ω†dec.

Proof. For any η ∈ Ωdec ∩ Ω†dec, we know:

a(η) = lim supn→∞
1
2n

∑n
k=−n | Ik(η) |< ∞

a†(η) = lim supn→∞
1
2n

∑n
k=−n | I†k(η) |< ∞

Then for a η such that ρ(η) > 0, we know the average size of all such interval Ik(η) equals
to 1

ρ(η) , i.e.,

lim
n→∞

1
2n

n∑

k=−n

| Ik(η) |= 1
ρ(η)

= a(η) < ∞ (4.5.9)

This tells us that for η such that ρ(η) > 0, η ∈ Ωdec. Use the same discussion, for η such
that 1 − ρ(η) > 0, a†(η) = 1

1−ρ(η) < ∞, i.e, η ∈ Ω†dec. In a word, ρ(η) ∈ (0, 1) implies

η ∈ Ωdec ∩ Ω†dec.

Proposition 4.5.6. Let µ be the initial measure on Ω, which is translation invariant and
mixing measure concentrating on Ωdec ∩ Ω†dec with:

µ(η(0) = 0) = ρ ∈ (0, 1)

Then the process can be constructed in the following time intervals,

(1) For β < α, 0 ≤ t < ρ
α−β

(2) For α = β, t ∈ [0,∞)

(3) For β > α, 0 ≤ t < 1−ρ
β−α

Proof. µ is the initial state measure. And according to Proposition 4.5.4 and lemma
4.5.5, we know the semigroup S(t) is defined in the form of (4.5.7) for 0 ≤ t < t∗1(µ) =
min{ ρ

8e(·α+β) ,
1−ρ

8e·(α+β)}.
Under the condition that 0 ≤ t < t∗1(µ), ρt =

∫
I(η(0) = 0)dS(t)µ(t) is the probability

of “0”’s at time t with initial measure µ,

ρt =
∫

I(η(0) = 0)dS(t)µ =
∫

S(t)(I(η(0) = 0))dµ
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Differentiate this equation:

dρt

dt
=

∫
dS(t)I(η(0) = 0)

dt
dµ (4.5.10)

Then for t ∈ [0, t∗1(µ)), substitute S(t) by (4.5.7)

dS(t)I(η(0) = 0)
dt

= Lαβ

∞∑

n=0

tn

n!
(Ln

αβf)(η) = LαβS(t)f(η) (4.5.11)

Then substitute (4.5.11) to (4.5.10):

dρt

dt
=

∫
LαβS(t)I(η(0) = 0)dµ =

∫
LαβI(η(0) = 0)dS(t)µ (4.5.12)

we know for any µ translation invariant,
∫ LI(η(0) = 0)dµ = −1 and

∫ L†I(η(0) = 0)dµ =
1[13], then get:

dρt

dt
= β − α, t ∈ [0, t∗1(µ)) (4.5.13)

Get the solution for this equation:

ρt = ρ + (β − α)t, with ρ =
∫

I(η(0) = 0)dµ > 0, t ∈ [0, t∗1(µ)) (4.5.14)

We can check that for any small ε > 0,

0 < ρt∗1(µ)−ε = ρ + (β − α)(t∗1(µ)− ε) < 1 (4.5.15)

Let µt∗1(µ)−ε := S(t∗1(µ)− ε)µ, which denotes the measure at time t∗1(µ) − ε. If we take
ηt∗1(µ)−ε according to µt∗1(µ)−ε, from (4.5.15)

µt∗1(µ)−ε(ηt∗1(µ) − ε)(I(η(0) = 0)) ∈ (0, 1)

According to lemma 4.5.5, ηt∗1(µ)−ε ∈ Ωdec ∩ Ω†dec. Then using the result in proposition
4.5.4 to ηt∗1(µ)−ε extracting according µt∗1(µ)−ε, the result of 4.5.4 can be extend up to t∗1(µ1)
with µ1 = µt∗1(µ)−ε, denote µ2 = µt∗1(µ1)−ε, etc. Once we can prove that the configuration
distributed according to µt∗1(µk)−ε has density between 0 and 1, we can extend the process
to a further time t∗1(µt∗t (µk)−ε). So the extending will stop at the first time s such that
µs(I(ηs(0) = 1)) 6= (0, 1) for ηs with distribution µs. And before that time, the measure
for the process exists and is translation invariant, so the density before that time still has
the form of (4.5.13)

Let 0 < ρt = ρ + (β − α)t < 1, the solution for this inequality is:
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• For β < α, 0 ≤ t < ρ
α−β .

• For α = β, t ∈ [0,∞).

• For β > α, 0 ≤ t < 1−ρ
β−α

Then we can give the definition of semigroup in time interval satisfying the latter condi-
tions.

The semigroup defined above is for initial configurations η ∈ Ωdec ∩Ω†dec and N−local
function f . The following theorem tells us that this process is monotone, then we can
extend the definition to a larger set.

Theorem 4.5.7. The sandpile+anti-sandpile is monotone.

Proof. We use ηt and ξt to denote the process with initial state η and ξ respectively. In
order to prove that a process is monotone, we only need to find a coupled process (ηt, ξt)
with η ≤ ξ, and show that there is a coupled measure P η,ξ such that P η,ξ{(ηt, ξt) : ηt ≤
ξt} = 1.

The strategy of the coupling is referred to [13]. Shortly, for η ≤ ξ, some addition on ξ

may make a site x of height “1” becomes 0. In η either η(x) = 0, then we do nothing on
η or η(x) = 1, then there correspondence with a unique site y(x, η, ξ), ay(x,η,ξ) operating
on η generate “0” at site x.

Some anti-addition on ξ may cause some site x of height 0 to become 1. In ξ, if
ξ(x) = 1, then we do nothing on ξ and if ξ(x) = 0, there is a unique site y(x, ξ, η) such
that a†y(x,ξ,η) operating on η make site x turn from 0 to 1.

We have defined S(t)f(η) for η ∈ Ωdec ∩ Ω†dec, which is characterized by the initial
distribution µ such that µ(I(η(0))) ∈ (0, 1) and for N−local function f . Next we want to
use the “monotonicity” of the process to extend the definition to all configurations η ∈ Ω
and all continuous function f ∈ C(Ω).

Step 1 : For every η ∈ Ω, we can define new configuration ηn such that ηn(x) = η(x) for
x ∈ [−n, n], otherwise 0. So we know ηn ↑ η as n ↑ ∞.
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Figure 4.1: An Example to show coupling

Step 2 : For a fixed n, define a new configuration ηdec
n such that

ηdec
n (x) = η(x),∀x ∈ [−n, n]

ηdec
n (n + 2l − 1) = 1, ηdec

n (n + 2l) = 0, for all positive integer l

ηdec
n (−n− 2l + 1) = 1, ηdec

n (−n− 2l) = 0, for all positive integer l

(4.5.16)

Obviously ηdec
n ∈ Ωdec ∩ Ω†dec with a(η) = 1 and a†(η) = 1.
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Step 3 : For a fixed n, for m ∈ N, define ηm
n as:

ηm
n (x) =

{
0 for x ∈ [−n−m,−n) ∩ (n, n + m]
ηdec

n (x) otherwise.
(4.5.17)

Then for a fixed n, ηm
n ∈ Ωdec ∩ Ω†dec, ηm

n ↓ ηn as m ↑ ∞. Then

S(t)f(ηn) := lim
m↑∞

S(t)f(ηm
n ) and S(t)f(η) := lim

n↑∞
S(t)f(ηn) (4.5.18)

Step 5 : A local function f , there must be a N such that f is also N -local function. Then
{f : f is local } ⊆ {f : f is bouned and N-local } ⊆ C(Ω), since for any f ∈ C(Ω),
it can be approximated by local function, certainly it also can be approximated by
the function in {f : f is bouned and N-local }, then the definition extending to any
f ∈ C(Ω).

With the former 5 steps, the semigroup can be extend to every stable configuration and
every continuous function, which means that we get the process starting from any initial
measure.

4.5.3 The invariant measures for the SA-process

Theorem 4.5.8. Let I be the set of invariant measures for the process with generator
4.5.1. Then we have:

(a) For α > β, I = {δ1}.

(b) For α < β, I = {δ0}.

(c) For α = β, I ⊃ {λδ0 + (1− λ)δ1, λ ∈ [0, 1]}

Proof. For ν is translation invariant and mixing with ν(I(η(0) = 0)) = ρ ∈ (0, 1), we put
ρ(t) =

∫
I(η(0) = 0)dνS(t), which is the density of “0”’s in the configuration at time t,

for t with the condition in theorem 4.5.6, we know the density at time t is,

ρt = ρ + (β − α)t, with ρ =
∫

I(η(0) = 0)dν > 0

Let 0 be the configuration with all the sites of height 0, and 1 be the configuration with all
the sites of height 1. Let the measure δ0 and δ1 be defined as δ0({0}) = 1 and δ1({1}) = 1.

Our discussion will also be divided into three cases:
Case 1: For α > β, when 0 ≤ t < ρ

(α−β) , ρt is a decreasing function of time t,
and for t ≥ ρ

(α−β) , ρt = 0. Then for translation invariant measure µρ with µρ(I(η(0) =
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0)) = ρ ∈ (0, 1), µρS(t) = δ1, for t ≥ ρ
α−β . And by the monotonicity of the process,

δ1S(t) = limt↓0 µρS(t), for all t ≥ 0.
Now we begin to prove that δ1 is invariant, i.e, δ1S(t) = δ1,∀t > 0. For a fixed t > 0,

there must be a αt such that t > αt

α−β . Then for all ρ ≤ αt, we have t > ρ
α−β . Therefore

for 0 < ρ < αt, µρS(t) = δ1. Then δ1S(t) = limρ↓0 µρS(t) = δ1. Thenδ1 is an invariant
measure.

For δ0, we know limρ↑1 µρ → δ0, with µρ translation invariant and µρ(I(η(0) = 0)) =
ρ ∈ (0, 1). For all ρ ∈ (0, 1), µρS(t) = δ1, for t ≥ 1

α−β . Then

δ0S(t) = lim
ρ↑1

µρS(t) = δ1,∀t ≥ 1
α− β

(4.5.19)

For all positive probability measure measure µ on Ω and all bounded monotone function
f , we have: ∫

fdδ0 ≤
∫

fdµ ≤
∫

fdδ1 (4.5.20)

By the monotonicity of the process, we know δ0S(t) ≤ µS(t) ≤ δ1S(t), combined with
δ0S(t) = δ1,∀t ≥ 1

α−β and δ1 is invariant, we get µS(t) = δ1,∀t ≥ 1
α−β . And hence δ1 is

unique invariant measure.

Case 2: For α < β, use the similar discussion as in Case 1, we can get: δ0 is invari-
ant and for every probability measure µ, µS(t) = δ0,∀t ≥ 1

α−β . Then I = {δ0}

Case 3: For α = β, ρ(t) = ρ ∈ (0, 1). For every ρ ∈ (0, 1), µρ is the translation in-
variant measure with µρ[I(η(0)) = 0] = ρ. By the monotonicity of the process, we know
δ1S(t) = limρ↓0 µρS(t), all t > 0. Then for fixed t > 0,

δ1S(t)[I(η(0)) = 0] = lim
ρ↓0

µρS(t)[I(η(0)) = 0] = lim
ρ↓0

ρ = 0 (4.5.21)

The second equality holds because the process keeps density when α = β. Then δ1S(t) =
δ1, and hence δ1 is translation invariant. Similarly we can prove that δ0 is also invariant.
Easily to check that the linear combination λδ0 + (1 − λ)δ1 are also invariant. Then
I ⊃ {λδ0 + (1− λ)δ1, λ ∈ [0, 1]}.

Both δ0 and δ1 are translation invariant, and we also know that they are ergodic
measure by Proposition 4.11 of [12]. For the case α = β, we have the following conjecture.

Conjecture 4.5.9. Ie = {δ0, δ1}
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For any product measure µρ with µρ(η(0) = 0) = ρ, we know that µρS(t) is not
translation invariant. So we conjecture that the only possible translation invariant measure
with the density of “0” being ρ is ρδ0 + (1− ρ)δ1.

4.5.4 Discussion of the result

Let S1(t) be the semigroup of corresponding to the formal generator

Lf(η) =
∑

x∈Z
[f(axη)− f(η)] (4.5.22)

and S2(t) be the semigroup corresponding to the formal generator

L†f(η) =
∑

x∈Z
[f(a†xη)− f(η)] (4.5.23)

And S(t) be the semigroup for the process with generator (4.5.1). From [13], we know δ1

is the only invariant measure for S1(t) and from section 4.4.2, we know δ0 is the unique
invariant measure for S2(t).

In a Feller process, we have

µS(t) = µ iff
∫ Lfdµ = 0, f ∈ D(L)

Therefore if a generator is of the form L = L1 + L2, i.e., the summation of two Feller
generators, and µ is invariant for L1 but not for L2, then µ could not be invariant for L.
This is precisely what happens in SA process.

In SA process, the generator, Lα,β = αL+ βL†, we know that:

1. For α > β, δ1 is the invariant measure for Lα,β , L but not for L†.

2. For α < β, δ0 is the invariant measure for L† and Lα,β but not for L.

The reason that item 1 and item 2 hold is that L and L† are not generators for Feller
processes. In a word, the non-locality of addition and anti-addition operator is responsible
for this kind of “competition” between two generators for the stationary measure.
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Chapter 5

Stabilization of a configuration

The sandpile model, anti-sandpile model and sandpile+anti-sandpile are “Self-organized”
critical(SOC) systems, which can achieve criticality without tuning the parameters of
the system. The reason that these systems can achieve criticality is that the rate of
driving(adding or removing grains) is very slow compared to the rate of relaxation, which
is an implicit tuning of parameters. From this point, these three models can also be
considered as examples of ordinary critical systems. So there is a transition point for a
system to be stabilizable and non-stabilizable.

5.1 Stabilization of infinite-volume anti-sandpile

configuration

5.1.1 Introduction

Let Λ ⊂ Zd with |Λ| < ∞, we know that for any configuration η ∈ H = {η : η(x) ≥
0,∀x ∈ Λ}, it can be stabilized in a finite number of legal topplings, and the order of
the topplings has no effect on the final configuration, see Proposition 2.2.4 and 2.2.7. For
the anti-sandpile configuration ξ ∈ J = {η : η(x) ≤ 2d − 1,∀x ∈ Λ}, it can always be
stabilized by finitely many legal anti-topplings and such stabilization is also well-defined,
see Proposition 3.2.4. The reason for such phenomena is that grains of sand are allowed
to enter or leave the system from the boundary when topplings or anti-topplings happen
on the boundary sites.

In the infinite volume case, the system keeps density, the stabilization of a system must
depends on the density of the system. For a sandpile configuration η, when its density is
small, it is easy to be stabilized, when the density is large, it is harder. In [8], Dickman
takes the expectation of the density of the sandpile model ρc = Esandpile model(η(0)) as the
critical density. When ρ < ρc, when the system is unstable(active), topplings will hap-
pen till every site is stable(inactive). In the absence of activity, there is addition. In the
infinite-size limit, it is conjectured for ρ < ρc, the activity density is 0, which means that
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the configuration can always be stabilized by finitely many legal topplings at each site;
for ρ > ρc, the avalanche size is non-local, this means that infinite number of topplings
happen during the stabilization.

In [15], Ronald Meester extends the conjecture of Dickman, it is conjectured that for
all stationary and ergodic measures ν from which the expected density of the sandpile
configuration is ρ, and there is a“critical density” ρc such that,

• for ρ < ρc, every site changes finitely times to get a stable configuration almost
surely.

• for ρc < ρ ≤ 2d− 1, there is at least a ν such that ν(η(0)) = ρ, all the sites topples
infinitely times almost surely.

• for ρ > 2d−1 and any ν with ν(η(0)) = ρ, all the sites topple infinitely times almost
surely.

Take µΛ as the uniform measure on RΛ(the recurrent set on Λ), µ is invariant. Let µ

is the volume limit of the stationary measure µΛ and ρZd be the expected density of the
Abelian sandpile model under µ. In [9], A. Fey-den Boer and F. Redig get a complete
proof for this conjecture and conclude that for all d ≥ 1, ρc = d. In d = 1, ρc = 1 = ρZ,
while for d ≥ 2, ρc < ρZd .

In the following part of this section, I will extend the results in [9] to the infinite volume
anti-sandpile model.

5.1.2 Stabilization of the anti-sandpile configurations in Zd

Let H = {0, 1, 2, ...}Zd
and J = {... − 1, 0, 1, 2, ...2d − 1}Zd

. For η ∈ J , if η(x) < 0, site
x is unstable and the anti-toppling happens. For for d ∈ N, we recall the flip operator
θ : J → H:

θη = 2d− 1− η, ∀η ∈ J (5.1.1)

then θJ = H.

The definition of the stabilization of a sandpile configuration, i.e., η ∈ H is introduced
in [9]. If we take ηΛ as the restriction of η on Λ. Then a configuration η ∈ H is called
stabilizable if and only if for every sequence of volume Λn ↑ Zd, there exists mΛn ∈ NΛn

such that ηΛn−∆ΛnmΛn = ξΛn ∈ ΩΛn with mΛn = (mΛn)x∈Λn , and mΛn(x) → m(x) < ∞.
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S = {η ∈ H : η is stabilizable. } be the set of all such stabilizable sandpile configurations.
A probability measure ν on H is called stabilizable if ν(S) = 1.

In the following, the corresponding definitions related to anti-sandpile are given. For
Λ ⊂ Zd, ΩΛ = {0, 1, 2, ..., 2d−1}Λ be the set of all stable configurations on Λ. For η ∈ J , ηΛ

is the restriction of η on Λ.

Definition 5.1.1. For η ∈ J is called stabilizable if and only if for every volume sequence
Λn ↑ Zd, there exists m†

Λn
∈ NΛn such that

ηΛn + ∆Λnm†
Λn

= ζΛn ∈ ΩΛn (5.1.2)

and for every x ∈ Zd,m†
Λn

(x) → m(x) < ∞ as n →∞.

We use S† to denote the set of all such stabilizable configurations.
m†

Λ(x) is non-decreasing in Λ. Therefore a configuration η ∈ J is not stabilizable if
and only if there is a site x ∈ Zd such that m†

Λ(x) ↑ ∞.
By the conjugacy between sandpile and anti-sandpile, we get the following relation,

Lemma 5.1.2. S† = θS

Definition 5.1.3. Let ν is a probability measure on J , it is called stabilizable by anti-
topplings if ν(S†) = 1.

By the relation between stabilization by topplings and that by anti-topplings, we get
that ν is stabilizable by topplings if and only of νθ is stabilizable by anti-topplings.

Theorem 5.1.4. For every invariant and ergodic measure ν on J , we have ν(S†) = 0, or
1.

Proof. First we notice that for all Λ ∈ Zd and η ∈ Zd, (τkη)(x) = η(x−k). Then for every
sequence of volume Λn ↑ ∞, τ−kΛn ↑ ∞. And the heights in (τkη)Λn are correspondence
with the heights of ητ−kΛn . Then if m†

Λn
∈ NΛn satisfies:

(τkη)Λn + ∆Λnm†
Λn

= ξΛn ∈ ΩΛn

Denote m̃†
τ−kΛn

(x) = m†
Λn

(x + k) for x ∈ τ−kΛn, then,

ητ−kΛn + ∆τ−kΛnm̃†
τ−kΛn

= ξ̃τ−kΛn ∈ Ωτ−kΛn

with ξτ−kΛn(x) = ξΛn(x + k),∀x ∈ τ−kΛn.
If τkη is not stabilizable, then there is a sequence Λn ↑ Zd, and there is a site y ∈ Λ such

that m†
Λn

(y) ↑ ∞. Then for x = y− k ∈ τ−kΛn m†
τ−kΛn

(x) = m†
Λn

(x + k) = m†
Λn

(y) →∞.
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It contradicts η ∈ S†. Then τkS† ⊆ S†. Let τ−k operates on two side, we get τ−kτkS† =
S† ⊆ τ−kS†. Then for every k ∈ Zd, τkS† = S†, which proves that S† is translation
invariant.

Take f(η) = IS† , τkf = f , then by the ergodicity of ν, we know f(η) = IS† is a constant
ν − a.s., then IS† = 1, ν − a.s. or IS† = 0, ν − a.s.. Then ν(S†) = ν(IS†) = 1, or 0.

As to the stabilization, we have the following properties:

Proposition 5.1.5. 1. S† is translation invariant measurable set.

2. It η ∈ S† and η ≤ ξ, then ξ ∈ S†.

3. If ν is a stabilizable probability measure, and ν ≤ µ, then µ is stabilizable measure
on J .

Proof. Since m†
Λn

is measurable since it is increasing. S† = {η : lim supn↑∞m†
Λn

< ∞,∀x},
then it is also Borel measurable set. The invariance comes from Theorem the proof of
Theorem 5.1.4.

Take η ≤ ξ ∈ J , and η ∈ S†, and suppose ξ /∈ S†, there must be a site x ∈ Zd such
that mΛn(x) ↑ ∞. For the same sequence Λn, ηΛn ≤ ξΛn , we know in order to stabilize
ηΛn , by the abelian property of the reverse topplings, we can stabilize ξΛn first, and then
take off ξx− ηx grains of sand from the site x. Then we know mξ

Λn
(y) ≤ mη

Λn
(y), for every

y ∈ Λn and every n. So if ξ is not stabilizable, neither is η. This contradicts the fact that
η is stabilizable.

If ν is stabilizable, ν(S†) = 1. For any ν ≤ µ, we claim that νθ ≥ µθ: for any monotone
function f : H → R, −f ◦ θ, defined as −f ◦ θ(η) := −f(θη), is also a monotone function
on J . Then we have:

∫
H f(η)dνθ =

∫
J f(θη)dν

∫
H f(η)dµθ =

∫
J f(θη)dµ

Since ν ≤ µ, and −f ◦ θ is monotone, we know:
∫
J f(θη)dν ≥ ∫

J f(θη)dµ

Then we get that: ∫

H
f(η)dνθ ≥

∫

H
f(η)dµθ (5.1.3)

which implies that νθ ≥ µθ. If ν is stabilizable under anti-topplings, νθ is stabilizable
under topplings, then by Proposition 2.1(Monotonicity) in [9], we know µθ is stabilizable
by topplings, then µ is stabilizable by anti-topplings.
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This proposition gives us some idea that if we can find a measure that is stabilizable,
then every measure that is dominated by that measure is also stabilizable. Then we define
the following “critical densities”:

Lemma 5.1.6. Let P(J) be the set of all translation invariant and ergodic probability
measures on J . Define:
ρ†,−c = sup{ρ ≤ 2d− 1 : ∃ν ∈ P(J ) : with ν(η(0)) = ρ, and ν(S†) 6= 1}.
ρ†,+c = inf{ρ ≤ 2d− 1 : ∀ν ∈ P(J ) : with ν(η(0)) = ρ, and ν(S†) = 1}.
Then ρ†,−c = ρ†,+c

Proof. Define:
S = {ρ ≤ 2d− 1 : such that ∀ν ∈ P(J) with ν(η(0)) = ρ, ν is stabilizable}.

If we can prove S is an interval, then we prove the lemma. Suppose ρ ∈ S and ρ′ > ρ.
For any measure ν ′ ∈ P(J) with ν ′(η(0)) = ρ′. And there is a measure ν ∈ P(J) such
that ν(η(0)) = ρ and ν < ν ′. Since ν is stabilizable, according to Proposition 5.1.5 c), we
can get that ν ′ is stabilizable.

Now we define the “critical density” for the infinite volume anti-sandpile model as
ρ†c := ρ†,−c = ρ†,+c .

We know that the Abelian sandpile in finite volume Λ has a unique recurrent class
RΛ, and the uniform measure µΛ is the invariant measure, and it is proved that in [1] that
µ = limΛ↑Zd µΛ is a measure on infinite volume height configurations, and it is translation
invariant. Let R†Λ be the recurrent class of the anti-sandpile model on finite subset Λ and
µ†Λ is the uniform measure on R†Λ. Since R†Λ = θRΛ, then µ†Λ = µΛθ. If we take µ† as the
infinite volume limit of µ†Λ, then µ† = µθ, which is also translation invariant. From now
on, we will always use the notations µ and µ† as the limit of uniform measure µΛ, µ†Λ.
Define ρZd := µ(η(0)), ρ†Zd := µ†(η(0)), then ρ†Zd = 2d− 1− ρZd .

In the following we proves a lower bound for the critical value.

Theorem 5.1.7. For a η ∈ J , suppose that η has a distribution ν and ν is translation
invariant and ergodic measure such that ν(η(0)) = ρ < 0. Then ν is almost surely not
stabilizable.

Proof. Take η ∈ J such that ν(η(0)) = ρ < 0, suppose η is stabilizable, then for any finite
subset Λ of Zd, there exists mΛ(x),∀x ∈ Λ such that:

ηΛ + ∆mΛ = ξΛ ∈ ΩΛ
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with mΛ(x) ↑ m(x) < ∞, then taking limit Λ ↑ Zd

η + ∆m = ξ, for some ξ ∈ Ω (5.1.4)

this gives that;
(−∆)m = η − ξ (5.1.5)

Let {Xn, n ∈ N} be the simple random walk(SRW) starting at the origin, and assume P is
the transition operator, i.e., Pf(x) = 1

2d

∑
e:|e|=1 f(x+e) then for any function f : Zd → R,

Mn = f(Xn)− f(X0)−
n−1∑

i=1

(P − I)f(Xi) (5.1.6)

is a mean zero martingale. According to (2.4.3), we know (P − I)f = − 1
2d∆f , substitute

it to (5.1.8),

Mn = f(Xn)− f(X0)− 1
2d

n−1∑

i=1

(−∆)f(Xi) (5.1.7)

Take f(x) := m(x), then

Mn = m(Xn)−m(X0)− 1
2d

n−1∑

i=1

(−∆)m(Xi) (5.1.8)

using (5.1.7), we get

Mn = m(Xn)−m(X0)− 1
2d

n−1∑

i=1

(η(Xi)− ξ(Xi)) (5.1.9)

is a mean zero martingale w.r.t Fn = σ{X0, ..., Xn}. Taking expectation over the random
walk,

1
n

(E0(m(Xn)−m(X0))) =
1
n

1
2d

E0(
n−1∑

i=1

(η(Xi)− ξ(Xi))) (5.1.10)

Using the fact that lim supn→∞
1
n

∑n−1
i=1 η(Xi) = ρ, ξ(x) ≥ 0 and m(0) < ∞, take lim sup

on (5.1.12),

0 ≤ lim sup
n→∞

1
n

E0m(Xn) ≤ ρ

2d
< 0 (5.1.11)

which gives a contradiction.

Item 1 of the following lemma is contained in [6] as the item 2 is the follows form item
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1. These two items are also used in the stabilization of sandpile configurations, see [18],
so I just put them here.

Lemma 5.1.8. 1. Suppose that ξ ∈ RΛ is minimally recurrent, i.e., diminishing the height
by one at any site x ∈ Λ creates a forbidden subconfiguration. Then the total number of
grains

∑
x∈Λ ξ(x) equals the number of edges in Λ.

2. Suppose that ν is a translation invariant probability measure concentrating on minimally
recurrent configurations, i.e., such that ν−a.s. every restriction ηΛ0 is minimally recurrent
in Λ0. Then

∫
η(0)dν = d.

We know the ν in item 2 is stabilizable and the corresponding density ν(η(0)) = d,
by the conjugacy, we know there is a ν† = νθ is stabilizable in the anti-sandpile and
the expected density of the anti-sandpile is d − 1. This implies that ρ†c ≤ d− 1. In the
following, we will show that for any δ > 0, there exist a non stabilizable measure with
density d−1− δ. Here we use the example in Appendix, which tells us that for any δ > 0,
there is a non stabilizable measure ν for the sandpile configuration such that the expected
density for the sandpile ρ = d + δ,∀δ > 0. Then the νθ is the non stabilizable measure
with the expected density d− 1− δ. Then ρ†c > d− 1− δ,∀δ > 0, then ρ†c ≥ d− 1.

By now we can conclude that ρ†c = d− 1. For d = 1, ρ†Z = 0 = d− 1ρ†c.
Summarizing what we have done, we conclude that for the anti-sandpile model, ν ∈

P(J ) with the expected density of the anti-sandpile is ρ, i.e., ν(η(0)) = ρ, η ∈ J , for all
d ≥ 1,

a) For ρ < 0, ν is not stabilizable.

b) For d− 1 < ρ ≤ 2d− 1, ν is stabilizable.

c) For 0 ≤ ρ < d− 1, there is a ν with ν(η(0)) = ρ which is not stabilizable.

d) For d = 1, item a), b), c) become 0 < ν(η(0)) < 1 is stabilizable, and for ν such that
ν(η(0)) < 0, ν is not stabilizable.

5.2 Stabilization of a finite volume Symmetric SA

configuration

5.2.1 Introduction

In the finite volume case, the stabilization of pure sandpile configuration and pure anti-
sandpile configuration is well defined. While during the stabilization of SA configuration,
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both topplings and anti-topplings are possible to happen, and since the topplings and anti-
topplings do not commute with each other, the order of the operators in the stabilization
takes a role on the final results. For example, Λ = {1, 2, 3, 4} ⊂ Z, and η = (0,−1, 3, 1),
next table shows all the possible ways as well as the corresponding results of stabilization.

Order of operators Final configuration

2†, 1†, 3, 4 (1, 1, 1, 0)

2†, 3, 1†, 4 (1, 1, 1, 0)

2†, 3, 2, 4, 3 (0, 1, 0, 1)

2†, 3, 4, 1† (1, 1, 1, 0)

2†, 3, 4, 2, 3 (0, 1, 0, 1)

3, 4, 3 (0, 1, 0, 1)

In this table 2† means one anti-toppling at site 2 and “2” one means toppling at site
2. From this table, we know, for a fixed configuration, there are many ways to stabilize it,
which may be of different size; and the final results are not unique. When the volume is
very large, there may be many ways, so we are interested in whether every order of legal
topplings and anti-topplings are of finite order, i.e, whether all the possible orders of legal
operators can eventually stabilize a configuration.

At the beginning I want discuss the stabilization of a configuration in the traditional
sandpile+anti-sandpile model. However, we found that in the SA model, an anti-toppling
may make a site with negative mass become positive, and such positive mass may generate
extra topplings later. While in the so-called “symmetric sandpile+anti-sandpile model”,
this problem disappears. The basic reason is that in the symmetric model, a site with
negative mass would never become positive via anti-topplings. In the following part of
this chapter, I will concentrate on the “symmetric sandpile+anti-sandpile” model.

5.2.2 Stabilization of a Symmetric sandpile+anti-sandpile(S-SA

model) configuration

Definition of the Symmetric sandpile+anti-sandpile model

For Λ ⊂ Zd, η(x) ∈ Z denotes the height of site x. Then X = {η : η(x) ∈ Z,∀x ∈ Λ} be
the set of all height configurations on Λ.

Site x ∈ Λ is called stable if −2d + 1 ≤ η(x) ≤ 2d − 1, otherwise site x is called
unstable. We use Ωs

Λ = {−2d + 1, ...,−1, 0, 1, 2, ...2d − 1}Λ to denote the set of all stable
configurations in the S-SA model. When η(x) ≤ −2d, η(y) → η(y)+∆(x, y), which is called
anti-toppling at site x; and when η(x) ≥ 2d, η(y) → η(y)−∆(x, y), which is called toppling
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at site x, with ∆ the same as defined before. And use K = {−2d + 1, ...,−1, 0, 1, 2, ...}Λ

and J = {, ...,−2,−1, 0, 1, 2, ..., 2d − 1}Λ as before. Then only topplings happens in the
stabilization of η ∈ K and only anti-topplings happen in the stabilization of η ∈ J .

We still use the tx and t†x to denote toppling and anti-toppling operators at site x, then
we get that in the symmetric model,

Lemma 5.2.1. 1) All the tx, x ∈ Λ commute;
2) All the t†x, x ∈ Λ commute;
3) t†xty 6= tyt

†
x

The proof of item 1) and 2) are the same as in chapter 1 and chapter 2; and for the
item 3), we can see the following example, for Λ = {1, 2, 3, 4} ⊂ Z, η = (1,−2, 2, 0), then
if t†2t3η = (1,−1, 0, 1) but t3t

†
2η = (0, 0, 1, 0).

For the S-SA model, we get that,

Theorem 5.2.2. In the symmetric models, every legal sequence of topplings on η ∈ K is
of finite size ; and every legal sequence of anti-topplings on η ∈ J is also of finite size.

Proof. For η ∈ K, define a new configuration ξ such that ξ(x) = η
∨

0, so ξ ∈ H. And
η ≤ ξ, then if T is legal sequence of topplings on η, T is also legal on ξ. From proposition
2.2.4 and Lemma 2.2.6, we know |T | < ∞.

For ξ ∈ J , every legal anti-toppling in the S-SA model is also legal in the anti-sandpile
model introduced in chapter 3. So for legal sequence of anti-topplings A on ξ in the sense
of S-SA model, A is also legal on ξ in the sense of anti-sandpile model. According to
proposition 3.2.4, we know |A| < ∞.

The stabilization of a configuration η ∈ X is to turn η to a configuration in Ωs
Λ via legal

topplings and anti-topplings, obviously the stabilization is not well defined since topplings
and anti-topplings do not commute.

Stabilization of finite volume S-SA configuration

For Λ ⊂ Zd with |Λ| < ∞, ZΛ denotes the set of all height configurations. In order to
stabilize a configuration η ∈ ZΛ, topplings and anti-topplings are both possible to happen.
Since toppling operators and anti-topplings operators do not commute, the order of the
topplings and reversed topplings will influence the final result.

Definition 5.2.3. For η ∈ ZΛ, T is a sequence of topplings and anti-topplings, T =
tαn
xn
◦ ... ◦ tα1

x1
with αn ∈ {·, †} is said to be “legal sequence of operators”(LSO) in η if tαi

xi
is

legal in t
αi−1
xi−1 ◦ ... ◦ tα1

x1
(η),∀i ∈ {1, ..., n}. And |T | := n is the size of T .
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For η ∈ X, T η is a legal sequence of operations in η and T η(η) = ...tαn
xn
◦ ...◦ tα1

x1
(η) with

αn ∈ {·, †}.

Definition 5.2.4. A configuration η ∈ X = ZΛ can be stabilized by LSO T η if T η(η) ∈ Ωs
Λ

and |T η| < ∞.

For a LSO T η in η ∈ ZΛ, define nΛ(T η) as the total number of topplings contained in
T η and n†Λ(T η) as the total number of anti-topplings contained in T η.

For a configuration η ∈ ZΛ, define the “mass” function ||η|| :=
∑

x∈Λ |η(x)|, then for
every η ∈ X = Zd, ||η|| < ∞, this is because |η(x)| < ∞ and |Λ| < ∞. As to the “mass”
function, we get the following result,

Lemma 5.2.5. For η ∈ ZΛ with |Λ| < ∞, and tx and t†y are legal on η.

||txη|| ≤ ||η|| and ||t†yη|| ≤ ||η||,∀x, y ∈ Λ (5.2.1)

especially ||txη|| ≤ ||η|| − 1 and ||t†yη|| ≤ ||η|| − 1, ∀x, y ∈ ∂Λ.

Proof. Without generality we assume tx is legal on η, then

txη(y) =





η(y)− 2d x = y

η(y) + 1 |y − x| = 1
η(y) otherwise

we know txη(x) ≥ 0, then |txη(x)| = |η(x)| − 2d; |txη(y)| ≤ |η(y)| + 1 for |y − x| = 1,
otherwise |txη(y)| = |η(y)|. Then ||txη|| ≤ ||η||. When x ∈ ∂Λ, and ϑΛ(x) be the number
of “lacking neighbors”, ϑΛ(x) ≥ 1,

||txη|| =
∑

y∈Λ

|txη(y)|

≤
∑

y∈Λ

|η(y)| − 2d + (2d− ϑΛ(x))

≤ ||η|| − 1 (5.2.2)

When t†y s legal on η, ty is legal on−η. Then we have ||t†yη|| = ||ty(−η)|| ≤ ||−η|| = ||η||,
when x ∈ ∂Λ, using (5.2.2), we get ||t†yη|| = ||ty(−η)|| ≤ || − η|| − 1 = ||η|| − 1

With the help of this lemma, then we can get the following theorem,

Theorem 5.2.6. For η ∈ ZΛ, every legal sequence of operators(LSO) T η is of finite size,
i.e, |T η| < ∞.
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Proof. Suppose T η is a legal sequence of operators of infinite volume. Then nΛ(T η) = ∞
or n†Λ(T η) = ∞ or both hold. Since |Λ| < ∞, then there is a site x which topples or
anti-topples infinitely many times. Since |Λ| is connected and every η(y) < ∞, y ∈ Λ, then
it is easy to see that there is a site z ∈ ∂Λ that topples or anti-topples infinitely many
times. According to Lemma 5.2.5, we get for every n ∈ N, 0 ≤ ||T ηη|| ≤ ||η|| − n, which
is a contradiction since for a fixed η ∈ ZΛ, ||η|| < ∞.

By now we get that in the “symmetric” sandpile+anti-sandpile model, every way of
stabilization of a finite volume configuration can eventually stops.

5.3 Stabilization of infinite volume configuration in S-SA

model

For a configuration η ∈ X, assign to each site x ∈ Zd two independent rate 1 Poisson
process Nx

t , Nx,†
t , which are independent for different sites. On the event times of Nx

t , tx

operates on the configuration and on the event time of Nx,†
t , t†x operates on η. Then a

configuration η ∈ ZZd
evolves towards ηt according to a Markov process with generator:

Lf(η) =
∑

x∈Zd

I(η(x)>2d−1)[f(η −4x,·)− f(η)]

+
∑

x∈Zd

I(η(x)<−2d+1)[f(η +4x,·)− f(η)] (5.3.1)

Let ηt be the configuration at time t and n(x, t, η) and n†(x, t, η) denotes the number of
legal topplings and legal anti-topplings before time t, we know they are increasing as t

increases. Define:n(x,∞, η) := limt↑∞ n(x, t, η) and n†(x,∞, η) := limt↑∞ n†(x, t, η).

Definition 5.3.1. A configuration η ∈ X is stabilizable by the process with the generator
(5.3.1) if for any x ∈ Zd, n(x,∞, η) < ∞ and n†(x,∞, η) < ∞.

Therefore for η that is stabilizable, for all t ≥ 0

n(x, t, η) < ∞ and n†(x, t, η) < ∞

under this case, with n(t, η) = (n(x, t, η))x∈Zd and n†(t, η) = (n†(x, t, η))x∈Zd

ηt = η −∆(n(t, η)− n†(t, η)) (5.3.2)

H = {η : η(x) ≥ 0,∀x ∈ Zd} is a special subset of ZZd
, the stabilization of η ∈ H under

the process with generator is the same as under the process with generator
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Lf(η) =
∑

x∈Zd I(η(x)>2d−1)[f(η −4x,·)− f(η)]

The condition for a configuration η ∈ H to be stabilized by the process with the upper
generator has been studied in [9].

Now we give the main theorem of this section,

Theorem 5.3.2. For η ∈ ZZd
, if ξ ≤ η ≤ ζ with −ξ ∈ H, ζ ∈ H and both −ξ and ζ are

stabilizable by the process with generator (5.3.1), η is also stabilizable by that process.

Before giving the proof of this theorem, we give the following lemma,

Lemma 5.3.3. For η ∈ ZZd
, if ξ ≤ η ≤ ζ with −ξ ∈ H, ζ ∈ H, for tx legal on η and t†y

legal on η,

ξ ≤ txη ≤ txζ and t†yξ ≤ t†yη ≤ ζ

and txζ ∈ H and −(t†yξ) ∈ H.

Proof. If tx is legal on η, tx is also legal on ζ, then (txη)(y) = η(y) − ∆(x, y) ≤ ζ(y) −
∆(x, y) = (txζ)(y),∀y ∈ Zd, which implies that txη ≤ txζ and txζ ∈ H.

Since −ξ ∈ H, ξ(x) ≤ 0,∀x ∈ Zd, and we know (txη)(x) = η(x) − 2d ≥ 0 since tx is
legal implies that η(x) ≥ 2d; and (txη)(y) ≥ η(y) ≥ ξ(y),∀y 6= x, hence ξ ≤ txη.

Similarly, we can prove that for t†y is legal on η, t†yξ ≤ t†yη ≤ ζ with −(t†yξ) ∈ H.

Now we can give the to proof of Theorem 5.3.2,

Proof. Assume η is not stabilizable under the process with generator (5.3.1), then there
must be sites, x, y such that n(x,∞, η) = ∞ or n†(y,∞, η) = ∞, or both happen.

Without generality assume n(x,∞, η) = ∞, if we let (ξt, ηt, ζt) be coupled by simulta-
neously topple or anti-topple if necessary. Then according to the lemma 5.3.3, during the
stabilization process,

ξt ≤ ηt ≤ ζt,∀t ≥ 0 (5.3.3)

with −ξt ∈ H and ζt ∈ H. Then if an anti-toppling is legal on ηt, it is also legal on ξt; a
toppling is legal on ηt, it is also legal on ζt which makes sure that n(x, t, η) ≤ n(x, t, ζ),∀t ≥
0. Take limit as t →∞, we get:

∞ = n(x,∞, η) ≤ n(x,∞, ζ) (5.3.4)

this contradicts the fact that ζ is stabilizable under the process with generator (5.3.1).
Then η is stabilizable under the process with generator (5.3.1).
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For any η ∈ X, define two new configurations: η+ and η− such that,

η+(x) := η(x)
∨

0, and η−(x) := η(x)
∧

0

So η+ ∈ H and −η− ∈ H. Then we get,

Corollary 5.3.4. For η ∈ ZZd
, if both η+ and −η− are stabilizable under the process with

generator (5.3.1), then η is also stabilizable under the process with generator (5.3.1).

The reverse part of Theorem 5.3.2 does not hold. For instance:

η = ...2,−2, 2,−2, 2,−2, ....

It is the configuration that −2 and 2 appear alternatively. Each site jumps at most 1 time.
So this configuration is stabilizable by the process with generator (5.3.1), while, for η+ =
...0, 2, 0, 2, 0, 2, .... ∈ H where 0 and 2 appears alternatively, we know this configuration is
not stabilizable. It shows that the “negative” mass(holes) helps the stabilization.

5.4 Open question

For a fixed configuration η, what is the relation between the stabilization with the back-
ground of traditional sandpile+anti-sandpile model and the stabilization with the back-
ground symmetric sandpile+anti-sandpile model? The answer is that: a class of special
ways of stabilization is to turn a configuration to Ωs firstly, and then from Ωs to Ω.

ZZ
d

Ω

Ωs

Figure 5.1: Relation of a stabilizaition in two different models

And for η ∈ Zd, and ν is translation invariant and ergodic measure, with ν(η(0)) = ρ.
If we take ν[(η

∨
0)(0)] = ρ+ and ν[(η

∧
0)(0)] = ρ−. Then these tree “densities” have the

67



following relation,
ρ = ρ+ + ρ− (5.4.1)

As to the stabilization, if 0 < ρ+ < d, we know η
∨

0 is stabilizable. −(η
∧

0) ∈ H with
density −ρ−, then if −η− < d, i.e., η− > −d, −(η

∧
0) is stabilizable, and hence η

∧
0 is

also stabilizable. And when ρ− < −2d + 1 − ρ+, ρ < −2d + 1, in this case, η can never
be stabilized by the process with generator 5.3.1. It seems that for a fixed ρ+ there is
a “critical point” ρ−c (ρ+) on which the system shows transition between stabilizable and
non-stabilizable. Similarly for ρ− > −d. Then we have the following conjecture,

Conjecture 5.4.1. ν is a translation invariant measure with the expected densities:
ν(η(0)) = ρ, ν[(η

∨
0)(0)] = ρ+ and ν[(η

∧
0)(0)] = ρ−.For fixed η+ < d, i.e, η

∨
0 is

stabilizable, there is a critical value ρ−c (ρ+) such that,

• For ρ− > ρ−c (ρ+), η is always stabilizable.

• For ρ− < −2d + 1− ρ+, η is almost surely not stabilizable.

• For −2d + 1− ρ+ < ρ− < ρ−c (ρ+), there is a measure µ with ν(η(0)
∧

0) = ρ− such
that for η distributed according to ν, η is almost surely not stabilizable.

For ρ− fixed, we have the similar form of the conjecture.

68



References
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Ergodic theorems

In the following are some definitions and theorems that are used several times in Chapter
4 and Chapter 5 about the translation invariant measures and ergodic measures.

Define the shift transform τk : X→ X:

(τkη)(x) =: η(x− k),∀η ∈ X (A .2)

And for each f : X→ R:
τkf(η) = f(τkη),∀η ∈ X (A .3)

It easy to check H,J ,Ω are invariant under the shift translation.

Definition A .2. Let A ⊆ X be invariant under the shift translation, µ be a non-negative
measure on A. Then µ is called “invariant” under the shift transform if for every f ∈
C(A),

∫
fd(τkµ) =

∫
τkfdµ =

∫
fdµ,∀k ∈ Zd

i.e, τkµ = µ,∀k ∈ Zd.

Let TA be the set of all non-negative translation invariant measures on A.

Definition A .3. A µ ∈ TA is said to be “ergodic” if whenever τkf = f for all k ∈ Zd

and f is measurable function on A, it follows that f is constant a.s. relative to µ.

The following two propositions describe some important properties of the ergodic mea-
sure, I just extract them from [12]

Theorem A .4 (Ergodic theorem). If µ ∈ TA and f is a bounded measurable function
on A, then

lim
k→∞

∑
0≤x≤k τxf

| {k ∈ Zd : 0 ≤ x ≤ k} | (A .4)

exists a.s., and in L1 relative to µ. For d = 1, it suffices that f ∈ L1(µ)
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Corollary A .5. Assume h is the limit of (A.4) and µ ∈ TA, then τmh = h µ−a.s,
∀m ∈ Zd.

Proof. Assume h is the limit of (A.4), then
∫ | limk→∞

P
0≤x≤k τxf

|{k∈Zd:0≤x≤k}| − h |dµ → 0,∀µ ∈ TA
then for all m ∈ Zd,

∫
| lim

k→∞

∑
0≤x≤k τmτxf

| {x ∈ Zd : 0 ≤ x ≤ k} | − τmh |dµ

=
∫

τm | lim
k→∞

∑
0≤x≤k τxf

| {x ∈ Zd : 0 ≤ x ≤ k} | − h |dµ

→ 0,∀µ ∈ TA (A .5)

while we know,

limk→∞
P

0≤x≤k τmτxf

|{x∈Zd:0≤x≤k}| = limk→∞
P

0≤x≤k τkf

|{x∈Zd:0≤x≤k}|

Then we get that:
τmh = h, µ− a.s.,∀m ∈ Zd (A .6)

Generally it is hard to check whether a measure is ergodic form the definition. The
following proposition will give us a useful way to decide the ergodicity of a measure in TA.

Proposition A .6. A measure µ ∈ TA is ergodic if and only if for every f and g ∈ C(A),

lim
k→∞

∑
0≤x≤k

∫
(τxf)gdµ

| {x ∈ Zd : 0 ≤ x ≤ k} | =
∫

fdµ

∫
gdµ (A .7)

Proof. For µ is ergodic, by Corollary A.5, the limit of (A.4) is translation invariant, and
hence constant a.s(µ). So the left of (A.7) equals

∫
fgdµ =

∫
fdµ

∫
gdµ.

For the converse, suppose (A.7) holds for every f, g ∈ C(A). Since every bounded
measurable function can be approximated in L1(µ) by a continuous function, it follows
that (A.7) holds for bounded measurable function as well. Now assume f is bounded
measurable function and τkf = f,∀k ∈ Zd. Then (A.7) gives

∫
fgdµ =

∫
fdµ

∫
gdµ. Take

f = g, then f is constant µ−a.s. By the definition of ergodic, we know µ is ergodic.

Proposition A .7. Suppose µ1 and µ2 ∈ TA are both ergodic. Then either µ1 = µ2 or µ1

and µ2 are mutually singular.
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Proof. Suppose that µ1 6= µ2. Then there is an f ∈ C(A) such that
∫

fdµ1 6=
∫

fdµ2.
Since both µ1 and µ2 are ergodic, then take g = 1 in (A.7), then we get:

lim
k→∞

∑
0≤x≤k

∫
τxfdµi

| {x ∈ Zd : 0 ≤ x ≤ k} | =
∫

fdµi, i = 1, 2 (A .8)

For µ is ergodic, combine with (A.6), we know
∫

fdµi is constant µ − a.s.. Assume
φ1 =

∫
fdµ1 and φ2 =

∫
fdµ2, then µ1{φ1 =

∫
fdµ1} = 1 and µ2{φ2 =

∫
fdµ2} = 1,

while µ1{φ2 =
∫

fdµ2} = 0, or 1 a.s., and µ2{φ1 =
∫

fdµ1} = 0, or 1, a,s. Therefore µ1

and µ2 are mutually singularly.
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An constructive example

In this appendix, I include the example given in [9]. In this example, the addition leads
to infinitely many topplings at the origin as limΛ↑Zd .

Considering the Abelian sandpile model on a finite set Λ ⊂ Zd. Let ϑΛ(x) denotes
the number of “lacking neighbors” of site x in the graph Λ. For η is recurrent, for each
boundary site x ∈ ∂Λ, we add ϑΛ(x) grains to each x, then according to 2.5.5, 2.5.6, 2.5.7,
we know each site x ∈ Λ will topples exactly once and after topplings, the configuration
will remain unaltered, i.e., still be η. If Λ is a rectangle of d-dimension, we add d grains
to the corner sites and d− 1 to other boundary sites. And from the definition of allowed
configuration, we know for η is recurrent, and W ⊂ Λ, the restriction ηW is also allowed,
and hence is also recurrent.

Now we give the example in d = 2, and the generalization to d 6= 2 is easy. Let
ω, ω′ be independent and distributed according to a Bernoulli measure Pp on {0, 1}Z, with
Pp(ω(x) = 1) = p. Considering two dimensional random field ζ(x, y) = ω(x) + ω′(y). If
w(x) = 1, we add one grain to each lattice site of the vertical line {(x, y), y ∈ Z} and if
ω′(y) = 1, then we add one grain to each lattice site of the horizontal line {(x, y), x ∈ Z}.
If we add according ζ, then there are almost surely infinitely many rectangles R1, ...Rn, ...

surrounding the origin with corner sites where we add two grains and other boundary sites
where we add at one grain.

If we add such a configuration ζ to a recurrent configuration η, we have that the number
of topplings at the origin in the finite volume Λ is at least the number of rectangles Ri

that are inside Λ.
Let M be set of all “minimal recurrent configurations”, i.e, taking off one grain from

η ∈ M generates a non-recurrent configuration. ν is a translation invariant probability
measure on M . From Lemma 5.1 9, we know ν(η(0)) = d. Therefore the distribution νp

of η + ζ with η drawn from ν is not stabilizable. Since we can choose p arbitrary close to
zero, and density of ρ ∈ (d, d + 2) can be attained by νp.
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