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Abstract

What is the effect of AI technology usage by bureaucrats under problematic conditions on the

perceived legitimacy of bureaucratic decisions? Scholars argue that AI usage potentially

exacerbates the negative consequences of misused bureaucratic discretion. Others suggest that AI

usage might curtail bureaucratic discretion and increase outcomes of equity and efficiency.

Existing empirical research demonstrates no significant difference between the perceived

legitimacy of AI-assisted and human decision-making. This study aims to determine the effect of

AI usage on the perceived legitimacy of bureaucratic decisions made under problematic

principal-agent dilemma conditions. This effect is assessed across 96 survey respondents from

the University of Leiden and the University of Amsterdam using experimental factorial survey

analysis. The results of this research indicate that AI usage in decision-making has a significant

positive effect on perceived legitimacy (p < 0.001). The main implication of this research is that

AI usage can plausibly alleviate the impact of consequential bureaucratic decisions on perceived

legitimacy by obscuring bureaucratic discretion. A second implication is that AI usage in

bureaucratic decision-making exerts a notable effect on the perceived efficiency of bureaucratic

decisions.

Keywords: Perceived legitimacy, bureaucratic discretion, street-level bureaucrat,

principal-agent problem, ai technology
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1. Introduction

1.1. Problem Statement

The purpose of this study is to analyze the effect of AI usage on the perceived legitimacy

of bureaucratic decisions made under problematic conditions. The research question of this study

is: What is the effect of AI technology usage by bureaucrats under problematic conditions on the

perceived legitimacy of bureaucratic decisions? Perceptions of legitimacy form an essential

component of government decision-making. Problems of legitimacy also present a salient

contemporary challenge to public administration. The OECD 2021 Survey on Drivers of Trust in

Public Institutions finds that the public perception of government integrity is an issue in many

countries (2021). Illegitimacy is a social problem “incompatible with the values of a significant

number of people who agree that action is needed to alter the situation” (Rubington & Weinberg,

2011, p. 3). Scholars have extensively highlighted the consequences of government illegitimacy

(Nye et al., 1997; Hunter & Bowman, 1996; Clark & Lee, 2001). If citizens do not believe the

government to be legitimate, voting outcomes decrease, and participatory and successful

governance declines (Schoon, 2022). Therefore, this topic is exceedingly relevant to public

administrators

Bureaucrats are necessary for a functioning government, contributing to public

administration in many beneficial ways. However, bureaucrats also have the potential to

exacerbate perceived illegitimacy. Pathological behaviors of bureaucrats can directly impact how

citizens perceive the institutions to which these bureaucrats belong. One example is the behavior

of police officers in the death of George Floyd, which had a significant impact on perceptions of

the police (Brantingham et al., 2022). Another notable example of such a phenomenon is the

publicized undermining of the Trump administration by White House officials, which
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subsequently reinforced conspiracy theories about the deep state and discredited the legitimacy

of government bureaucracy (Taylor, 2018; Rothkopf, 2022; Roig-Franzia, 2020). These examples

demonstrate the assumption that bureaucrats are empowered to make problematic decisions. The

inherent function of bureaucrats in the government as executors and enforcers of policy grants

these agents much discretion and the potential to misuse this discretion.

Many scholars conceptualize government institutions as actors, but bureaucrats ultimately

execute policy, making bureaucratic discretion integral to government decision-making (March

& Olsen, 1989; Linders & Peters, 1990). Political philosophers have historically emphasized the

importance of bureaucrats being just and procedural in enforcing policy (Shafritz & Hyde, 1992).

Accordingly, “the civil servant… has a responsibility to be able to exercise discretion” so long as

they follow institutional aims and are “guided by the public interest” (Plant, 2011, p. 470;

Shafritz & Hyde, 1992, p. 77). Under certain conditions, such as those implicit in the

principal-agent dilemma, bureaucrats pursue conflicting aims, shirk responsibility, or work

inefficiently. Bureaucratic discretion under these conditions can inadvertently undermine

institutional aims and contravene the public interest. More importantly, these situations can cause

bureaucrats to make decisions that can impair the perceived legitimacy of the government

(Schoon, 2022). Addressing the problem of bureaucratic discretion under problematic conditions

is a priority for public administrators to understand how to prevent perceived illegitimacy.

The use of AI technology presents a potential solution to mitigating the problematic

behaviors of bureaucrats. AI technology is developing at an unprecedented rate and with

remarkable consequences (Moore & Intel.Com, 1965). It possesses the computing power

necessary to solve problems more efficiently and fairly than a human could, overcoming the

pathologies of misused bureaucratic discretion (Bullock et al., 2022; Agarwal, 2018). For these
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reasons, government officials in the public sector predict AI technology usage to increase

government effectiveness and citizen satisfaction (Mergel et al., 2019). Bureaucratic

decision-making under certain conditions threatens government legitimacy, and AI technology

provides a potential solution to this problem. The question is whether there are unforeseen

consequences of utilizing AI technology in government decision-making.

The development of AI technology will notably impact various elements of public

administration and governance (Zerilli et al., 2019; Edwards & Veale, 2017; Cobbe, 2019;

Concerned Researchers, 2021; Bannister & Connolly, 2014). AI usage in governance can have

notable negative consequences. (Bullock et al., 2022; Wenger & Wilkins, 2009; Compton et al.,

2022). For instance, researchers predict that the development of AI technology will lead to

drastic unemployment (McGaughey, 2021). It is not unreasonable to assume that this technology

will similarly affect the private and public sectors. The “rapid and unexpected change”

associated with AI development will also burden the operational capacity of the government

(Sharitz & Hyde 1998, p. 284; Ansoff, 1979). Government organizations notoriously struggle to

adapt to disruptive changes, making transformative technology like AI likely to do the same

(Janssen & Van Der Voort, 2016). AI technology usage will particularly impact organizational

decision-making (Koteen, 1997). Since “decision-making is at the heart of administration,” it is

prudent to understand how AI usage will affect government decision-making. (Simon, 2013, p.

x1). Thus, studying the effect of AI usage on bureaucratic decision-making presents a

forward-looking research subject.

Medaglia et al. (2021) emphasize the need for research on AI and governance in public

administration, as present research on the topic is limited. De Fine Licht and De Fine Licht

(2020) study the role of transparency on the perceived legitimacy of AI-assisted government
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decision-making. Martin and Waldman (2022) analyze perceptions of the legitimacy of

algorithmic decisions made by firms. Other researchers demonstrate the differences in perceived

red tape and trustworthiness between AI and human-led government decision-making (Ingrams

et al., 2021). Some research emphasizes potential worries about AI governance and political

legitimacy (Erman and Furendal, 2022; Beckman et al., 2022). In general, many scholars express

concerns about bias in automation (Agarwal, 2018; Alon‐Barkat & Busuioc, 2022). However,

few empirical or evidence-based studies explore the effect of AI technology usage on perceived

legitimacy, especially under problematic conditions (Charles et al., 2022).

1.2. Academic Relevance

This study explains how AI usage impacts the perceived legitimacy of bureaucratic

decisions under problematic situations, such as those inherent in the principal-agent dilemma, as

opposed to ordinary conditions. The principal-agent dilemma is a conventional problem in public

administration whose consequent pathologies have been studied extensively by scholars.

Considering the additional use of emergent AI technology in bureaucratic decision-making, a

layer of ambiguity and complexity is involved. Will the inclusion of AI technology in

bureaucratic decision-making worsen the pathologies of bureaucratic discretion under

problematic conditions? The competing theories of AI technology suggest that the technology is

both biased and neutralizing. Thus, the impact of using AI technology is not entirely known.

This new development presents a compelling topic of research.

Existing research that comes closest to this topic is that by Starke and Lünich (2020).

They measure the impact of AI usage in government decision-making on the perceived

legitimacy of policy outcomes related to European Union (EU) budget distributions made at the

organizational level. Using a factorial survey analysis, they test fully autonomous AI
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decision-making, AI-assisted decision-making, and human decision-making to determine AI

technology's effect on various measures of legitimacy. They find no significant difference in

perceptions of policy outcomes resulting from AI-assisted decision-making compared to human

decision-making. Although Starke and Lünich (2020) present relevant insights into the subject at

hand, they fail to realistically assess the phenomenon of AI usage in bureaucratic

decision-making in several ways.

First and foremost, Starke and Lünich (2020) study decisions made at the “EU level” by

“EU policy makers” (pp. 2, 14). Citizens' perceptions are at the forefront of the research topic,

but Starke and Lünich's (2020) research features a supranational governmental organization with

demonstrably less public participation than national governments have (European Parliament,

2019; International IDEA, 2024). Furthermore, citizens often do not directly interact with

government organizations but interact with street-level bureaucrats who represent those

organizations (Lipsky, 1980). If citizens' perceptions are at the forefront of the research, then

vignettes should display relatable street-level bureaucrats and not foreign and distanced EU

figures. Moreover, the decisions represented in the vignettes ought to be salient to citizens to be

relevant. An organizational decision to marginally decrease the EU budget is feasibly less

impactful to citizens than, for instance, the decision by a tax auditor to issue them a fine for tax

fraud.

Finally, the research fails to consider the ubiquity of problematic conditions that can

impact bureaucratic discretion. The potential benefit of AI usage in decision-making lies in its

ability to reduce inefficiency and bias. By presenting a non-problematic procedural and

agreed-upon organizational decision, Starke and Lünich (2020) miss the opportunity to truly

measure the potential contributions of AI technology to governmental decision-making. Medical
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research, for example, studies curative medicine on sick people, not healthy people. If public

administrators wish to understand the potential impact of AI technology as a solution to

governance-related problems, research should test the technology in problematic situations.

In contrast, this study provides value to the field of public administration by building on

Starke and Lünich’s (2020) research and exploring the effect of AI usage on the perceived

legitimacy of decisions made by street-level bureaucrats in the context of realistic

governance-related conditions where bias and inefficiency are present. Furthermore, this study

focuses on the salient decisions of familiar street-level bureaucrats in relatable scenarios, as

opposed to studying the decisions of high-level EU officials at the organizational level. This

study aims to recreate Starke and Lünich’s (2020) research more realistically by introducing

assumptions about individual bureaucratic discretion and the ubiquity of conventional

principal-agent dilemmas in government decision-making. The data collection method employed

by this study is a digital Qualtrics survey administered to participants in group chats comprising

university students at UL and UVA. A factorial vignette research design is used to isolate the

effect of AI usage by bureaucrats on perceived legitimacy. Participants are randomly assigned to

a control vignette or treatment vignette. The data analysis is performed using Stata 18. The

primary statistical analyses this study uses to estimate the effect of AI usage in bureaucratic

decision-making on perceived legitimacy are ordered logistic models and Spearman’s rank

correlation.

1.3. Roadmap

In the introduction, this study presents the problem statement and addresses this study’s

contribution to the field of public administration. Next, the theoretical framework outlines the

theory underpinning this study and states the hypotheses this study aims to answer. In the
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methodology section, this study’s research design is explained, sampling and participants are

discussed, the primary dependent and independent variables are operationalized, methods of data

analysis are highlighted, the validity and reliability of the study are explored, and ethics are

considered. In the analysis section, the descriptive statistics of the study are provided and

statistical analyses are carried out to test the hypotheses. In the discussion section, the

interpretation of the data is provided and potential implications are reviewed. Finally, a

conclusion is drawn, potential future research is suggested, and policy recommendations are

made.

2. Theoretical Framework

2.1. Legitimacy

2.1.1. Defining Legitimacy

According to Weber's definition in 1919, legitimacy can be defined as the right to rule.

Weber identified three types of legitimacy: traditional, legal, and charismatic legitimacy (Weber,

1985). Traditional legitimacy is also known as normative legitimacy, which is based on

normative beliefs that justify whether a party or leader should be allowed to rule (Levitov, 2016;

Risse‐Kappen & Stollenwerk, 2018). Legal legitimacy, on the other hand, describes the right to

rule under current legal standards (Roth, 2000). Charismatic legitimacy refers to the justification

of the rule based on a leader's achievements (Weber, 1985).

In this study, legitimacy is defined according to Suchman's (1995) definition as "a

generalized perception or assumption that the actions of an entity are desirable, proper, or

appropriate within some socially constructed system of norms, values, beliefs, and definitions"

(p. 574). Therefore, this study defines legitimacy in terms most closely related to Weber's

concept of traditional or normative legitimacy (Gilley, 2009).
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Legitimacy is a complex and controversial concept that involves various understandings

that can contradict and overlap (Stillman, 1974). It is important to keep in mind that these

understandings are not interchangeable. Additionally, the legitimacy of a state or institution can

come from many sources beyond citizens' judgment of its institutions (Risse‐Kappen &

Stollenwerk, 2018). For example, democratic stability, which is closely connected to perceived

legitimacy, can be influenced by international oil prices (Brückner et al., 2012). This means that

there are several potential factors that can affect the measurement of legitimacy and make

understanding it more complicated.

Different institutions within government can also be perceived differently in terms of

legitimacy. Thus, just because one institution is considered illegitimate does not mean that the

entirety of the government is. Perceptions of legitimacy can also change over time as people

obtain new information (Risse‐Kappen & Stollenwerk, 2018). Cultural and socioeconomic

factors can influence perceptions of legitimacy (Brandt et al., 2020). Thus, legitimacy is not

perceived the same by every citizen. A prime example of this is the police, which minorities in

the United States disproportionately believe to be racially biased (Morin & Stepler, 2013; Gau &

Brunson, 2009; Brunson, 2007; Wortley et al., 1997). Legitimacy is a complex notion and

perceptions of legitimacy are not easily ascertained. However, perceptions of legitimacy are

essential to effective governance.

2.1.2. The Importance of Legitimacy

For democratic institutions to be successful and governance to be effective, public

opinion must be favorable and consider institutions legitimate (Dye, 1998; Risse‐Kappen &

Stollenwerk, 2018; Samuelson, 1995). Scholars have emphasized the role of legitimacy in

understanding political institutions (DiMaggio & Powell, 1983). Legitimacy is used to justify
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state violence (Jackson, 2018), uphold norms and practices (Johnson et al., 2006), increase

organizational effectiveness (Lipsky, 2011), and reduce the need for collective mobilization

(Suchman, 1995). In addition, perceptions of legitimacy play a crucial role in the functioning of

specific government institutions such as the police, tax agencies, and health departments.

Perceived illegitimacy can decrease cooperation with the police, the reporting of crimes, and

adherence to the law (Tyler, 2009, 2011). If citizens perceive tax authorities as more legitimate

they are more compliant to tax laws (Hartl et al., 2015). During the COVID-19 pandemic, those

who had lower trust in the government, which is closely related to perceived legitimacy, were

less likely to follow measures designed to mitigate the spread of the virus. (Georgieva et al.,

2021). Therefore, perceived legitimacy is essential to maintaining effective government

operations across a wide range of institutions.

2.1.3. Mediators of Legitimacy

Since legitimacy is a concept downstream from many other normative judgments,

assessing legitimacy relies on many mediating variables. For instance, if a government is corrupt

and appropriates funds or discriminates against its citizens, this can be reasonably assumed to be

detrimental to its perceived legitimacy. Similarly, if citizens distrust the government, this might

impact the government’s perceived legitimacy. Trust, for instance, is especially relevant to

concerns about data integrity, misinformation, and technological complexity (Gerlich, 2023).

There is an evident link between trust and legitimacy (Jackson & Gau, 2016; Kappmeier &

Fahey, 2022). Other mediators of perceived legitimacy include efficiency and fairness. Efficiency

contributes to upholding institutional legitimacy (Jeong & Kim, 2019). Fairness can also shape

perceptions of legitimacy and vice-versa, especially in legal settings (Melamed, 2012; Franck,

1998; Farrar, 2022).
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Furthermore, considering efficiency and fairness as factors that influence the perceived

legitimacy of an institution or government is conducive to the definition of legitimacy used in

this study. Stone (2011) highlights efficiency and equity as core public policy values and goals

that policymakers strive to achieve.1 Since the goals of efficiency and fairness meet Suchman's

(1995) definition, these measures feasibly contribute to perceived legitimacy.2 Moreover, equity

and efficiency are particularly relevant to this study as mediators of legitimacy because they

correspond to theories on fairness, bias, equity, and efficiency that are prominent in the literature

that discusses the potential consequences of using AI technology.

2.2. The Pathologies of Bureaucratic Discretion

2.2.1. Street-Level Bureaucrats

Dahl (1947) remarks that “major problems revolve around human beings and that human

beings consequently cannot be ignored in the study of public organizations'' (Denhardt, 1999,

p.76). This assumption is especially true as it relates to implementing policy and citizen-state

interactions. Street-level bureaucrats are front-line government employees who interact

face-to-face with citizens and possess distinct and subjective authority in policy enforcement.

Examples include police officers, tax auditors, and health inspectors. In contrast to assumptions

about procedural or rule-based work in the bureaucracy, street-level bureaucrats possess

“substantial discretion in the execution of their work” (Lipsky, 1980, p.3). Street-level

bureaucrats selectively enforce policy depending on what they deem appropriate or correct

(Nordesjö et al., 2020). In other words, they possess the authority to discriminate in their

decisions. Discrimination is not always a negative phenomenon. In some cases, bureaucrats use

their discretion to bend the rules in favor of individuals who require it (Zacka, 2017). However,

2 According to Suchman’s (1995) definition of legitimacy, something is legitimate if it is “desirable, proper, or
appropriate” (p. 574).

1 Fairness is a value closely-related to equity and is a synonym of the term (Thesaurus, 2023).
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discrimination is subjective, meaning that bureaucrats are prone to potentially misusing their

discretion.

The prevalence of discriminatory behavior is often determined by context (Christensen et

al., 2012). For instance, in stressful environments, bureaucrats are more likely to discriminate

(Vedung, 2015; Tummers et al., 2015). In doing so, bureaucrats often use stereotypes to ease

their decision-making process (Lipsky, 1980; Maynard-Moody & Musheno, 2003; Prottas, 1979;

Harrits & Møller, 2014; Epp et al., 2014; Dubois, 2010). According to Lipsky (1980),

bureaucrats do not necessarily discriminate due to prejudiced beliefs. Instead, he argues that

discrimination is a coping mechanism to deal with stress. In doing so, bureaucrats service clients

differently to “maximize personal or agency resources” (p. 107). Mennerick (1974) expands on

this notion and argues that bureaucrats make decisions to eliminate or reduce conflict in the

workplace. Frontline bureaucrats even implement policy differently in response to pressure from

political actors and the media to avoid blame (Hinterleitner & Wittwer, 2022). Bureaucrats

possess notable discretion, use their power to discriminate, and make their jobs easier by

selectively enforcing policy, and thus are susceptible to making mistakes.

2.2.2. The Principal-Agent Dilemma

Many scholars have challenged the notion of an inefficient bureaucracy, but in certain

conditions, bureaucrats who possess considerable discretion make poor decisions (Rainey &

Steinbauer, 1999; Pierre & Peters, 2017; Svara, 2001). As aforementioned, context determines

bureaucratic behavior. The principal-agent dilemma explores the problematic consequences of

malfunctioning bureaucracy. Principal-agent theory models the relationship between actors as

consisting of one or more superior principals and one or more subordinate agents (Jensen &

Meckling, 1976). A classic configuration of the model comprises an elected official as a
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principal and a bureaucrat as an agent. Another configuration is that of a citizen as the principal

and a bureaucrat as the agent. The principal-agent dilemma builds on agency theory, which

operates under the assumption that unless work is monitored or rewarded, “employees will put in

as little effort as they can get away with” (Organization For Economic Co-Operation And

Development, 2005, p.32; Pratt & Zeckhauser, 1985; Arrow, 1984). Under the assumptions of

agency theory, unless an individual expects a reward proportional to their effort, they will not be

motivated to complete a task unless motivated otherwise (Lawler, 1971; Vroom, 1964).

Principal-agent theory similarly assumes that actors are utility-maximizing and that there is a low

level of trust between principals and agents (Jensen & Meckling, 1976). Principal-agent theory

suggests that street-level bureaucrats are more likely to malfunction under certain conditions.

Three such conditions are information asymmetry, goal ambiguity, and moral hazard.

2.2.2.1. Information Asymmetry.

Information asymmetry describes an environment with a remarkable difference in the

knowledge and expertise between the principal and agent. The term is closely related to the

economic theory of adverse selection, which describes a situation in which a seller of a good

knows more than a buyer and uses this knowledge to their advantage (Akerlof, 1970). One

reason that information asymmetry develops is because principals and agents occupy roles with

different responsibilities and tasks. The fact that “bureaucracy…almost completely avoids public

discussion of its techniques, [despite] public discussion of its policies," reflects the information

asymmetry present in the citizen-government configuration of the principal-agent dilemma

(Shafritz & Hyde, 1992, p. 102). This situation is problematic because bureaucrats can

“monopolize expertise,” allowing them to define the terms of their relationship with their

principal (Aberbach et al. 1981, p. 8; Crawford & Guasch, 1983). As Shafritz and Hyde (1992)
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describe it, “every trained technician…has a profound sense of omniscience and a great desire

for complete independence in service of society. When employed by the government [they know]

exactly what the people need better than they do themselves” (p. 86). Information asymmetry can

enable biased and inefficient decision-making, which has the power to undermine perceptions of

legitimacy.

2.2.2.2. Goal Ambiguity.

Goal ambiguity describes a situation in which an agent must fulfill multiple – sometimes

conflicting – goals, leading to uncertainty. If goals are not adequately defined, an agent must

interpret them, which leads to incorrect behaviors. Goal ambiguity is better understood when

considering the need for a “unity of command” in organizational administration, the need for a

single superior. Per Shafritz and Hyde (1992), “a workman subject to orders from several

superiors will be confused, inefficient, and irresponsible” (p. 85). There is a demonstrable link

between the quality of goal setting and performance (Latham & Locke, 2002). Weber emphasizes

the importance of hierarchies in bureaucratic organizations, stressing the need for predictability

of results (Denhardt, 1999). Therefore, if bureaucrats are not attuned to organizational goals,

there can be discord in performance. Alternatively, if goals are displaced, a similar result can

occur. Displacement describes the process when “an instrumental value becomes a terminal

value (Shafritz & Hyde, 1992, p. 103). An example might be a police officer pursuing minor

traffic stops to fulfill quotas instead of prioritizing violent crimes, which in turn conflicts with

the general goal of the police to promote safety.

2.2.2.3. Moral Hazard.

Arrow (1984) defines moral hazard as a “hidden action” by an agent (p. 38). A classic

example in economic literature is the example of insurance. If a person is medically insured, they
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might be more likely to engage in dangerous activities, knowing that if something goes amiss,

the insurance company will pay for potential medical bills (Finkelstein, 2014). In this study,

moral hazard describes a situation in which an agent makes a decision because they do not bear

the risk of that decision. A bureaucrat might make a decision without considering all risks

because they have limited accountability. After all, bureaucrats make decisions on behalf of a

government institution and do not personally bear direct responsibility.

2.2.2.4. Principal-Agent Dilemma and Perceived Legitimacy.

Principal-agent problems notably result in consequences that undermine the legitimacy of

the institutions to which the agent belongs. For instance, a bureaucrat could engage in

discriminatory behaviors due to goal ambiguity or displacement. A practical example of this type

of circumstance is stop-and-frisk policies. Stop-and-frisk allows police officers to conduct body

searches on citizens without a warrant. These policies disproportionately affect minority citizens

(Baker, 2010). When principals subsequently incentivize police officers to meet arrest quotas,

they contradict the police’s aim to contribute to the public good because they are inadvertently

discriminating against citizens of color (Sparrow, 2015). Thus, the condition of goal ambiguity

empowers poor decision-making by a bureaucrat, which leads to policy enforcement that

perpetuates perceptions of the police as unfair and illegitimate. Subsequently, minority citizens

are more wary of police officers, compliance decreases, and police officers pursue more arrest

quotas by stopping minorities that they deem suspicious. It is not difficult to imagine how such a

condition can get out of hand.

Such inadvertent discrimination due to a principal-agent problem can have detrimental

consequences for the legitimacy of governmental institutions (National Institute of Justice,

2013). These consequences have been demonstrated in correctional officers in prisons (Sparks &
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Bottoms, 1995), tax agents in the Internal Revenue Service (Organization For Economic

Co-Operation And Development, 2004), officers in the United States Department of Safety

(Mazerolle et al., 2013), among other bureaucratic institutions. When the agent’s principal is a

public manager, the principal-agent dilemma might manifest in operational inefficiencies.

However, if the agent’s principal is the citizen they serve, inefficient behavior can lead to

significant lapses in the perceived legitimacy of government institutions.

2.3. Contemporary Uses of AI in Government

AI is a powerful tool with many applications in the public and private sectors. AI is

notably adaptive and not constricted by pre-programmed code. For this reason, scholars have

emphasized its potential for use in dynamic organizational contexts (Dwivedi et al., 2021; Sun &

Medaglia, 2019). There has already been extensive investment in AI technology in the private

sector (McKinsey, 2020). According to KMPG, 77% of government leaders want a “more

aggressive approach” to AI adoption (Alva, 2021). Some consider AI usage in governance

“inappropriate or far off” (Edwards & Veale, 2017, p. 45). In contrast, many advocate the

potential benefits of implementing AI technology in public administration (Zerilli, 2021; Charles

et al., 2022; Alva, 2021). Contemporary employment of AI by the bureaucracy highlights the

potential advantages of using AI technology – efficiency, objectivity, and predictability (Bullock

et al., 2022).

Contemporary AI technology is far from the sentient entity envisioned in science fiction,

although its applications are numerous and varied. AI algorithms today are used principally as

“decisional aides,” assisting human decision-making (Alon-Barkat & Busuioc, 2022, p. 154).

Other functions of AI include machine learning (Smola & Vishwanathan, 2008), neural networks

(Priddy & Keller, 2005), case-based reasoning (Kolodner, 1992), language processing such as in
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ChatGPT (Chowdhury, 2003), multi-agent systems (Wooldridge, 2009), machine reasoning

(Bottou, 2014), computer vision (Klette, 2014), internet-of-things (Shafiq et al., 2022),

autonomous vehicles such as Tesla (Thrun, 2010), the simplification of public policy (Rice &

Zorn, 2019), facial recognition (Viola & Jones, 2004), and prediction (Helsby et al., 2018; Lee,

2018). The applications of AI are just about as expansive as the concerns about the rapid

development and use of AI. Possible problems associated with the increased use of AI are the

potential for misinformation, the lack of privacy, the presence of algorithmic bias, the lack of

transparency, the weaponization of AI, and existential risks related to the development of

sentient AI (Russell & Norvig, 2019; Cellan-Jones, 2014; Nicas, 2018; Savage, 2022).

2.4. How AI Technology Affects Bureaucratic Discretion

An implication of using AI technology in government is its potential effect on

bureaucratic discretion (Bovens & Zouridis, 2002). Busch and Henriksen (2018) assert that AI

can “influence or replace human judgment” (p. 4). Existing research emphasizes that when AI

technology assumes discretionary authority in decision-making, the potential benefits include

scalability, quality, and cost-effectiveness (Young et al., 2019).3 The demonstrated effect of AI on

bureaucratic decision-making is varied. On one hand, AI technology can empower bureaucrats to

make biased or inefficient decisions. On the other hand, AI technology can replace human

judgment in decision-making and reduce the chance of bias or inefficiency.

2.4.1. The Curtailment Thesis

If bureaucrats use AI technology in government decision-making, it might reduce the

influence of human discretion. The curtailment thesis suggests that technology will co-opt

bureaucratic discretion as digitalization increasingly controls bureaucratic decision-making

3 Many terms describe this phenomenon, including “artificial discretion,” “automated discretion,” and “digital
discretion” (Young et al., 2019, p. 301; Zouridis et al., 2019, p. 314; Busch & Henriksen, 2018, p. 4).
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(Bovens & Zouridis, 2002; Buffat, 2013). If bureaucrats exercise less discretion, there is less

chance for poor decision-making. McGregor (2006) argue that the ordinary bureaucrat "works as

little as possible, lacks ambition…is self-centered, indifferent to organizational needs, [and]

resistant to change" (Shafritz & Hyde, 1998, p. 217). Under these assumptions, AI technology

can provide an opportunity to alleviate the behavioral sources of inefficiency in government

decision-making (Alon‐Barkat & Busuioc, 2022).

Furthermore, if less of the bureaucratic decision-making process relies on subjective

judgments by human bureaucrats and more on objective judgments grounded in big data,

bureaucratic decisions could be even more efficient and fair. The counter-argument to this

assumption is that, as aforementioned, AI technology is prone to biased programming, relies on

flawed training databases, and is susceptible to the bias of its users (Agarwal, 2018). Despite

drawing on a supposedly objective source, human interpretations of data and subsequent policy

applications are still subjective in nature (Boyd & Crawford, 2012).

2.4.2. The Enablement Thesis

AI technology could also empower bureaucrats to exercise their discretion even more

than usual. The enablement thesis argues that the additional action resources provided by

automation can enable bureaucratic discretion (Buffat, 2013). At face value, this presents a

threatening consequence of AI usage by bureaucrats – especially in conditions where bureaucrats

are empowered to make poor decisions. For instance, in the case of the Child Benefits Scandal, if

AI technology equips a bureaucrat with more resources, the bureaucrat could exercise more

discriminatory policy decisions. Another potential negative consequence of using AI technology

under the assumptions of the enablement thesis is that bureaucrats can justify biased police

outcomes by appealing to arguments of objectivity.
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There are also potential positive consequences of the enablement thesis. AI technology

reduces uncertainty, as it can co-opt much of the stressful decision-making process of

bureaucrats (Gajduschek, 2003). According to the assumptions made by Lipsky (1980), the

bureaucrat is principally self-interested and motivated to maximize agency resources and

minimize stress and conflict. A different way of understanding the enablement thesis is by

conceptualizing the potential of AI technology to reduce the stress and workload of bureaucrats

by providing more resources to the bureaucrats. If a government agent has more time and access

to tools and resources to do their job, it is plausible that they are more equipped for their work

and less stressed and overworked. According to Lipsky’s (1980) theory of coping, which argues

that much of discrimination and biased decision-making by bureaucrats is due to stress, it is

feasible that AI usage by bureaucrats could minimize discrimination and bias by reducing the

bureaucrats’ experience of stress and uncertainty.

2.4.3. Obscuring Discretion

AI usage in government can potentially affect the perception of bureaucratic discretion by

citizens. Research by De Boer and Raaphorst (2021) finds that automation, for instance, does

two things: street-level bureaucrats become more accommodative and people’s experience of

bureaucratic discretion is reduced. Surprisingly, despite the use of discretion by bureaucrats, the

experience of bureaucratic discretion by citizens is reduced. The results of De Boer and

Raaphorst’s (2021) research can be partly explained by the theory of negativity bias, which is the

proclivity for people to attribute greater salience to negative experiences than positive

experiences (Vaish et al., 2008). Thus, perhaps citizens are less likely to notice and experience

bureaucratic discretion when bureaucratic discretion positively impacts them. However, another

possible explanation for the findings of De Boer and Raaphorst (2021) is that using automation
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obscures bureaucratic discretion. If bureaucratic discretion is obscured, a bureaucrat could feel

more comfortable executing their discretion. Moreover, bureaucrats might even feel comfortable

contradicting the rules they are intended to enforce – e.g., being more accommodative to the

needs of citizens.

This conclusion is consistent with Jorna and Wagenaar's (2007) report, which finds that

technologies do not reduce bureaucratic discretion but merely obscure it. When a bureaucrat

utilizes AI technology in decision-making, the bureaucrat shares their responsibility for the

decision with the technology. This is consequential in several ways. First, if a bureaucrat makes a

poor decision under problematic conditions, the mere fact that AI technology is involved in the

decision-making process could potentially reduce the negative assessment of the decision. It is

ultimately the bureaucrat, not the technology that makes the decision. However, since the

bureaucrat’s discretion is obscured, the perceived responsibility for the decision lies in the

technology. Second, such a setup empowers the bureaucrat to shirk responsibility for their

decision. In the example of the Dutch Child Benefits Scandal, for instance, it would be plausible

for a tax agent to blame the discriminatory algorithm rather than take responsibility for the

problematic decisions themselves. Third, if citizens have preconceived prejudices against

bureaucratic decision-making, then obscuring bureaucratic discretion could ameliorate potential

problems associated with those prejudices. In the case of minority citizens in the United States,

for instance, removing the perceived source of bias – police officers – from decision-making in

law enforcement could benefit perceptions of legitimacy and fairness. Thus, employing AI

technology in government decision-making provides a potential buffer against negative judgment

by citizens, as perceived responsibility is seemingly diverted away from government agents and

towards the technology they employ. In practice, this might result in shirking behaviors by
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bureaucrats. However, AI usage in government decision-making also provides a safeguard

against negative perceptions.

2.5. Is AI Technology Neutral or Biased?

There is a general assumption that AI technology is neutral. This assumption is not

necessarily correct. The implicit bias of programmers, the complexity of AI, and the training

databases used by the technology make it prone to bias. Agarwal (2018) argues that the biases of

those who program AI technology manifest in the technology. Furthermore, users and

programmers cannot always identify bias because the machine-learning algorithms and code that

govern AI are often highly complex (Agarwal, 2018).

Furthermore, AI functioning depends on training data, which informs its decisions and

logic. Databases that rely on the Internet to obtain data reflect the biases of Internet users. The

internet is not by any means a neutral space. Access to the Internet consolidates in wealthier

countries with the infrastructure required for such technology. Therefore, users who consume and

produce content on the Internet tend to share similar demographic characteristics (Ritchie et al.,

2023). The homogeneity of internet users can influence the objectivity of training databases. One

example of such a biased training database is the “Common Crawl,” which archives internet data

monthly for open-source use (Common Crawl, 2023). Google Images relies on this database and

frequently reflects biased results. In some of its worst results, when a user searches, gorilla,

monkey, or ape, Google images will show images of black people (Alexander, 2018; Hern,

2018). If the AI technology used in government relies on such databases, the potential

consequences could be dire.

Moreover, the rules that govern AI technology aim to emulate a logic of neutrality,

emphasizing objectivity and statistical reasoning. Boyd and Crawford (2012) argue that, in
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reality, the line between objectivity and subjectivity is often ambiguous. When people use a tool

or interpret data, subjective human judgment biases the results. A hammer is morally ambiguous,

but a criminal can use it to commit a crime. Alternatively, a person can use a hammer to build a

home. Even though analytical applications such as AI algorithms are touted by experts as

objective, employing such algorithms can often perpetuate discrimination and unequal outcomes

(Ferguson, 2017). Relying solely on statistical means can lead to statistical discrimination

(Phelps, 1972). This type of discrimination comes from pattern recognition inherent in AI

models, which often does not capture the more quantitatively intangible elements that play a role

in a particular phenomenon. For example, analyzing crime statistics without context could lend

itself to the conclusion that black individuals are predisposed to crime (Federal Bureau of

Investigation, 2019). Whilst this is not the case, one can imagine the potential policy measures

that a public administrator could take as a result of assuming that the AI technology they employ

is wholly objective.

The concept of automation bias is related to the biased programming of AI technology.

Automation bias describes the “overreliance on algorithmic advice even in the face of warning

signals from other sources” (Alon‐Barkat & Busuioc, 2022, p.153). Research has found a

tendency for automation bias in published research papers across many fields of study (Goddard

et al., 2012). Contrary to these findings, other research claims that automation bias is not present

in the decision-making of civil servants in the Netherlands (Alon‐Barkat & Busuioc, 2022).

However, as recently as 2020, the Dutch Data Protection Authority was investigating the Dutch

Tax Authorities for their involvement in the Child Benefits Scandal. In this scandal, the Dutch

Tax Authorities wrongfully denied childcare benefits to thousands of people. The scandal

involved the overreliance on an algorithm that determined whether applicants for child benefits
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were considered high-risk and likely to commit fraud. Investigators deemed the algorithm

discriminatory because it took applicants’ country of origin and dual-citizenship status into

account in assigning applications to the high-risk category and denying them certain benefits.

The Dutch Data Protection Authority stated that the algorithm was “designed and used” in a

discriminatory manner (Autoriteit Persoonsgegevens, 2020). Despite a series of complaints about

the denial of benefits, the Tax Agency continued to employ this algorithm anyway. This scandal

provides a prime example of automation bias and how AI technology can reflect the biases of its

programmers. One significant consequence of automation bias includes discrimination, as

demonstrated in the Child Benefits Scandal (Noble, 2018).

Alternatively, evidence suggests that AI usage improves outcomes of fairness in practice.

Algorithmic automation by AI can have a notable effect on reducing errors in government

decision-making. Compton et al. (2022) found that automated state-client interactions

significantly reduce discrimination arising from administrative errors in social welfare policies.

Moreover, research by Wenger and Wilkins (2009) found that women receiving unemployment

insurance increased without detriment to male applicants. This research suggests that if

government policies are already biased against certain groups, reliance on automated AI

algorithms can remove bias in decision-making. Ultimately, AI technology has the potential to

both advance equity or discrimination – to undermine or uphold legitimacy – depending on its

use and the context in which it is used (Brundage, 2018). Although these studies provide

valuable insights into the potentially positive consequences of using AI technology, this study

aims to answer how AI usage in bureaucratic decision-making will affect perceptions. Will

citizens perceive AI technology usage in governance as a tool that empowers illegitimate
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decision-making or as an assurance of neutral competence that can alleviate the problems

associated with bureaucratic discretion?

2.6. The Effect of AI Usage on Perceived Legitimacy

Existing research by Starke and Lünich (2020) finds that unsupervised use of AI

technology is detrimental to perceived legitimacy. The necessity for a human operator is also

found in other studies (Fritsch et al., 2022). For example, autonomous AI vehicles are skilled at

avoiding collisions, whereas humans demonstrate the opposite effect (Scanlon et al., 2021).

Despite this, research by Hidalgo et al. (2021) finds that AI failure is judged worse than human

failure (Hidalgo et al., 2021). Thus, it would make sense that fully autonomous AI

decision-making decreases perceptions of legitimacy. However, Starke and Lünich (2020) also

find people do not judge AI-assisted decision-making differently from human decision-making.

Several confounding factors in their study would contradict applying their findings to this study.

For one, the research is performed at the EU level and addresses only EU budgetary policy. In

contrast, this study focuses on street-level bureaucrats who make decisions about more relatable

policies.

This study distinguishes how AI usage in bureaucratic decision-making affects actual

legitimacy compared to perceived legitimacy. From a functional standpoint, AI technology can

increase legitimacy by “identifying pressing societal issues, forecasting potential policy

outcomes, and evaluating policy effectiveness” (Starke & Lünich, 2020, p. 1). AI usage also

increases fairness and equity in policy outcomes (Compton et al., 2022; Wenger & Wilkins,

2009). AI usage also demonstrates the potential for increased efficiency in government

decision-making (Bullock et al., 2022; Alon‐Barkat & Busuioc, 2022). But what effect does the
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use of AI usage exert on perceived legitimacy and measures of legitimacy such as efficiency and

fairness?

People perceive AI technology as an efficient neutral entity and an equalizer (Hang &

Chen, 2022; Agarwal, 2018, p. 920). In general, AI technology and AI decision-making are

perceived positively (Sartori & Bocca, 2022; Araujo et al., 2020). Furthermore, research

demonstrates that people evaluate AI decision-making as being “on par or even better” than

decision-making by human experts (Araujo et al., 2020, p. 611). Automated decision-making in

government generally elicits positive feedback from citizens compared to human

decision-making (Gerlich, 2023). Consistent with Suchman's (1995) definition of legitimacy, if

people assess AI decision-making as being better than human decision-making, this would

equate to a greater perceived legitimacy. Subsequently, this study will assume that perceptions of

AI decision-making will positively influence the perceived legitimacy, efficiency, and fairness of

bureaucratic decisions that implicate AI technology.

The potential pathologies of bureaucratic discretion are at the forefront of this study on

AI usage. This study measures whether bureaucratic decisions in problematic situations will be

perceived differently if bureaucrats use AI technology in the decision-making process.

Conditions of principal-agent dilemma, for instance, empower bureaucrats to exercise their

discretion in a way that leads to inefficient or biased outcomes. Evidence suggests that

bureaucrats use various means to minimize their workload and stress, even to the extent that they

discriminate based on social class, ethnicity, and sex. As Denhardt (199) writes: “all actors bring

to their interactions with other preferences and concerns that affect their behavior” (p. 28). It is

plausible to assume that in situations in which bureaucratic discretion is high, principal oversight

is minimal, and principal-agent problem conditions exist, bureaucrats will use AI technology to
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make their jobs easier or exert their biases. These assumptions are consistent with the

enablement thesis (Buffat, 2013). However, if AI usage obscures bureaucratic discretion, as the

research by De Boer and Raaphorst (2021) demonstrates, then AI usage would decrease the

impact of such pathological bureaucratic behaviors. Thus, the obscurement theory suggests that

AI usage by bureaucrats will positively impact perceived legitimacy, efficiency, and fairness.

2.7. Hypotheses

H1.a: The perceived legitimacy of bureaucratic decisions made under problematic conditions

increases when bureaucrats use AI technology compared to when bureaucrats do not.

H1.b: The perceived efficiency of bureaucratic decisions made under problematic conditions

increases when bureaucrats use AI technology compared to when bureaucrats do not.

H1.c: The perceived fairness of bureaucratic decisions made under problematic conditions

increases when bureaucrats use AI technology compared to when bureaucrats do not.

3. Methodology

3.1. Research Design

This study is empirical, explanatory, and experimental. This study uses a vignette

factorial survey as the primary method for data collection. A vignette factorial survey is

appropriate for this study because vignettes are capable of presenting more dynamic and

relatable situations than a simple question in a survey can, which is relevant because of the

ambiguous understanding of AI technology by the public and the relevance of estimating the

effects of AI usage on perceptions of relatable and salient bureaucratic decisions. The survey is

administered through the Qualtrics website using a Design XM subscription (see Appendix A).

Sampling is non-random. Intervention is random. Randomized intervention through Qualtrics
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MX places respondents into either the control group (no AI) or the intervention group (AI).

Respondents subsequently receive a different survey depending on their group.

3.2. Participants

This study principally targets young academics in Bachelor’s and Master’s programs who

are studying at the University of Leiden (UL) and the University of Amsterdam (UVA). The

population of this study is 74,701 students, as there are 33,701 students at UL and 41,000

students at UVA. This study initially contacted a total of 1,444 students to participate in the

study. This is the sample frame. Of 1,444 people, 115 students decided to participate, making the

response rate of this study 8%. Throughout the study period, 19 students did not complete the

survey, resulting in a dropout rate of 18%. Thus, the final number of participating students in this

study is 96. The study randomly assigned participants to two treatment groups: no AI (n=45) and

AI (n=51). The study recruited students for the study during the period between November 26,

2023, and December 5, 2023.

This study’s sample consisted of 96 participants with an age range of 15-30 years old

(96%), who possess at least an undergraduate or graduate degree (88%), are primarily Caucasian

(81%), male (male: 59%, female: 40%, other: 4%, prefer not to say: 2%), and will vote (88%).

The sample is somewhat representative of the target population. Most students studying at UL

and UVA are between the ages of 15 and 30, which is consistent with the demographics of this

study’s sample. The ratio of female to male students at UL and UVA is 60:40, whereas the

gender distribution in this study’s sample is skewed more towards males.4 Furthermore,

approximately 65-75% of UL and UVA students are likely Caucasian, whereas this study’s

sample consists of a higher percentage of Caucasians (81%). The non-representativeness of this

4 This study derives the information from 2024 World University Rankings data (Times Higher Education, 2023a;
Times Higher Education, 2023b).
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study’s sample is due to the non-random sampling method used. The homogeneity of the sample,

however, presents a notable benefit. Homogenous samples increase validity because “on average,

[they] yield estimates with clearer, albeit narrower, generalizability and, therefore, provide more

accurate accounts of population effects and subpopulation differences” (Jager et al., 2017). Thus,

this study can generalize the findings to young, Caucasian, and male students at UL and UVA.

The desired sample size is determined using confidence intervals, estimated population

size, and margin of error. A correct sample size reduces the margin of error and allows for more

precise and reliable inference. Furthermore, increasing the sample size allows for greater

statistical power, which reduces the chance of type II errors and increases the potential to capture

weak or heterogeneous effects. Based on a maximum margin of error of 10%, a confidence

interval of 95%, a standard deviation of 0.5, and a population of 74,701, the minimum sample

size after removing invalid survey responses should be n=96. It would not be realistic to decrease

the margin of error anymore, as a margin of error of 5% with similar parameters would require

383 respondents. With a response rate of 8%, a sample size of 383 would require an approximate

sample frame of 5,000 students. Gaining access to group chats that consist of this many students

would be difficult based on this study’s reach and resources. Therefore, this study uses the

smallest margin of error possible that allows for a realistically attainable sample size to improve

internal validity within the constraints of this study.

This study’s sample method involves digitally sampling potential participants from

student chat groups. The chat groups that this study samples are as follows: BSc Politics,

Psychology, Law, and Economics (UVA), BSc Psychology (UVA), MSc Public Administration

(UL), The Student Experience Housing Complex, and the DC van Hall Student Housing

Complex. The study provides the link to the survey in a text message where potential participants
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are encouraged to participate to help contribute to the field of public administration and study the

topic of legitimacy in government decision-making. The criteria for inclusion are being a student

at UVA or UL. By targeting chat groups that include solely students currently enrolled in

undergraduate and graduate educational programs at UL and UVA, this study can ensure that the

respondents are highly educated and that other demographic characteristics are consistent with

the target population.

This study uses the aforementioned sample frame for operational benefits such as

convenience and cost-effectiveness. The target population of this study provides the opportunity

to measure the perceived legitimacy of citizens who are highly educated. Highly educated

individuals are likelier to vote (Ahearn et al., 2022). Moreover, younger adults are more likely to

vote on AI-related issues in the future (Hogenhout & Takahashi, 2022). This study does not

monetarily incentivize students nor provide other incentives for participating in the survey.

Therefore, volunteer bias or self-selection bias is present in this study as respondents voluntarily

elect to take the survey and are probably already interested in the topic. Volunteer bias is more

likely in this study due to low response rates (Catalog of Bias, 2018). However, self-selection

bias also presents a benefit, as this type of bias results in participation due to topic interest, which

is often related to the quality of data collected (Brüggen et al., 2011).

3.3. Variables

The primary explanatory variable in this research is AI usage in bureaucratic

decision-making. Other explanatory variables included in this study are gender, employment,

ethnicity, level of education, familiarity with AI, and opinion of AI. The primary outcome

variable is perceived legitimacy. Alternative outcome variables are perceived efficiency and

fairness, which are assumed to mediate perceived legitimacy.5

5 For a full list of variables see Table 2.
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3.3.1. AI

Scholars first used the term AI in the 1950s to identify machines capable of displaying

behavior in response to environmental stimuli in a human-like intelligent fashion (Russell &

Norvig, 2019). Agreeing upon a universally accepted definition of AI is difficult because of its

many applications of intelligence (Medaglia et al., 2021; McCorduck, 2004). The breadth of AI

technology and its ambiguous definition means that public perceptions of AI often involve

“biased and irrational [beliefs]” that are either reductive or hyperbolic (Brauner et al., 2023, p.

1). Among 28 countries, almost two-thirds of respondents believe that they understand AI but

also have trouble identifying services that utilize AI (IPSOS, 2022). Generally, less than a

quarter of people have a good or expert understanding of AI (Fritsch et al., 2022). To effectively

capture the effect of AI usage on perceived legitimacy, this study must properly operationalize

the often ambiguous concept of AI.

AI technology can be divided into two categories -- augmented intelligence and

automated intelligence.6 Since AI algorithms today are principally utilized as “decisional aides,”

assisting human decision-making, this study will operationalize AI as augmented intelligence

(Alon-Barkat & Busuioc, 2022, p. 154). Thus, the AI intervention group receives a survey

featuring vignettes in which AI technology aids a human operator in decision-making. The no AI

control group takes a survey featuring vignettes in which a human decides without the assistance

of AI technology. Specifically, this research design uses three applications of AI technology: an

AI-operated CCTV camera, a machine-learning algorithm that employs AI technology, and an

AI-powered risk-assessment model (see Appendix A, S5-7). The descriptions of AI in these

6 Automation “involves replacing people with machines in the performance of certain tasks…without human
intervention or guidance.” Augmentation “connotes adding machines to a work environment” (Spence, 2022, p.
244).
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scenarios are simplistic but represent concrete examples of what would otherwise be the

ambiguous concept of AI. The survey never explains AI as a term to the respondents because AI

is generally not well understood. Thus, if AI usage is to be measured, this study joins AI as a

concept with somewhat understandable technology – a camera, an algorithm, and a model.

Furthermore, these AI applications are implemented in this study because they correspond to

existing AI technologies.

3.3.2. Legitimacy

The primary outcome variable in this research is perceived legitimacy. Perceived

legitimacy is operationalized and measured by survey questions that evaluate whether

bureaucratic decisions under certain conditions are “desirable, proper, or appropriate” (Suchman,

1999, p. 575). The mediator variables of perceived efficiency and perceived fairness are

measured similarly. The question format is as follows: How much do you agree with the

following statement?: The [police officer/tax auditor/health inspector] makes a [a desirable,

proper, or appropriate/efficient/fair] decision in this scenario” (see Appendix A). Respondents

answer on a 5-point ordinal Likert scale [strongly agree, agree, neither agree nor disagree,

disagree, strongly disagree].

3.4. Data Collection

The method used to collect data for this study is a factorial survey administered through

the online Qualtrics MX platform, a survey website. All respondents receive traditional survey

questions on demographics and potential causally relevant variables such as familiarity with AI

and opinion of AI. Demographic questions are in multiple-choice format. An example of such a

question is: “How old are you? (see Appendix A, Q37). The survey asks questions about

potential causally relevant variables on a 5-point Likert scale. An example of such a question is:



35

“How much do you agree with the following statement?: I am familiar with AI technology (see

Appendix A, Q33).

Survey length is strongly associated with non-response rates and non-completion of the

survey (Galešić & Bošnjak, 2009). The ideal survey length is between 10 and 15 minutes

(Revilla & Höhne, 2020). Qualtrics predicts that the survey will take 11.3 minutes to complete.

Tourangeau and Yan (2007) highlight potential problems with surveys that engage in sensitive

topics or include sensitive questions – non-response, attrition, and inaccurate responses. People

often consider demographics, gender, income, and other demographic questions sensitive

(Rosenfeld et al., 2015). Therefore, answer options for specific questions regarding age, for

instance, are provided in ranges instead of string format to avoid potentially implicating

anonymity (SurveyMonkey, 2023). Options for ethnicity come from categories used by the

United States federal government (Office of Institutional Research, 2023). The survey asks

demographic questions after the other questions. The survey does this to minimize the survey's

invasiveness. The survey also communicates to respondents that it is anonymous, reducing the

potential for social desirability bias (Nikolopoulou, 2023).

The experimental element of this study lies in its use of vignettes. A vignette is a “short,

carefully constructed description…a systematic combination of characteristics'' (Atzmüller &

Steiner, 2010, p. 129). Experimental vignette surveys are fundamentally comparative – exploring

how people respond differently to scenarios (Aguinis & Bradley, 2014). This design allows the

researcher to determine how the changed variable affects the evaluation of the scenarios

(McDonald, 2019). All respondents evaluate three vignettes involving a street-level bureaucrat

deciding under problematic conditions. The three vignettes involve three different street-level

bureaucrats – a police officer, a tax auditor, and a health inspector – under three conditions. The
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three conditions correspond to the three principal-agent dilemma conditions – information

asymmetry, goal ambiguity, and moral hazard (see Table 1). When a respondent takes the survey,

Qualtrics MX randomly assigns them to either the control group (no AI) or the intervention

group (AI). The intervention group receives vignettes in which a bureaucrat uses AI in the

decision-making process and the control group depicts a bureaucrat deciding without the aid of

technology.

Table 1

Vignette Design

Vignette 1 Vignette 2 Vignette 3

Street-Level Bureaucrat Police Officer Tax Auditor Health Inspector

Principal-Agent
Condition

Information Asymmetry Goal Ambiguity Moral Hazard

Treatment (AI Usage) AI-Operated CCTV Camera
Machine Learning

Algorithm
AI Risk Assessment Model

Note. This table demonstrates the elements in the three vignettes used in this study. The

street-level bureaucrat row shows what government agent each of the three vignettes represents.

The principal-agent problem condition row shows the type of problematic conditions that each of

the three vignettes represents (see Section 2.2.). The treatment row shows the application of AI

technology that the bureaucrat uses in each vignette – this is only applicable in the intervention

group (AI).

This research paper employs a factorial survey design and asks respondents to judge the

scenarios presented to them to estimate the effect of AI usage in bureaucratic decision-making on

the perceived legitimacy, efficiency, and fairness of those decisions (Taylor, 2005). These

judgments capture “normative judgments,” what “ought to be” (Jasso, 2006, pp. 335, 352). These

normative judgments correspond to definitions of normative or traditional legitimacy. Normative
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legitimacy closely informs how this study defines legitimacy, making the vignette research

design particularly valuable (Suchman, 1995).

Furthermore, the benefit of a vignette factorial survey design is that it can present more

realistic scenarios than could be captured by an ordinary survey question. (Atzmüller & Steiner,

2010). The vignettes represent relatable citizen-state interactions. From a methodological

standpoint, “the proximity of an event to the audience” can influence the event’s salience (Cobb

& Elder, 1972). Thus, presenting vignettes that involve scenarios in which the respondents might

find themselves can motivate them to consider their answers more carefully. The relatable

scenarios and the vignette research design favor preferential decision-making over perceptual

decision-making, requiring closer deliberation by the respondents and resulting in more

meaningful responses (Dutilh & Rieskamp, 2015).

The public often considers the government an ambiguous “black box” (John, 1998, p.

39). When citizens interact with government institutions, they often do so through street-level

bureaucrats (Subramony, 2017; Rainey et al., 2021; Lipsky, 1980). Using street-level bureaucrats

to represent government decision-making in the vignettes allows the respondents to provide their

assessment of the institutions through the proxy of understandable human agents. The potential

benefit of relatability is emphasized by presenting vignettes that involve three types of

street-level bureaucrat – a police officer, a tax auditor, and a health inspector. Especially in

countries such as the Netherlands, which have been developing community policing programs

for over 30 years, it is likely that those studying in the Netherlands would encounter or interact

with police (Punch et al., 2004). Although not every person interacts with a tax auditor, almost

every person files taxes annually. Although citizen-state interactions with health inspectors are

likely scarce, many people eat at restaurants and the health inspector’s decision in vignette 3
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would affect them. These research design choices are an improvement from Starke and Lünich’s

(2020) research, in which respondents evaluate budgetary decisions made by the EU

Commission and the EU Parliament at an organizational level. In contrast, this study employs

relatable scenarios depicting decisions by individual bureaucrats familiar to the participants.

Moreover, the evaluations of perceived legitimacy provided by respondents are likely to

be more salient, as the presented bureaucratic decisions would directly affect them in real life.

Vignette 1 represents a situation in which a police officer pulls over somebody who has been

drinking. The respondent will relate to the person being pulled over or perhaps to another driver

on the road who is glad that the police officer prevented an intoxicated driver from causing a

motor vehicle accident. Vignette 2 represents a situation in which a tax auditor does not issue a

fine to someone who commits tax fraud. If the respondent is averse to paying taxes, they might

relate to the person who avoided paying taxes. Alternatively, they might relate to the scenario

because of a sense of justice about the tax auditor allowing tax fraud. Vignette 3 depicts a health

inspector who decides to approve the health inspection of a restaurant despite health code

violations, which results in multiple people contracting food poisoning. The respondents would

likely relate to this decision if they had ever eaten at a restaurant or had food poisoning.

Referring back to Starke and Lünich’s (2020) research, the measurable impact of EU budgetary

decisions is plausibly not as noticeable as a police officer’s decision to prevent a drunk person

from driving, allow a person to avoid paying taxes, or inadvertently cause severe food poisoning.

Hence, this study designs the vignettes to depict decisions salient to the survey respondents.

Besides presenting relatable scenarios, salient decisions, and familiar street-level

bureaucrats, the vignettes also depict the problematic conditions under which bureaucrats make

decisions. Conditions that exacerbate the principal-agent problem are a particularly suitable
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setting to study the effects of AI usage on bureaucratic decision-making. Firstly, because many

bureaucrats rely on a principal – the citizen they serve or their direct manager – the

principal-agent problem is nearly ubiquitous in bureaucratic decision-making. Moreover, in

situations of information asymmetry, goal ambiguity, or moral hazard, the bureaucrat is a priori

placed under a problematic condition that will elicit a normative judgment by the survey

respondents. All survey respondents in this study consider the principal-agent conditions

problematic (information asymmetry: 88%, goal ambiguity: 94%, moral hazard: 99%).

Subsequently, when a bureaucrat makes a decision in the vignettes, the respondent is already

primed for the problematic nature of the decision. From a methodological standpoint, testing the

effect of AI usage on perceptions of bureaucratic decision-making is more likely to elicit a

deliberate evaluation by survey participants when the study designs the situations in each

vignette so that the stakes of each bureaucratic decision are higher and preemptively understood

to be problematic.

3.5. Data Analysis

Data is cleaned and prepared in Microsoft Excel. This study uses Stata 18 for statistical

analysis. This analysis will aim to provide enough statistical evidence to affirm a statistically

significant relationship between the variables, even though proving true causality is unachievable

(Toshkov, 2016). Spearman’s rank correlation and the ordered logistic model, statistical models,

are used to estimate the effect of the explanatory variable and other potential causally relevant

variables on the outcome variable. A requisite assumption of the ordered logit model is the

proportionality of odds. This study tests and verifies this assumption using an approximate

likelihood-ratio test of proportionality of odds across response categories.
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This study uses Spearman’s rank correlation because it is an easily understood

non-parametric test suited for ordinal variables. Unlike the ordered logistic model that measures

log odds of placing into a higher category of an ordinal variable, Spearman’s rank correlation

measures the presence of a potentially non-linear monotonic relationship. This test is suitable to

discover if AI usage in bureaucratic decision-making will have any effect, even non-linear, on

perceptions of legitimacy. The ordered logistic model is a multivariate regression model that is

especially well-suited to providing precise coefficients that can measure the odds ratio for

different categories of an ordinal outcome variable. The ordered logit model is suited to this

study’s analysis because the survey used in this study measures most variables on an ordinal

Likert scale. Since this study aims to ascertain the effect of AI usage on perceived legitimacy, an

ordered logit test will provide insights into the odds of a bureaucratic decision being ranked

higher or lower on an ordinal Likert scale if a bureaucrat uses AI in decision-making.

3.6. Validity and Reliability

The validity of vignettes depends on their design and the questioning. This research

design changes only one variable per intervention group, operationalizes terms well, and asks

neutral questions on a Likert scale to ensure vignette validity (Payton & Gould, 2022; Su &

Steiner, 2018). Other potential threats to this study's validity are collider and selection bias.

Collider bias could be present, considering the sample consists of highly educated students with

similar characteristics. Thus, the sample composition could distort the effect of the explanatory

variable on the outcome variable. Collider bias could lead to problems with causal inference to

the target population. As aforementioned, non-random sampling comprises the external validity

of this study. However, since the target population is relatively similar to the sample, this should

not entirely undermine generalizability. Additionally, self-selection bias is present as respondents
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elect to participate. The research design minimizes such bias by controlling for potential causally

relevant variables that capture population characteristics. Finally, the digital format of the survey

guarantees concealed allocation. Thus, the respondents were unaware of their treatment group,

minimizing the potential weakening of the treatment effect (Toshkov, 2016).

The survey design and the quality-control functions on the Qualtrics MX platform ensure

reliability. The Qualtrics MX platform maintains data integrity by preventing respondents from

taking the survey twice. This study further establishes the reliability of the results by asking a

red-herring question (see Appendix A, Q35). This question asked the respondents to select

“green” from the list of multiple-choice options. This study excludes results from the analysis if

respondents did not answer correctly. This type of question ensures that respondents are

deliberate in their responses and that each respondent is a human being, not a bot. Finally, this

study minimizes information bias by using a digital survey platform, which accurately and

consistently measures survey responses.

3.7. Ethical Considerations

There are no real ethical concerns related to this study. This study ensures informed

consent in two ways. Firstly, the respondents were informed about survey anonymity, how their

responses will be used, and their participation in the study is voluntary and can be withdrawn at

any time (see Appendix A, S1). This study also establishes informed consent by asking

respondents if they voluntarily consent to the survey (see Appendix A, Q1). This study excludes

any surveys completed without an affirmative response to this question.

3.8. Results of Pilot Study

This study recruited respondents for the pilot study between November 23, 2023, and

November 25, 2023. The pilot study had eight respondents. The pilot test was conducted three
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days before the study’s survey and identified potential issues with the data collection (see

Appendix B). All respondents agreed that the survey is professional and its questions are easily

understood, logically ordered, take the correct amount of time to complete (Strongly Agree =

88%, Agree = 12%), and are not offensive (Strongly Agree = 100%). The results of this test

informed this study’s final methodology by correcting significant errors in Qualtrics’

randomization mechanism.

4. Analysis

4.1. Data Preparation

Survey data is exported as a delimited .csv data file into Microsoft Excel. If a survey

response is incomplete, that data point is removed. The data on the perceived legitimacy,

efficiency, and fairness of the three vignettes is exported into 18 columns – nine for the control

group and nine for the treatment group. The data is subsequently transformed by combining the

eighteen columns into nine columns and creating a new column for the intervention group (no AI

or AI). Moreover, any irrelevant data is discarded from the data pool. To ensure reliability

variables are meticulously coded (see Table 2).

Table 2

Variables and Codes

Variable Name Variable Type Categories Coded

group binary no ai, ai 0, 1

male binary not male, male 0, 1

caucasian binary not caucasian, caucasian 0, 1

asian binary not asian, asian 0, 1

vote binary no, yes 0, 1

gender ordinal female, male, other, prefer not to say 0, 1, 2, 3

age ordinal 15-30, 30-45, 45+ 1, 2, 3

education ordinal high school, bachelor, master, phd 1, 2, 3, 4
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ethnicity ordinal caucasian, asian, hispanic, black, two or more, other 1, 2, 3, 4, 5, 6

employ ordinal unemployed, part time, full time 0, 1, 2

vignette ordinal vignette 1, vignette 2, vignette 3 1, 2, 3

familiar

ordinal
strongly disagree, disagree, neither agree nor disagree, agree,

strongly agree
1, 2, 3, 4, 5

favorable

leg_avg

eff_avg

fair_avg

police_avg

tax_avg

health_avg

measure_avg

leg_police

eff_police

fair_police

leg_tax

eff_tax

fair_tax

leg_health

eff_health

fair_health

Note. This table shows the list of variables used in this study. The table is organized by variable

name, variable type, categories, and coding schema. The variables male, caucasian, and Asian

are dummy variables. The labels police, tax, and health, correspond to the three vignettes used in

the study (vignette 1 = police, vignette 2 = tax, vignette 3 = health). The labels leg_avg, eff_avg,

and fair_avg correspond to the three outcome variables of this study, perceived legitimacy,

efficiency, and fairness. The average variables measure the mean of the specific variable (e.g.,

leg_avg measures the average legitimacy evaluation across all three vignettes). Other variables

provide additional insights into average evaluations per vignette (e.g., police_avg measures the

average evaluation of vignette 1), specific evaluations of legitimacy, efficiency, and fairness per
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vignette (e.g., leg_police represents the legitimacy evaluation of vignette 1), and the average of

all variables (e.g., measure_avg). Not every variable is used in this study’s analysis.

4.2. Descriptive Statistics

The dispersion of leg_avg, eff_avg, and fair_avg are not asymptotically normally

distributed. The non-normal shape, value distribution, and measurements of skewness and

kurtosis for each variable demonstrate a non-normal distribution (see Table 3). This study uses

Kernel density plots to visualize the distribution of observations (see Figure 1-3). The plots show

that the data has multiple flat peaks and uncentered values.7 Furthermore, the three variables are

all platykurtic (kurtosis < 3). The variable fair_avg is more leptokurtic (kurtosis = 2.466) than

leg_avg and eff_avg. The values of leg_avg, eff_avg, and fair_avg are all skewed away from the

mean. Furthermore, the eff_avg variable is skewed right (skewness = - 0.363), and the fair_avg

variable skews left (skewness = 0.375) The interquartile range of eff_avg is the highest (see

Figure 4).

Moreover, the distribution of outcome variables is generally consistent across both

treatment groups, as is evidenced by tests of similarity (see Table 6). The only exception to this

is the dummy variable caucasian, which demonstrates a statistically significant dissimilarity

between groups (p = 0.020). There are 10 more non-Caucasian respondents in the no AI control

group than the AI intervention group. This difference between treatment groups indicates

potential sampling bias if the variables caucasian exerts a statistically significant effect on the

outcome variables. Based on Spearman’s tests, the variable caucasian exerts a non statistically

significant effect on leg_avg, eff_avg, and fair_avg, thus this difference does not affect this

7 Measures of normality differ depending on the statistical software that is used. In Stata 18, a normal distribution is
indicated by a skewness of 0 and a kurtosis of 3. Other assumptions of a normal distribution are a bell-curve, single
peak, and values centered around the mean.
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study’s finding in any meaningful way (leg_avg: p = 0.416, eff_avg: p = 0.367 , fair_avg: p =

0.499).

Table 3

Descriptive Statistics Table of Outcome Variables: leg_avg, eff_avg, and fair_avg

Variable Min Max Mean SD Variance Skewness Kurtosis

leg_avg 1 5 3.135417 1.175359 1.381469 0.1658249 1.854612

eff_avg 1 5 3.822917 1.123854 1.263048 -0.3632029 1.879111

fair_avg 1 5 2.90625 1.006067 1.01271 0.3753649 2.465592
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Figure 1

A Kernel Density Plot Overlaid with a Normal Distribution of Outcome Variable: leg_avg

Note. This kernel density plot shows the smoothed distribution of data for leg_avg by coded

Likert response (see Table 2). The plot is overlaid with a normal distribution. The y-axis shows

the probability differential for leg_avg.8

8 This is the probability of a point occurring between two values x1 and x2, represented by the area under the curve
between those two points.
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Figure 2

A Kernel Density Plot Overlaid with a Normal Distribution of Outcome Variable: eff_avg

Note. This kernel density plot shows the smoothed distribution of data for eff_avg by coded

Likert response (see Table 2). The plot is overlaid with a normal distribution. The y-axis shows

the probability differential for eff_avg.
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Figure 3

A Kernel Density Plot Overlaid with a Normal Distribution of Outcome Variable: fair_avg

Note. This kernel density plot shows the smoothed distribution of data for fair_avg by coded

Likert response (see Table 2). The plot is overlaid with a normal distribution. The y-axis shows

the probability differential for fair_avg.
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Figure 4

A Comparative Box Plot of Outcome Variables: leg_avg, eff_avg, and fair_avg

Note. This comparative box plot shows the interquartile range, median, and minimum and

maximum values for each of the three main outcome variables – leg_avg, eff_avg, and fair_avg.9

9 The interquartile range is shown by the boxes. The solid line in each box represents the median value. The
whiskers show the maximum and minimum values excluding any outliers.
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Table 4

A Comparison of Explanatory Variables by Treatment Group

Variable

group

Test
No AI

51 (53.1%)
AI

45 (46.9%)

familiar 3.000 (1.510) 2.467 (1.517) 0.088

favorable 2.294 (1.540) 1.778 (1.396) 0.09

caucasian

0 14 (27.5%) 4 (8.9%)
0.02

1 37 (72.5%) 41 (91.1%)

asian

0 45 (88.2%) 44 (97.8%)
0.073

1 6 (11.8%) 1 (2.2%)

vote

0 9 (17.6%) 3 (6.7%)
0.105

1 42 (82.4%) 42 (93.3%)

education

1 9 (17.6%) 3 (6.7%)

0.22
2 27 (52.9%) 30 (66.7%)

3 15 (29.4%) 11 (24.4%)

4 0 (0.0%) 1 (2.2%)

employment

1 20 (39.2%) 23 (51.1%)

0.2482 16 (31.4%) 15 (33.3%)

3 15 (29.4%) 7 (15.6%)

gender

0 23 (45.1%) 16 (35.6%)

0.271
1 25 (49.0%) 26 (57.8%)

2 2 (3.9%) 0 (0.0%)

3 1 (2.0%) 3 (6.7%)

male

0 26 (51.0%) 19 (42.2%)
0.391

1 25 (49.0%) 26 (57.8%)

age

1 48 (94.1%) 44 (97.8%)
0.566
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2 2 (3.9%) 1 (2.2%)

3 1 (2.0%) 0 (0.0%)

Note. This table demonstrates the mean, standard deviation (in parentheses), and p-value for tests

that measure the distribution of the explanatory variables between the control and treatment

groups. The analysis uses a pooled t-test for continuous variables (familiar and favorable) and

Pearson’s test for the categorical variables.10 The coded values of the variables are displayed

based on the coding schemes for each variable (see Table 2).

4.3. Statistical Analyses

This study tests the effect of the explanatory variable group on outcome variables

leg_avg, eff_avg, and fair_avg with three separate ordered logistic models. An ordered logistic

regression of all potentially causal explanatory variables with leg_avg demonstrates a

statistically significant and positive coefficient between leg_avg and the variables group and

male (group: coefficient = 3.087, p < 0.001)(male: coefficient = 0.849, p = 0.044)(see Table 5).11

The proportional odds assumption for this model is met (p = 0.183).12 The predicted probabilities

chart of leg_avg and group visualizes the likelihood of a respondent’s evaluation of perceived

legitimacy belonging to the Likert scale response category (see Figure 5). Albeit slightly above

the predicted probability threshold of 0.5, this graph demonstrates a shift towards negative Likert

scale responses if the respondent is in the no AI control group and vice versa if the respondent is

in the AI intervention group.

12 As aforementioned, this analysis uses the approximate likelihood-ratio test of proportionality of odds across
response categories to measure the proportional odds assumption.

11 Ordered logistic model coefficients in this case can be interpreted as follows: For each one-unit increase in group,
the log-odds of moving to a higher likert scale category (strongly disagree…strongly agree) increase by the
coefficient value.

10 Although the variables familiar and favorable are ordinal, they are measured as continuous variables in this test to
more easily capture the consistency of these variables between treatment groups.
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Furthermore, an ordered logistic regression of all potentially causal explanatory variables

with eff_avg also demonstrates a statistically significant and positive coefficient between eff_avg

and the variables group and asian (group: coefficient = 3.170, p < 0.001)(asian: coefficient =

2.367, p = 0.021)(see Table 5). The proportional odds assumption for this model is met (p =

0.215). The predicted probabilities chart of eff_avg and group shows that being in the AI

intervention group (group = 1) increases the probability of strongly agreeing that a bureaucratic

decision is efficient (see Figure 6). An ordered logistic regression of all potentially causal

explanatory variables with fair_avg also demonstrates a statistically significant and positive

coefficient between fair_avg and the variables group (group: coefficient = 3.170, p < 0.001)(see

Table 5). The proportional odds assumption for this model is also met (p = 0.059). The predicted

probabilities chart of fair_avg and group shows that being in the no AI control group (group = 0)

increases the probability of disagreeing that a bureaucratic decision is fair (see Figure 7).

Table 5:

Ordered Logistic Models of Outcome Variables

leg_avg

Measure Coefficient Std. err. z P > | z |

group 3.087477 0.5212415 5.92 0

male 0.8492319 0.4219144 2.01 0.044

caucasian 0.0647244 0.6516944 0.1 0.921

asian 1.465657 0.9855491 1.49 0.137

vote -0.5455115 0.6146065 -0.89 0.375

age 0.0159663 0.8339202 0.02 0.985

employment -0.151576 0.2687302 -0.56 0.573

familiar -0.2395566 0.1585169 -1.51 0.131

favorable -0.0971521 0.1622408 -0.6 0.549

/cut1 -3.740921 1.505398

Pseudo R2= 0.2118
/cut2 -0.5070987 1.412523

/cut3 0.9702409 1.417767
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/cut4 3.108249 1.457752

eff_avg

Measure Coefficient Std. err. z P > | z |

group 3.170281 0.5344953 5.93 0

male 0.6363036 0.4589346 1.39 0.166

caucasian 0.1762525 0.6616051 0.27 0.79

asian 2.366874 1.026858 2.3 0.021

vote 0.5203536 0.6380593 0.82 0.415

age -1.204809 0.8162305 1.48 0.14

employment 0.1131245 0.2866638 0.39 0.693

familiar 0.033068 0.1680413 0.2 0.844

favorable -0.2273671 0.1616141 1.41 0.159

/cut1 -4.611692 1.822237

Pseudo R2= 0.2343
/cut2 -1.681393 1.462253

/cut3 0.4464723 1.449183

/cut4 1.780639 1.466715

fair_avg

Measure Coefficient Std. err. z P > | z |

group 2.695605 0.5103645 5.28 0

male 0.6410738 0.4241763 1.51 0.131

caucasian -0.3980098 0.6387367 -0.62 0.533

asian 0.5409137 0.9774161 0.55 0.58

vote -0.2445358 0.6509902 -0.38 0.707

age -0.1794243 0.818977 -0.22 0.827

employment 0.0792707 0.2614149 0.3 0.762

familiar -0.0354538 0.1585551 -0.22 0.823

favorable -0.1288586 0.1583927 -0.81 0.416

/cut1 -3.209133 1.489928

Pseudo R2 = 0.1590
/cut2 -0.0852478 1.405698

/cut3 2.048991 1.437029

/cut4 3.963284 1.487252
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Figure 5

Predicted Probabilities Chart by Treatment Group: leg_avg

Note. This predicted probability chart shows the probability of each respondent’s evaluation of

legitimacy as measured on the Likert scale.13

13 A threshold value of 0.5 is used to determine whether an observation is normal. As such, predicted probabilities
above 0.5 are associated with an observation transitioning to a higher ordinal category, and those below 0.5 are
associated with transitioning to a lower ordinal category. A predicted probability value of 0.55, for instance, denotes
a 55% chance of belonging to the higher category and a 45% chance of belonging to the lower category.
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Figure 6

Predicted Probabilities Chart by Treatment Group: eff_avg
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Figure 7

Predicted Probabilities Chart by Treatment Group: fair_avg

This study also uses Spearman’s rank correlation to determine the effect of AI usage in

bureaucratic decision-making on the outcome variables. The test finds a positive monotonic

relationship between AI usage in bureaucratic decision-making and perceived legitimacy (ρ =

0.591), perceived efficiency (ρ = 0.651), and perceived fairness (ρ = 0.597). These results are

statistically significant (p < 0.001). The positive effect of AI usage in bureaucratic

decision-making on perceptions of legitimacy, efficiency, and fairness is consistent across all

outcome variables (see Figure 8). There are outliers in the AI group that contradict the general

trend to evaluate bureaucratic decisions more positively. The most notable trend among these

outliers is that those who rate bureaucratic decisions as less legitimate than the mean for leg_avg

(M < 3.13) rate decisions as more efficient than the mean for eff_avg (M > 3.82). Furthermore,

the interquartile range of eff_avg is far narrower than that of fair_avg. This trend reverses in the
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no AI group, where evaluations of fair_avg and leg_avg are confined to a smaller interquartile

range.

Furthermore, the positive effect of AI usage in bureaucratic decision-making on

perceptions of legitimacy, efficiency, and fairness is consistent across all three vignettes (see

Figure 9). Even though respondents rated the principal-agent conditions represented in each

vignette as equally problematic (information asymmetry: 88%, goal ambiguity: 94%, moral

hazard: 99%), the perceived legitimacy, efficiency, and fairness of the third vignette is

consistently evaluated lowest of all vignettes in both the control group and the intervention

group. Both ordered logit models and Spearman’s tests indicate a statistically significant negative

relationship between vignette and leg_avg (coefficient = -0.835, ρ = -0.374, p < 0.001), eff_avg

(coefficient = -0.582, ρ = -0.262, p < 0.001), and fair_avg (coefficient = -0.576, ρ = -0.255, p <

0.001).
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Figure 8

Box Plot of Outcome Variables by Treatment Group

Note. This comparative box plot shows the difference of median, interquartile range, outliers, and

minimum and maximum values of leg_avg, eff_avg, and fair_avg by group.
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Figure 9

Box Plot of Average Vignette Evaluation by Treatment Group

Note. This comparative box plot shows the difference of median, interquartile range, outliers, and

minimum and maximum values of the evaluations of the three vignettes in the study by group.

This study also tests the alternative outcome variables, perceived efficiency and fairness, for

mediating effects through structural equation modeling. The model is not a perfect fit, suggesting

other uncaptured relationships that contribute to the model (χ2 = 18, p < 0.001). The statistically

significant positive coefficient for eff_avg (coefficient = 0.3760158, p < .001) indicates that

higher levels of perceived efficiency are associated with higher perceived legitimacy. The

statistically significant positive coefficient for fair_avg (coefficient = 0.6409776, p < 0.001)

indicates that higher levels of perceived fairness are associated with higher perceived legitimacy.

Furthermore, the statistically significant positive relationship of eff_avg (coefficient = 1.395207,
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p < 0.001) and fair_avg (coefficient = 1.132898, p < 0.001) on the group indicates that the

treatment group influences perceived efficiency and fairness.

4.4. Hypothesis Testing

H1.a: The perceived legitimacy of bureaucratic decisions made under problematic conditions

increases when bureaucrats use AI technology compared to when bureaucrats do not.

H1.b: The perceived efficiency of bureaucratic decisions made under problematic conditions

increases when bureaucrats use AI technology compared to when bureaucrats do not.

H1.c: The perceived fairness of bureaucratic decisions made under problematic conditions

increases when bureaucrats use AI technology compared to when bureaucrats do not.

This study employs an ordered logistic model and Spearman’s rank correlation to

examine the hypotheses relating to the primary explanatory variable – AI usage in bureaucratic

decision-making – and the outcome variables encompassing perceived legitimacy, efficiency, and

fairness. The analysis provides compelling evidence, indicating a robust association between AI

usage in bureaucratic decision-making and increased perceived legitimacy, efficiency, and

fairness of decisions. Spearman’s test provides a statistically significant and moderately positive

monotonic relationship between AI usage and perceived legitimacy (ρ = 0.591, p < 0.001).

Furthermore, a statistically significant and strong positive monotonic relationship is observed

between AI usage and perceived efficiency (ρ = 0.651, p < 0.001), as well as fairness (ρ = 0.597,

p < 0.001).

According to the ordered logistic model, being in the AI treatment group is associated

with an increase in the log odds of respondents rating decisions as more legitimate (coefficient =

3.087, p < 0.001), efficient (coefficient = 3.170, p < 0.001), and fair (coefficient = 2.696, p <

0.001). The results from Spearman’s test and the ordered logistic model offer robust evidence of
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a positive association between AI usage in bureaucratic decision-making and perceived

legitimacy, efficiency, and fairness. All these associations are statistically significant, leading to

the failure to reject the alternative hypotheses at a 5% significance level (α = 0.05).

5. Discussion

5.1. Interpretation and Implications

This study focuses on the effect of AI usage in bureaucratic decision-making on

perceived legitimacy. In pursuit of this goal, this study considers perceived efficiency and

perceived fairness mediating variables to perceived legitimacy. That is to say, if there is an

increase in these mediating variables, this translates to increased perceived legitimacy. The

analysis finds a strong positive monotonic relationship between the mediating variables and

perceived legitimacy (efficiency: ρ = 0.760, fairness: ρ = 0.795). Structural equation modeling

determines if these variables act as mediators to perceived legitimacy. A positive and statistically

significant coefficient for perceived efficiency (coefficient = 0.3760158, p < 0.001) and fairness

(coefficient = 0.6409776, p < 0.001) reveal that increased perceptions of efficiency and fairness

align with enhanced perceptions of legitimacy. There are significant positive relationships

between perceived efficiency (coefficient = 1.395207, p < 0.001) and fairness (coefficient =

1.132898, p < 0.001) in the treatment group. These findings collectively suggest that both

perceived efficiency and fairness serve as mediating variables. This is consistent with existing

findings on the relationship between efficiency, fairness, and legitimacy (Melamed, 2012;

Franck, 1998; Farrar, 2022; Jeong & Kim, 2019).

When comparing the interquartile range of these measurements between treatment

groups, the findings reveal that respondents were much more decisive and consistent in their

evaluations of fairness and legitimacy in the no AI control group than the AI intervention group,
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as indicated by the smaller interquartile range (see Figure 8). In contrast, evaluations of

efficiency demonstrated an opposite change between treatment groups. This plausibly implies a

greater consensus among respondents about the effect of AI usage in bureaucratic

decision-making on perceived efficiency than on perceived legitimacy or fairness. The predicted

probabilities chart of the ordered logistic model between perceived efficiency and AI usage in

bureaucratic decision-making shows that being in the AI intervention group predicts that 75% of

the values will fall in the “strongly agree” category on the Likert scale (see Figure 6).

Furthermore, AI usage in bureaucratic decision-making exerts the largest effect on perceived

efficiency, as demonstrated by the coefficient in the ordered logistic test (coefficient = 3.170) and

Spearman’s test (ρ = 0.651). One implication of the narrower interquartile range of perceived

efficiency in the AI intervention group and the comparatively strong coefficient and correlation

values is that AI usage in bureaucratic decision-making exerts a more recognized and strong

effect on perceived efficiency than on measures of fairness or legitimacy. A plausible explanation

for this remarkable effect is the perception of AI as a neutral entity capable of efficient decisions

(Boyd & Crawford, 2012; IPSOS, 2022; Alon‐Barkat & Busuioc, 2022; Araujo et al., 2020). AI

usage in decision-making increases perceptions of efficiency, even if a human bureaucrat

ultimately makes the decision.

For some respondents, there seemed to be a trade-off between legitimacy and efficiency.

Outliers in the AI intervention group rated bureaucratic decisions as significantly less legitimate

than the mean. They rated the same decisions as significantly more efficient than the mean (see

Figure 8). Even when decisions were deemed more illegitimate by the outlier respondents, they

still perceived AI usage as contributing to the efficiency of the decision. This seemingly indicates

that, at least for some respondents, efficiency as a measure does not influence and perhaps even
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decreases perceptions of legitimacy. An explanation for these outliers is that these respondents

might recognize efficiency as an instrumental value that empowers bureaucrats to execute

illegitimate decisions. This is consistent with the enablement thesis, which argues that AI

technology empowers bureaucrats to utilize discretion (Buffat, 2013). Subsequently, if

bureaucrats are perceived by respondents as illegitimate or biased, then increasing the efficiency

of these bureaucrats would empower them to exert their biases. These outlier respondents'

deviation from the norm makes sense since perceptions of legitimacy are subjective and depend

on socioeconomic and cultural factors (Brandt et al., 2020). Thus, perhaps to these outlier

respondents, certain uncaptured demographic variables influence their understanding of

efficiency as an instrument for illegitimate behavior.

In a similar vein, this study finds that being of Asian ethnicity increases the log odds of

evaluating a bureaucratic decision as efficient (coefficient = 2.367, p = 0.021). According to a

report by the International Institute of Communications, AI technology is generally perceived

positively and is readily used in Southeast Asian countries (2020). China, one of the most

prominent countries in Asia, demonstrates a willingness to employ AI technology to surveil its

people (Davies, 2021). As a result, people in Asia are more optimistic about the technology and

its potential to contribute to productive capacity (Sells, 2023). Thus, in keeping with the

understanding that perceptions of legitimacy and its mediating variables are subjective, being

Asian might be associated with higher perceptions of efficiency for these reasons. Another

explanatory variable that affected evaluations of the vignettes was gender.

The ordered logistic model revealed a statistically significant coefficient for being male

(coefficient = 0.849, p = 0.044), indicating a positive association with the outcome variable. This

suggests that being male is associated with an increase in the log odds of evaluating a
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bureaucratic decision as legitimate. While the effect size is modest, the statistical significance

implies that this association is unlikely to be due to random chance. This finding aligns with

existing studies that have found that men report higher familiarity with AI, plausibly explaining

this result (IPSOS, 2022).

Next, since respondents rated the principal-agent conditions represented in each vignette

as equally problematic (information asymmetry: 88%; goal ambiguity: 94%; moral hazard:

99%), one would expect that measures of legitimacy, efficiency, and fairness would be somewhat

consistent. However, in both treatment groups, the third vignette is rated lowest in all measures.

On one hand, this could be due to factors such as vignette design, which implicates more victims

in the poor decision made by the bureaucrat in vignette 3. However, visualizing the distribution

of measurements by vignette shows an incremental decline in evaluations between vignettes 1

and 3. When the relationship between vignettes and measurements is tested, the results indicate

that the vignette order exerts a statistically significant negative effect on the average

measurement of legitimacy, efficiency, and fairness (p < 0.001). Even though the survey

completion time falls within the recommended range, these findings point to the presence of

survey fatigue (Revilla & Höhne, 2020).14 However, these associations are generally weak and

do not necessarily undermine the findings of this study.

Furthermore, since the vignettes represent three different types of bureaucrats, the

findings of this study imply that AI usage in bureaucratic decision-making will exert a positive

effect on perceptions of legitimacy despite potential confounders inherent in the type of

bureaucrat. For instance, as aforementioned, understandings of legitimacy depend on

socioeconomic and cultural factors. Thus, there might be potential preconceived notions about

14 Survey fatigue is the “lack of motivation to participate in assessments [which can] impact response behavior”
(DiLeonardo et al., 2022).
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police officers, tax auditors, or health inspectors that might influence the respondents’

perceptions of each vignette. Such preconceived notions are not explicitly captured in this study.

However, what is notable is that if one disregards the potential survey fatigue, it is vignette 1 that

elicits the most positive evaluations of legitimacy, efficiency, and fairness. This, despite the fact

that the police officer is probably one of the more contentious types of bureaucrats represented in

the vignettes. This can be explained by the fact that this study’s sample is composed primarily of

Caucasian individuals, who on average perceive the police as more effective than other ethnic

groups do (Morin & Stepler, 2016).

Moreover, vignette 3 provides a new understanding of automation bias. Automation bias

presents itself as a remarkable conundrum for bureaucratic discretion, as when bureaucrats

attempt to maximize their resources and minimize stress they are likely to heavily lean on AI

technology to do so – especially in problematic situations. In the intervention group, the

bureaucrat in vignette 3 fits the definition of automation bias, which is an “overreliance on

algorithmic advice” (Alon-Barkat & Busuioc, 2022, p.153). Although evaluations of legitimacy,

efficiency, and fairness in vignette 3 are lower than in vignettes 1 and 2, these evaluations are

much higher in the intervention group than in the control group (see Figure 9). These findings

contradict what the field assumes about automation bias, that automation bias is necessarily a

negative phenomenon. However, the findings of this study seem to indicate that reliance – even

over-reliance – on AI technology can plausibly provide a way for bureaucrats to shirk the

responsibility of their decision-making and improve perceptions of legitimacy.

One implication of analyzing the results by vignette is that AI usage in bureaucratic

decision-making exerts a statistically significant (p < 0.001) and notable positive effect on

perceptions of legitimacy, efficiency, and fairness regardless of the problematic condition that the
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bureaucrat finds themself in (see Figure 9). As aforementioned, respondents consistently rated

the conditions of information asymmetry, goal ambiguity, and moral hazard as problematic. This

is reflected in the evaluations of the three vignettes, which are generally negative and in the

lower range of Likert responses. These findings point to the possibility that implicating AI usage

in bureaucratic making has the ability to alleviate potential detrimental consequences to

perceived legitimacy, efficiency, and fairness stemming from misused bureaucratic discretion

under problematic conditions. Based on the theory of the principal-agent dilemma, such

conditions would elicit a strong negative response since the bureaucrat is contradicting the

direction of their principal – regardless of what tools the bureaucrat uses to make the decision.

However, this is evidently not the case, as using AI technology changes the evaluation in a

significant way.

This study finds a statistically significant (p < 0.001) positive relationship between AI

usage in bureaucratic decision-making and perceptions of legitimacy, efficiency, and fairness.

The positive effect of AI usage in bureaucratic decision-making on perceptions of legitimacy,

efficiency, and fairness is consistent across all outcome variables (see Figure 8). The positive

effect of AI usage in bureaucratic decision-making on perceptions of legitimacy, efficiency, and

fairness is consistent across all three vignettes (see Figure 9). Specifically, the central findings of

this study indicate that AI usage in bureaucratic decision-making – especially under problematic

conditions – positively affects perceived legitimacy, both directly and through mediating

measures of efficiency and fairness. This contradicts findings that there is little difference in the

perceived legitimacy between human and AI-assisted decision-making (Starke & Lünich, 2020).

Buffat’s (2013) curtailment thesis partly explains the effect of AI usage in bureaucratic

decision-making on perceptions of legitimacy. Per the curtailment thesis, AI usage in
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decision-making can co-opt the discretion of bureaucrats. The vignettes in this research present

bureaucrats as principally self-interested, biased, and willing to make decisions that are not

always in the best interest of their principals. Thus, in the vignettes where the bureaucrats utilize

AI technology, the discretion and subjectivity of an inherently biased decision-making process

are plausibly reduced, leading to a more favorable evaluation of these scenarios.

The findings that AI usage increases perceived legitimacy, even in detrimental situations,

demonstrate the curtailment thesis put forth by Buffat (2013). Although Buffat (2013) suggests

that technology will take away bureaucratic discretion in practice, this study suggests that AI

technology can make citizens perceive less discretion. This is similar to what Jorna and

Wagenaar (2007) conclude – the technology does not reduce bureaucratic discretion but merely

obscures it. This is evidenced by the fact that although the vignettes are consistent across the

treatment groups in all ways except the implication of AI technology in decision-making,

perceptions are drastically different. In other words, a feasible explanation for this is that when

bureaucrats utilize AI technology to make their decisions this alleviates some of their blame in

the decision because bureaucrats share the responsibility for the decision between themselves

and the technology.

It is plausible to assume that bureaucrats will not only use AI to make their jobs easier

but will shirk their responsibilities for making poor decisions by shifting blame to the technology

they employ. This is consistent with research on bureaucratic decision-making, which highlights

the fact that bureaucrats wish to reduce uncertainty, minimize conflict, protect themselves,

maximize agency and personal resources, and are fundamentally self-interested and willing to do

what they can to minimize their workload and stress (Lipsky, 1980; Maynard-Moody &

Musheno, 2003; Prottas, 1979; Harrits & Møller, 2014; Epp et al., 2014; Dubois, 2010l;



68

Hinterleitner & Wittwer, 2022; Gajduschek, 2003). Thus, if AI usage can obscure bureaucratic

discretion and subsequently provide a buffer against negative judgment, it is reasonable to

assume that there is an incentive for bureaucrats to rely on AI in decision-making to reap this

benefit.

The findings of this study seem to evidence the utility associated with AI usage’s

capability to obscure bureaucratic discretion – it can provide a buffer against negative

perceptions, it can increase perceptions of efficiency, and it can potentially reduce prejudiced

evaluations of certain bureaucrats like police officers. The findings of this research paper

complicate Buffat’s (2013) theses, provide potential positive benefits of automation bias,

evidence Jorna and Wagenaar’s (2007) identification of the technology’s ability to obscure

discretion, and build on research by Starke and Lünich (2020) by demonstrating that in

problematic scenarios AI-assisted decision making fares better than human decision making

alone.

5.2. Limitations

A perfect research design is not expected, but a design that sufficiently answers this

study’s research question. This is especially true since legitimacy depends on context (Adams et

al., 2019). The perceived legitimacy of decision-making in the vignettes might be higher in other

contexts – this is not tested in the research at hand. Moreover, public opinion on specific issues is

unstable, and research fails to reproduce consistent results; people can be asked the same

question a few months later and will provide entirely different answers (Dye, 1998). Perceived

legitimacy, in particular, is known to change over time (Risse‐Kappen & Stollenwerk, 2018).

The research design is also limited in its reliance on the assumption that the government will

adopt AI technology. It is not evident that this will be the case, especially as many governments
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are passing legislation to restrict the use of such technology (European Parliament, 2023). There

is a notable lack of technology uptake by governments due to the absence of necessary

infrastructure or the desire to maintain government budgets by restricting efficiency (Devarajan,

2022).

Moreover, because of the complexity of the issues involved, it is important to consider

that public decision-making on the topic of AI usage in government should not be expected to be

rational (John, 1998, p. 34). There are many factors that can potentially affect voting such as

rational voter ignorance and apathy (Downs, 1957). Furthermore, voters face few negative

individual downsides from elections, making them less motivated to vote in their interests

(Brennan & Lomasky, 1993). Although a majority of the respondents in this study reported that

they would vote in the upcoming election (88%), it is not evident that opinions on something as

specific as the scenarios presented in the vignettes of this study will translate to broad and often

ambiguous electoral platforms of political candidates. It is not clear that the opinions voiced by

the respondents will directly carry over to electoral outcomes or meaningful political decisions

that will affect governance. Thus, we cannot infer that the respondents of this study will or will

not vote in favor of AI adoption, for instance.

Furthermore, this study cannot generalize the effect of AI usage in bureaucratic

decision-making on perceived legitimacy due to the non-random sample. The low external

validity of the research design means that these findings, with a margin of error of 10%, can only

potentially infer about populations similar to the sample frame – Caucasian, educated, young

people studying in the Netherlands at UL and UVA.
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6. Conclusion

6.1. Executive Summary

Bureaucrats play an integral part in governance. Therefore, the government empowers

bureaucrats with significant discretion in their work. Under certain conditions, however,

bureaucrats misuse their discretion to make inefficient, potentially biased decisions consequential

to the citizens they serve and the institutions they represent. Poor decisions on behalf of

bureaucrats can hamper the perceived legitimacy of government organizations. This presents a

salient problem for public administrators everywhere, as legitimacy is necessary to the

functioning of government institutions. AI technology is a potential solution to the problematic

effect of poor bureaucratic decision-making on perceived legitimacy, as the technology is known

for its neutrality, efficiency, and influence on bureaucratic discretion. This study aimed to

discover how the perceived legitimacy of bureaucratic decisions made under problematic

conditions changes when bureaucrats use AI technology. The research question of this study is:

What is the effect of AI technology usage by bureaucrats under problematic conditions on the

perceived legitimacy of bureaucratic decisions? This study found a statistically significant (p <

0.001) positive relationship between AI usage in bureaucratic decision-making and perceived

legitimacy and mediating variables. These results suggest that AI usage can plausibly alleviate

the impact of consequential bureaucratic decisions on perceived legitimacy by obscuring

bureaucratic discretion. Furthermore, AI usage in bureaucratic decision-making seemingly exerts

a stronger positive effect on perceived efficiency than on perceived legitimacy and fairness.

An alternative causal explanation for the results of this study is the characteristics

inherent in the sample. It is possible that the AI group appears to support problematic

bureaucratic decisions more than the non-AI group because of uncaptured characteristics that are
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shared among students of UVA and UL. An example might be AI use. One study finds that

almost two-thirds of students pursuing higher education use AI-based tools. Males in particular

were more likely to use such AI tools (Von Garrel & Mayer, 2023). This study’s sample is

evidently composed of male students pursuing higher education. One would assume that the

variables used in this study that measure familiarity and favorability of AI technology would

capture AI usage by the respondents. However, AI technology is a notoriously ambiguous

concept. As such, perhaps students are unaware that tools such as Chat GPT are based on AI.

This assumption is certainly consistent with findings in the IPSOS report (2022), which shows

that around two-thirds of people had trouble identifying technologies that utilize AI. Thus, this

sample’s composition might have influenced the effect of AI usage in bureaucratic

decision-making on perceived legitimacy.

6.2. Future Research

Future research would benefit from a longitudinal study of perceived legitimacy in

government decision-making that employs AI, which would capture any changes in perceptions

over time. Furthermore, testing similar variables to this study in different contexts and at varied

levels of analysis can provide additional insights into the persistence of the AI effect on

perceived legitimacy. Moreover, this research focuses on street-level bureaucrats in situations

relatable to the average citizen. Perhaps in more formal or unfamiliar settings, the results would

differ. An evident improvement to this study is the use of randomized sampling from a larger

target population, which would improve the external validity of the research’s findings.

Initially, the research aimed to use two interventional groups, some-AI and all-AI, like

Starke and Lünich (2020). Due to constraints in acquiring an adequate sample size for two

interventional groups, this study only uses one treatment group – AI. However, as Katzenbach
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and Ulbright (2019) mention, “the degree of automation matters greatly because the legitimacy

of governance regimes relies on the responsibility and accountability of a human

decision-maker” (p. 8). Therefore, it would be valuable to include more treatment groups that

specify the extent of AI usage to capture the association between the degree of AI usage in

decision-making and perceived legitimacy.

Although this study’s results indicate a strong positive association between AI usage in

bureaucratic decision-making and perceptions of legitimacy, and former research finds that

people generally favor AI decision-making over human decision-making, it does not mean that

decisions made entirely by AI will prove to be superior over human decisions in practice. For

instance, respondents' evaluations of problematic outcomes due to AI decision-making alone are

notably different (Gerlich, 2023). This is also evidenced in Starke and Lünich’s (2020) research,

which finds that decisions made by AI with no human oversight detrimentally impacted

perceived legitimacy. Moreover, in a review of automated vehicle collisions, Hidalgo et al.

(2021) find that when AI technology decides on problematic outcomes, citizens judge the

decision more severely than if the decision was made by humans alone. In other words, the

protective obscuring effect of AI technology is plausibly eliminated if AI, with the approval of

human administrators, is permitted to make decisions on its own. More research is therefore

needed to explore this obscuring phenomenon in the context of fully autonomous AI technology

making governmental decisions.

6.3. Policy Recommendations

As Denhardt (1999) remarks, “Public administrators live in a goldfish bowl, their every

movement scrutinized by an often critical public,” meaning that negative consequences resulting

from the implementation of AI technology will fall on those public managers who drafted the
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policy (p. 15). Political preferences are malleable and can change (Risse-Kappen & Stollenwerk,

2018; Gelrich, 2023). Thus, it is prudent for public administrators who consider implementing AI

usage to influence the public discourse on AI technology and emphasize the potential benefits

and efforts to mitigate any potential harm from its implementation. Furthermore, public

perceptions about the use of AI can result in non-adoption (Kieslich et al., 2021). Thus,

managing public perceptions is important if public managers wish to implement AI technology

in the execution of their tasks.

Thus, to avoid potential backlash, if a public manager decides to use AI technology,

especially in fully autonomous functions, public managers should implement auditing systems to

screen for potential bias or unintended consequences and make the results of these audits open to

public scrutiny (Ma & Agarwal, 2007). Moreover, it is helpful to establish regulations on the use

of AI, as AI technology is constantly evolving, meaning that normative standards of use are not

always applicable (Ma & Agarwal, 2007). Just because the public approves of using AI

technology in government decision-making in a certain context or for a particular function does

not mean this approval extends to all contexts and tasks. Thus, implementing auditing systems

and establishing clear guidelines using AI technology could mitigate the negative impact of

government AI usage.
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Appendix A. Survey

Start of Block: Baseline

S1: Informed Consent:

This survey is anonymous and the only data collected are the answers you provide. The

information is used solely for academic purposes. Your participation is voluntary and you can

withdraw your consent at any time. Thank you for your contribution!

Q1: Do you voluntarily consent to taking this survey?

o Yes (1)

o No (2)

Q2: Do you agree with the following statement describing your relationship to the government?:

"I consent to the existence of the government and obey the law so that the government can

protect basic rights and promote the common good of society through its many services."

o Yes (1)

o No (2)

Q3: Do you believe the following scenario is problematic?:

"A government agent makes a risky decision because they do not bear the cost of this decision."

o Yes (1)

o No (2)

Q4: Do you believe the following scenario is problematic?:
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"A government agent knows more than citizens and can use this advantage in decision making to

exert biases or shirk responsibilities."

o Yes (1)

o No (2)

Q5: Do you believe the following scenario is problematic?:

"A government agent is asked to pursue multiple goals that are unclear or conflict with each

other."

o Yes (1)

o No (2)

Q6: How much do you agree with the following statement?:

"I expect a police officer to make desirable, proper, or appropriate decisions."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q7: How much do you agree with the following statement?:

"I expect a police officer to make efficient decisions."

o Strongly Disagree (1)

o Disagree (2)
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o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q8: How much do you agree with the following statement?:

"I expect a police officer to make fair decisions."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q9: How much do you agree with the following statement?:

"I expect a tax auditor to make desirable, proper, or appropriate decisions."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q10: How much do you agree with the following statement?:

"I expect a tax auditor to make efficient decisions."

o Strongly Disagree (1)
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o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q11: How much do you agree with the following statement?:

"I expect a tax auditor to make fair decisions."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q12: How much do you agree with the following statement?:

"I expect a health inspector to make desirable, proper, or appropriate decisions."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q13:How much do you agree with the following statement?:

"I expect a health inspector to make efficient decisions."
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o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q14: How much do you agree with the following statement?:

"I expect a health inspector to make fair decisions."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

End of Block: Baseline

Randomization Protocol: Block (NO AI) or Block (AI).

Start of Block: NO AI

S2: Review the following statement:

"A person has three alcoholic drinks in the evening before driving to a friend’s house. A police

officer spots the vehicle and runs the person’s license plate. The officer discovers that the person

has been arrested in the past for driving under the influence of alcohol. The police officer has no

current evidence to suggest that the person has been drinking and driving. Under the pretext of a
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routine traffic stop, the officer pulls the person over and questions them about the amount of

alcoholic drinks they have had. The person admits to drinking earlier that evening. The police

officer arrests the person for driving under the influence."

Q15: How much do you agree with the following statement?:

"The police officer makes a desirable, proper, or appropriate decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q16: How much do you agree with the following statement?:

"The police officer makes an efficient decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q17: How much do you agree with the following statement?:

"The police officer makes a fair decision in this scenario."

o Strongly Disagree (1)
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o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

S3: Review the following statement:

"The federal government issues a goal to tax auditors to reduce the total amount of fraudulent

tax filings. A managing supervisor at a federal tax agency issues a goal to tax auditors to process

tax forms as fast as possible to reduce waiting times. A person with a history of tax-fraud has

filed their income incorrectly. As a result, the person paid less taxes than they are legally

required to. A tax auditor determines that following up on this case will significantly slow down

the processing time of tax forms. In an attempt to satisfy their supervisor’s goal, the tax auditor

decides not to issue the person a warning or fine.”

Q18: How much do you agree with the following statement?:

"The tax auditor makes a desirable, proper, or appropriate decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q19: How much do you agree with the following statement?:



109

"The tax auditor makes an efficient decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q20:How much do you agree with the following statement?:

"The tax auditor makes a fair decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

S4: Review the following statement:

"A health inspector performs a scheduled inspection on a restaurant. The health inspector is

concerned about the unhygienic way that the food is being handled in the restaurant's kitchen.

The owner of the restaurant ensures the health inspector that the issues will be corrected. The

health inspector does not expect to eat at the restaurant themselves. Based on the type of

restaurant, the owner, and other factors, the health inspector determines that dining at the

restaurant is unlikely to result in food-poisoning. Despite the restaurant's minor infractions of the
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health code, the health inspector decides to approve the restaurant’s health inspection. One week

later, several people who dine at the restaurant are diagnosed with severe food poisoning."

Q21: How much do you agree with the following statement?:

"The health inspector makes a desirable, proper, or appropriate decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q22: How much do you agree with the following statement?:

"The health inspector makes an efficient decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q23: How much do you agree with the following statement?:

"The health inspector makes a fair decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)
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o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

End of Block: NO AI

Start of Block: AI

S5: Review the following statement:

"A person has three alcoholic drinks in the evening before driving to a friend’s house. An

AI-operated CCTV camera spots the vehicle and runs the person’s license plate. The person has

been arrested in the past for driving under the influence of alcohol. The information is relayed to

a nearby police officer. The police officer has no current evidence to suggest that the person has

been drinking and driving. Under the pretext of a routine traffic stop, the officer pulls the person

over and questions them about the amount of alcoholic drinks they have had. The person admits

to drinking earlier that evening. The police officer arrests the person for driving under the

influence."

Q24: How much do you agree with the following statement?:

"The police officer makes a desirable, proper, or appropriate decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)
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o Strongly agree (5)

Q25: How much do you agree with the following statement?:

"The police officer makes an efficient decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q26: How much do you agree with the following statement?:

"The police officer makes a fair decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

S6: Review the following statement:

"The federal government issues a goal to tax auditors to reduce the total amount of fraudulent

tax filings. A managing supervisor at a federal tax agency issues a goal to tax auditors to process

tax forms as fast as possible to reduce waiting times. A person with a history of tax-fraud has

filed their income incorrectly. As a result, the person paid less taxes than they are legally
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required to. A tax auditor uses a machine-learning algorithm that employs AI technology to

determine that following up on this case will significantly slow down the processing time of tax

forms. In an attempt to satisfy their supervisor’s goal, the tax auditor decides not to issue the

person a warning or fine.”

Q27: How much do you agree with the following statement?:

"The tax auditor makes a desirable, proper, or appropriate decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q28: How much do you agree with the following statement?:

"The tax auditor makes an efficient decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q29: How much do you agree with the following statement?:

"The tax auditor makes a fair decision in this scenario."
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o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

S7: Review the following statement:

"A health inspector performs a scheduled inspection on a restaurant. The health inspector is

concerned about the unhygienic way that the food is being handled in the restaurant's kitchen.

The owner of the restaurant ensures the health inspector that the issues will be corrected. The

health inspector does not expect to eat at the restaurant themselves. The health inspector uses an

AI-powered risk-assessment model to determine that dining at the restaurant is unlikely to result

in food-poisoning. Despite the restaurant's minor infractions of the health code, the health

inspector decides to approve the restaurant’s health inspection. One week later, several people

who dine at the restaurant are diagnosed with severe food poisoning."

Q30: How much do you agree with the following statement?:

"The health inspector makes a desirable, proper, or appropriate decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)
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Q31: How much do you agree with the following statement?:

"The health inspector makes an efficient decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q32: How much do you agree with the following statement?:

"The health inspector makes a fair decision in this scenario."

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

End of Block: AI

Start of Block: Confounder Block

Q33: How much do you agree with the following statement?:

"I am familiar with AI technology."

o Strongly disagree (1)
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o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q34: How much do you agree with the following statement?:

"I have a favorable opinion of AI technology."

o Strongly disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

End of Block: Confounder Block

Start of Block: Demographic Block

Q35: Please select "Green" below:

o Red (1)

o Blue (2)

o Green (3)

Q36: What gender do you identify as?

o Male (1)
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o Female (2)

o Other (3)

o Prefer not to say (4)

Q37: How old are you?

o 0 - 15 years old (1)

o 15 - 30 years old (2)

o 30 - 45 years old (3)

o 45 + years old (4)

Q38: What is the highest degree or level of education that you have completed?

o High School (1)

o Bachelor's Degree (2)

o Master's Degree (3)

o Ph.D or Higher (4)

o Trade School (5)

Q39: What is your ethnicity?

o Caucasian (1)

o Black (2)

o Hispanic (3)

o Asian (4)

o Two or More (5)
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o Other (6)

Q40: What country are you a citizen of? (Select one option)

▼ Afghanistan (1) ... Other (1358)

Q41: Are you employed?

o Employed Full Time (1)

o Employed Part Time (2)

o Retired (3)

o Unemployed (4)

Q42: Are you registered to vote?

o Yes (1)

o No (2)

Q43: Will you vote in the upcoming election?

o Yes (1)

o No (2)

End of Block: Demographic Block
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Appendix B. Pilot Test

Q1: Were you briefed on informed consent in the survey?

o Yes (1)

o No (2)

Q2: I understand the questions asked in the survey:

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q3: The order of the questions in the survey makes sense:

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q4: The questions asked in the survey are offensive:

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)
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o Agree (4)

o Strongly agree (5)

Q5: The survey takes the right amount of time to complete:

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q6: The survey feels professional:

o Strongly Disagree (1)

o Disagree (2)

o Neither agree nor disagree (3)

o Agree (4)

o Strongly agree (5)

Q7: Are there any technical issues with the survey?

o Yes (1) __________________________________________________

o No (2)


