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Abstract

STM and AFM are two microscopic techniques used since the 1980s to
discover the properties of materials and open a new world of material

science. A significant drawback is the lack of chemical information that
those microscope techniques give. To combat this problem in the van

Ruitenbeek lab, we have set out to create a Scanning Tip Enhanced
Raman Spectroscopy setup with simultaneous STM or AFM capabilities.

This will allow us to simultaneously extract chemical information at a
molecular resolution and obtain topographic data. This thesis discusses

our challenges while adding AFM capabilities to an STM setup. Together
with the integration of this new setup with a Raman spectroscope. And

the measurements that are taken with these setups.
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Chapter 1
Theoretical Background and
Methods

To understand the design choices we made when adding Atomic Force Mi-
croscopy(AFM) functionality to our Scanning Tunneling Microscope(STM),
we will need to know why we want our STM with AFM capabilities and
the theoretical background of both STM and AFM. Furthermore, adding
AFM capabilities is not the only goal. The end goal is Tip-Enhanced Ra-
man Spectroscopy(TERS) with simultaneous AFM/STM. Thus, after dis-
cussing the theory behind AFM and STM, we will discuss the theory be-
hind Raman spectroscopy and TERS.

1.1 The Goal

In the Van Ruitenbeek Lab, we already have STM and Raman Spectroscopy
capabilities. And an interest in looking at graphene edges after chemical
modification. But these are separate setups and correlated topographic
and electronic data are required to characterize graphene edges after chem-
ical modification. Thus we have set out to combine Raman Spectroscopy
and STM.

However, measuring graphene with STM is not ideal, and AFM would
be preferred to obtain topographic data. However, because STM gives in-
formation about the electronic structure, the ability to measure STM simul-
taneously would be beneficial. This is why we plan to extend our system
with AFM capabilities.

This leaves the chemical data. The idea is to use Raman Spectroscopy
simultaneously with STM and AFM to obtain the chemical data of our
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8 Theoretical Background and Methods

surface. However, the resolution of Raman Spectroscopy alone is limited
by the diffraction limit. And the intensity of the measurement signal[15].
Adding Tip-Enhanced Raman Spectroscopy(TERS) would allow us to by-
pass this diffraction limit get topographic chemical information of our
sample at a molecular resolution, and significantly increase signal strength.
The acquired data from TERS can can then be combined with the topo-
graphical electronic structure simultaneously acquired using the STM com-
ponent of the setup.

1.2 Scanning Tunneling Microscopy(STM)

Scanning Tunneling Microscopy, STM, first realized by Binnig and Rohrer[5]
is a technique exploiting the phenomenon of quantum tunnelling to map
the topography of surfaces.

Thus, to understand STM better, we will want to understand the phe-
nomenon of Quantum Tunneling. To do this, we will look at a one-dimensional
toy model.

1.2.1 Tunneling Current

To understand STM, we need to know how a particle that tunnels through
a potential barrier behaves. The most relevant property we are inter-
ested in is its transmission coefficient. The probability that a particle goes
through the potential barrier when it reaches it. We will inspect a barrier of
relevance that can be characterized using equation 1.1. Which says there
is a region in space, the interval [a,b], where the system’s potential energy
is greater than the energy of the particle, E. Outside of this interval, the
potential energy is less than that of the particle. The simplest version of
this is for a constant V(x) = ±V. Which is shown in figure 1.1, together
with a gaussian and quadratic potential.

{
V(x) > E for a < x < b (1.1)
V(x) < E for x > b and x < a (1.2)

We will look at the solution from the Wentzel-Kramers-Brillouin(WKB)
approximation.[18][31] From Sakurai, we learn that the idea behind this
approximation is as follows: we assume that in the region of interest, the
wavelength of the wavefunction is much shorter than the distance over

8
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1.2 Scanning Tunneling Microscopy(STM) 9

(a) (b)

(c)

Figure 1.1: Several simple potential barriers for illustration.
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10 Theoretical Background and Methods

which the potential energy varies.[31] This means that of our example po-
tential barriers the approximation can not be applied to the square poten-
tial barrier because of its infinite steepness. But for potential barriers that
our approximation can be applied to, the approximation gives the general
transmission coefficient shown in equation 1.3 for our system. [31]

T ≃ exp(−2
∫ b

a

√
2m(V(x)− E)

h̄2 ) (1.3)

Here, a and b are the classical turning points, where V(x) ≈ E. Thus,
we integrate over the interval for which V > E.

We can learn from this solution that the transmission coefficient expo-
nentially depends on an integral over the interval [a, b]. Then, because
according to equation 1.1 V(x) > E in this interval, the quantity inside of
the integral has to be positive. Thus, as the interval [a, b] grows, so does
the solution of this integral.

This behaviour can be most easily seen by looking at an analytic solu-
tion for the square potential V(x) = ±V from Sakurai[31] and can be seen
in equation 1.4.

T ≃ e−2
√

2m(V−E)
h̄2 (b−a) (1.4)

Here, the integral becomes a simple linear dependence on the distance
b − a. It gives us an exponential dependence for our transmission coeffi-
cient. Thus, the qualitative behaviour of the tunnelling current is as fol-
lows: as the distance increases, the tunnelling current decreases exponen-
tially.

1.2.2 Application to STM

Now, how does this relate to an STM? In an STM, you have an STM tip
hovering above a conductive surface. The current wants to flow from the
tip to the surface. But there is a potential barrier. This is the air or vacuum
between the surface and the STM tip.

We have learned that this tunnelling current has an exponential decay,
which can be leveraged when applying a feedback mechanism on the STM
to perform topographic surface measurements.

The exponential decay of the tunnelling as the distance between tip and
sample increases is also a property that helps enable the measurement of
single atoms. The distance at which it decays is on the order of a magni-
tude per several Ångstrom. Or approximately the size of an atom. [10]

10
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1.3 Atomic Force Microscopy(AFM) 11

To conclude, the core property of an STM is that the measured tun-
nelling current decays exponentially as the distance between the STM tip
and the surface increases.

1.3 Atomic Force Microscopy(AFM)

AFM was first realized by Binnig, Quate and Gerber. [4] It uses a tip
mounted on a cantilever or quartz tuning fork to measure the tip surface
interactions, which can be represented by a Lennard-Jones potential[24][26].
Similar to the tunnelling current in an STM, this can be used to create a to-
pographic map of the surface using a feedback loop. [17]

This chapter will cover the theory behind Atomic Force microscopy
to understand the design challenges behind adding AFM capabilities to
the STM setup. To understand the challenges, we will first discuss the
Lennard-Jones potential that AFMs measure and its regimes, followed by
examining the mathematics of damped harmonic oscillators, which func-
tions as a model of cantilevers and quartz tuning forks. Then, it will con-
clude by discussing the different excitation modes of the cantilever.

1.3.1 The Lennard Jones Potential

Figure 1.2: Here, we see the Lennard Jones potential plotted in dimensionless
units. Here, ϵ is the potential well’s dispersion energy or depth. σ is the distance
at which the particle-particle interaction potential is zero. [24][26]
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12 Theoretical Background and Methods

The Lennard-Jones potential is caused by an interplay between the re-
pulsive electrostatic force and the attractive van der Waals force, and com-
bined, they follow a Lennard-Jones potential. [24] [26] And can be em-
pirically measured and verified using an AFM. This potential is given by
equation 1.5 and shown in figure 1.2

V = 4ϵ

((σ

r

)12
−

(σ

r

)6
)

(1.5)

Potential Regimes

The Lennard-Jones potential we will measure is much more complex than
the tunnelling current an STM measures. Because the force exerted on the
AFM tip will be the gradient of the Lennard-Jones potential, where you
measure along the curve will significantly influence the behaviour of the
AFM tip. Thus, one can define three regions in the Lennard-Jones potential
of different AFM tip behaviours highlighted in figure 1.3 based upon the
slope of the curve.

This figure illustrates the three operational modes of AFM concerning
the Lennard-Jones potential. The highlighted area is the potential range
at which the AFM operates for the specific mode. 1.3a In contact mode,
a large repulsive force acts on the tip and surface. This can be destruc-
tive to both the tip and surface. 1.3c: In tapping mode, the force applied
to the AFM-tip oscillates between attractive and repulsive as the AFM-tip
oscillates. This then leads to a tapping motion. This mode is less destruc-
tive to the surface than contact mode. 1.3b: In non-contact mode, a small
attractive force exists between the AFM tip and the surface. Because of
the distance from the surface, this force is relatively small compared to
non-contact mode and does not oscillate between attractive and repulsive
forces like tapping mode.[32]

Different modes work better with different types of samples and se-
tups. Thus, we must look deeper into the behaviour and effects of measur-
ing in the different regimes to make better design decisions for our AFM.

For contact mode AFM, the biggest obstacle is the high forces applied
to both the tip and the surface. These high forces can destroy the surface of
the sample that is being measured. Thus, this type of measurement would
not be appropriate for samples whose surface can easily be destroyed. [38]

On the other end of the spectrum is non-contact AFM. Here, the forces
are much lower. This solves the main drawback of contact AFM. But this
also poses several challenges. The force gradient will be lower with a
range often lower than the size of condensation layers of water on top of

12
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1.3 Atomic Force Microscopy(AFM) 13

(a) A negative slope leading to a repulsive
force.

(b) A positive slope leading to a repulsive
force.

(c) The global minimum of the potential,
slight variations in position will change if
you have an attractive or repulsive force

Figure 1.3: The three different potential regimes highlighted
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14 Theoretical Background and Methods

the sample; the capillary force can then cause the AFM tip to get trapped
in this layer and the cause the measured force to be the capillary forces in-
stead of the surface-tip interaction.[23] Furthermore, it can cause the AFM
tip to suddenly jump into contact mode if the Q-factor of the cantilever
is too low. Thus, a cantilever with a high Q-factor, like a quartz tuning
fork, is often preferred. [8] But as we later see, this causes it to become
incompatible with AM-AFM.

The last of the three modes is tapping mode. This is a combination
of both non-contact and contact AFM. In this mode, the cantilever will
oscillate between contact and non-contact modes. Attempting to get the
simplicity of setting up the measurement from contact mode but reduce its
destructiveness by reducing the amount of time the AFM tip is in contact
with the surface. Making it more useful for studying softer materials like
biological samples or single-layer graphene.[32]

We now understand the possibilities of where in the potential we can
measure. And the qualitative effect it will have on the cantilever. Now, let
us look more closely at the equation of motion for an AFM cantilever.

1.3.2 The AFM Operation principle

In the original AFM by Binnig, Quate and Gerber[30], an oscillating can-
tilever was used. We ended up using a quartz tuning fork. But the math-
ematics behind the two are identical. Both systems are driven by damped
harmonic oscillators that are governed by equation 1.6. Thus, understand-
ing the damped harmonic oscillator will be essential to understanding the
workings of AFM. And what qualities our AFM-resonator needs to pos-
sess.

d2z
dt2 +

ω0

Q
dz
dt

+ ω2
0z = ω2

0 Aexc cos ωt +
ω2

0
k

Fts(z) (1.6)

Here ω
Q

dz
dt is the regular damping term caused by the air or fluid the

oscillator oscillates in and the material the resonator is made of itself also
has a finite damping. Aexc is the driving amplitude. Fts the force between
the tip and the sample, ω0 is the resonance frequency, which is the driving
frequency at which the oscillation of the resonator has maximum ampli-
tude, k is the spring factor or stiffness of the cantilever and Q the quality
factor.

Thus, we see that the oscillation of the resonator will depend on the
force exerted by the surface onto the tip. And the variables we keep con-
stant in a measurement will determine the exact solution.

14
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1.3 Atomic Force Microscopy(AFM) 15

But also, the properties of the resonator itself will influence the results.
The resonance frequency will impact where we will measure, as discussed
later, together with the stiffness and, most importantly, the quality factor.

For example, if the quality factor goes towards infinity, i.e., there is no
energy loss in every oscillation, then we find that, as expected, our damp-
ing term tends to zero. We see this effect happen in measurements that
occur in a vacuum. There, the quality factor of the oscillator increases for
lack of air resistance, which this term models. However, a finite damping
factor would remain from the inherent damping from the material the res-
onator is made of. This shows two ways the quality factor is influenced by
the resonator. Damping from the air resistance will primarily come from
the geometry of the resonator. And a leftover damping term is material
dependent.

Thus, We will discuss the three main modes of driving the cantilever:
Amplitude Modulation AFM, Frequency Modulation AFM and Phase Mod-
ulation AFM. These three modes each pick a different set of variables to
keep constant and use as a feedback mechanism.

Amplitude Modulation AFM(AM-AFM)

In this mode, we start with a set driving amplitude and driving frequency
around resonance. Our feedback variable here is the oscillation amplitude.
We try to keep the system a constant ∆A away from a set oscillation am-
plitude by changing the height of the tip.

As the AFM tip scans the surface, the oscillation amplitude changes
thanks to the forces between the surface and the tip from a change in res-
onance frequency. Thus, by applying feedback to keep the oscillation am-
plitude constant, one can measure the force gradient of the surface. [17]

The main advantage of AM-AFM is its electronic simplicity. But this
comes at a cost when trying to reach higher-resolution measurements.

To understand this, we need to take a look at the minimum detectable
frequency shift, δ(∆ω) for AM-AFM. For as mentioned before the change
in oscillation amplitude that we measure is from a change in resonance
frequency. 1.7 [27][17]

δ(∆ω) =

√
ω0kbTB

2kQ⟨z2
osc⟩

(1.7)

Here, B is the bandwidth, which can be considered a measure of the
amount of pixels scanned per second, and ⟨z2

osc⟩ is the mean square ampli-
tude of the cantilever’s vibration. [17]
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16 Theoretical Background and Methods

Here, we see that in AM-AFM, the resolution of our system increases as
Q grows larger. Thus, if we were to only look at the signal-to-noise ratio, a
higher Q cantilever is ideal, and it would also make an ideal candidate for
vacuum-based AFMs. But we should also look at the transient time; this
is the time it takes for our system to get to its steady-state solution after a
perturbation. i.e., how long will it take for our measurement to be reliable
as we move the cantilever from one spot to another? This transient time is
given by equation 1.8.[1] [17]

τ =
Q
ω0

(1.8)

Here, we see that as Q increases, the time it takes for our system to
reach a steady state after every measurement becomes longer and longer,
making increasing the quality factor a double-edged sword and can make
the measurement times unpractical.

The last important thing to mention for AM-AFM is its electronic sim-
plicity, for our only interest is the oscillation’s amplitude. [17]

We have learned that this technique works best where the AFM-resonator
is either in liquid or air because of the quality factor constraints and its
electronic simplicity.

Frequency Modulation AFM(FM-AFM)

In this mode, we start with a set variable and oscillation phase. The latter
is set to 90 degrees, which is the value of the oscillation phase at resonance.
The feedback variable here is the resonance frequency. We try to keep our
system at a different frequency ωset by changing the height of the AFM tip
and then measure the difference between it and the resonance frequency
∆ω = ω0 − ωset. By keeping this constant using feedback, one can map
the surface’s force gradient.

The change in resonance frequency occurs from the difference in dis-
tance between the AFM tip and surface and, thus, in applied surface-tip
forces. We use a phase-locked loop(PLL) to keep the oscillation phase at 90
degrees to stay at the resonance frequency.[7] If the oscillation amplitude is
kept constant, one can disentangle the dissipative and conservative forces
applied to the AFM tip. Which can not be done for AM- or PM-AFM.[17]

To understand the main advantage of FM-AFM, let us look at the mini-
mum detectable frequency shift for FM-AFM, determined by equation 1.9
calculated by Albrecht et al.[1]

16
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1.3 Atomic Force Microscopy(AFM) 17

δ(∆ω) =

√
2ω0kbTB

kQA2 (1.9)

We note that the resolutions for FM and AM-AFM are similar. But in
FM-AFM, the bandwidth is not dependent on the quality factor [1] [13][17]
Thus, we do not have the problem we had for AM-AFM where the mea-
surement speed slows down as Q increases, making it an ideal candidate
for vacuum-based measurements.

This advantage, however, comes at the cost of using a PLL, increasing
its electronic complexity and negating part of the advantage. [16]

We have learned that this technique has several advantages: greater
resolution as Q increases the ability to distinguish conservative and dissi-
pative forces and the ability to work in a vacuum. At the cost of electronic
complexity. For our work, the greater the resolution as Q increases, and
the ability to distinguish conservative and dissipative forces is the most
relevant.

Phase Modulation AFM(PM-AFM)

We start with a set excitation amplitude and driving frequency in this
mode. We set the latter at the resonance frequency far away from the
surface. With our feedback variable being the oscillation phase, we try
to keep our system a constant phase change, ∆ϕ, away from the phase at
resonance by adjusting the AFM-tip height. [12] [16]

Without a feedback mechanism, the resonance frequency changes as
we scan over the surface from a change in force. Which then changes the
phase of our oscillation. If the surface is scanned, you will get a map of
the phase gradient. [12] [16]

The main advantage of PM-AFM is that because of the lack of PLL
usage, PM-AFM is electronically simpler. Allowing faster scanning. [16]

This scanning speed advantage comes at the disadvantage of being un-
able to distinguish between conservative and dissipative forces. And that
the imaging range in height is limited for cantilevers with a high-quality
factor [16]

Thus, we have learned that this technique is an excellent alternative to
FM-AFM and AM-AFM if the priority is scan speed at the cost of height
range and the ability to distinguish between conservative and dissipative
forces.
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18 Theoretical Background and Methods

1.4 Raman Spectroscopy

We have discussed how to get more topographical data. However, we are
also interested in the molecular makeup of our system, with the long-term
goal of identifying molecules attached to the edge of graphene.

For this, we use Raman Spectroscopy. With Raman spectroscopy, one
aims a laser at a sample, which then scatters off the molecules in the same,
causing the molecules to either start or stop vibrating. Making the laser
light either lose or gain energy. This scattered light can then be measured,
and one can use this to identify the molecule. [15]

1.4.1 The diatomic molecule

Now, let us first discuss Raman Spectra. We will talk about their origin
through the lens of the diatomic molecule. For this, we will be drawing
upon chapter 1.4 from Ferarro et al.[15]

Classically, one can look at a simple electromagnetic wave that fluctu-
ates with time according to equation 1.10. In practice, this is the laser used
to excite the Raman Spectroscopy sample.

E = E0 cos 2πν0t (1.10)

Here, E0 is the vibrational amplitude, and ν0 is the laser frequency.
We then place a diatomic molecule in this electric field, which causes

it to vibrate at a frequency νm. This molecule then generates an electric
dipole, described by the polarization field from equation 1.11.

P = αE = αE0 cos 2πνmt (1.11)

This α is a proportionality constant. And is the key to Raman spec-
troscopy. α depends on the nuclear displacement. A larger nuclear dis-
placement gives a larger nuclear dipole. The nuclear displacement is de-
fined by equation 1.12. Here, x1 and x2 are the distance that each atom
is away from its equilibrium position, illustrated in figure 1.4. In equilib-
rium, the nuclear displacement is, per definition, 0.

q = x1 + x2 (1.12)

But how does the nuclear displacement change with time? It is a simple
oscillation given by equation 1.13.

q = q0 cos 2πν0t (1.13)

18
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1.4 Raman Spectroscopy 19

Figure 1.4: An illustration of the diamotic molecule. Here r1 and r2 is the distance
of the respective atoms from the centre of gravity at equilibrium. x1 and x2 are
the distance away from their equilibrium position, respectively, r1 and r2. Image
from Ferraro et al. [15]

Here q0 is the vibrational amplitude. Now, let us assume that q0 is
small. Then let us make a Taylor expansion of α(q) around the equilibrium
position, q = 0. This is then given by equation 1.14

α = α0 +
∂α

∂q

∣∣∣
q=0

q +O(q2) (1.14)

Here α0 is α evaluated at the equilibrium position q = 0, thus α0 =
α(q = 0).

Now, let us go back to the polarization field. If we combine equations
1.11 and 1.14 we are able to get the following equation 1.15

P = α0E0 cos 2πν0t +
1
2

∂α

∂q

∣∣∣
q=0

q0E0(cos 2π(ν0 + νm)t + cos 2π(ν0 − νm)t)

(1.15)
In the Polarization field, we see where Raman scattering comes from.

The first term is the part of the light which gets scattered according to
Rayleigh scattering. The 2nd and 3rd terms are anti-stokes and stokes
scattering.

The other important thing we should read from this equation is that

the Raman scattering terms both depend on ∂α
∂q

∣∣∣
q=0

Thus, if ∂α
∂q

∣∣∣
q=0

= 0

then there is no Raman scattering. This means that the Polarization field
can not be a local minimum or local maximum at q = 0.

Thus, we have learned that Raman scattering comes from the excita-
tion of a molecule that exhibits stokes and anti-stokes scattering when the
polarization field of the molecule has no local minimum or maximum at
q = 0.
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20 Theoretical Background and Methods

1.4.2 Tip-enhanced Raman Spectroscopy

Raman Spectroscopy has one major problem for us. Like other conven-
tional optical methods, its resolution is limited by the diffraction limit
and the signal intensity. [15][6][11][33] The method we want to use is
called Tip-enhanced Raman Spectroscopy(TERS), first proposed by Wes-
sel in 1985.[39] But it took until 2000 when the experimental technique
was realized.[2][19][29][34]

To illustrate the physical mechanism behind TERS, we will cover the
simple case of a single particle modeled as a homgeonous dieletric sphere
with Radius R that is smaller than the wavelength of a laser you are illumi-
nating it with. This will show how the presence of a particle can cause the
amplification of an electric field. This problem will simplify to the problem
of a dielectric particle in a constant electric field as covered by Griffith’s in-
troduction to electrodynamics 4th edition chapter 4.[18] And illustrated in
figure 1.5.

Figure 1.5: Here, we illustrate a small particle in an electric field. And how it
perturbs a homogenous electric field in the ẑ direction. Taken from Introduction
to Electrodynamics 4th edition chapter 4.4 by David J. Griffiths [18]

In our system, the only source of the electric or magnetic fields is the

20
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1.4 Raman Spectroscopy 21

laser. Thus we can use the quasi-static limit, i.e we assume we have no
changing electric fields or magnetic fields. This means we must solve the
Laplace equation for the electric potential. ∇2V = 0

Our system has the boundary conditions as given by equations 1.16,
1.17 and 1.18 in spherical coordinates.


Vin = Vout for r = R (1.16)

ϵin
∂Vin

∂r
= ϵout

∂Vout

∂r
for r = R (1.17)

lim
r→∞

Vout = E0rcos(θ) = E0z (1.18)

Vin is the electric potential inside of the dielectric sphere and Vout the elec-
tric potential outside. Through the method of separation of variables, one
can get a general solution for the Laplace equation in terms of spherical
coordinates given by equation 1.19 and equation 1.20.

Vin =
∞

∑
l=0

AlrlPl(cos θ) (1.19)

Vout = −E0rcos(θ) +
∞

∑
l=0

Bl

rl+1 Pl(cos θ) (1.20)

Here Pl(x) are the lth Legendre polynomials.
Using equations 1.16, 1.19 and 1.20, one can get a set of conditions for

Al and Bl as given by equations 1.21 and 1.22.


AlRl =

Bl

Rl+1 for l ̸= 1 (1.21)

A1R = −E0R +
B1

R2 for l = 1 (1.22)

Then, one can do the same using the boundary conditions 1.17, which
gives the system of equations given by equations 1.23 and 1.24.


ϵinlAlRl−1 = −ϵout

(l + 1)Bl

Rl+2 for l ̸= 1 (1.23)

ϵin

ϵout
A1 = −E0 −

2B1

R3 for l = 1 (1.24)

Then one can combine equations 1.21 1.22 1.23 and 1.24 which gives
the expressions for Al and Bl given by equations 1.25, 1.26 and 1.27
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
Al = Bl = 0 for l ̸= 1 (1.25)

A1 = − 3
ϵin
ϵout

+ 2
E0 for l = 1 (1.26)

B1 =
ϵin − ϵout

ϵin + 2ϵout
E0R3 for l = 1 (1.27)

This allows one to find the expressions for Ein and Eout as given by
equations 1.28 and 1.29.

Ein =
3

ϵin
ϵout

+ 2
E0ẑ (1.28)

Eout = (−E0 − 2
B1

r3 ) cos θr̂ − (−E0 +
B1

r3 ) sin θθ̂ (1.29)

Here ẑ, r̂ and θ̂ represent the unit vectors in the z, r, and θ directions.
Note that we find that inside of the sphere the direction of the field is the
same as the incident electric field. While the field outside of the sphere has
a radial and polar component, hence why we stayh

If one then changes coordinate systems from spherical coordinates to
cartesian coordinates for Eout, one gets the expression given by equation
1.30.

Eout = E0ẑ − αR3E0(
1
r3 ẑ − 3z

r5 (xx̂ + yŷ + zẑ)) (1.30)

With α = ϵin−ϵout
ϵin+ϵout

.
Now, let us discuss what this result means. We notice that the resulting

electric field outside the particle is a superposition of the electric field we
originally applied and a dipole term.

This dipole term is what causes the interesting field configuration. When
plotted, equation 1.30 gives figure 1.6. One then finds that the electric field
is stronger near the small particle. This is the core principle behind TERS
that is used to go past the diffraction limit. We note that in TERS, a metal
tip is used and not a dielectric tip. But the field configuration will be simi-
lar.

Because we now know most of the signal is coming from the region
of the enhanced electric field, the resolution is limited by the size of this
region instead of the diffraction limit. This allows one, in theory, to mea-
sure smaller objects like molecules in this area that one can not see using
conventional optical techniques.

22

Version of March 5, 2024– Created March 5, 2024 - 17:26



1.4 Raman Spectroscopy 23

Figure 1.6: The relative electric field strength with respect to the applied electric
field E0 which was applied in the z direction. We note that along the z-axis just
outside the particle, there is a significantly increased electric field strength. The
increase in field strength from the laser light hitting these areas is the idea behind
TERS. The Raman spectroscopy signal will be greatly enhanced if a molecule is
in an area with enhanced electric field strength. Because the signal strength of
Raman spectroscopy depends on E4[15]

This principle can then be applied in an STM. In the model, a small
spherical particle was used, but the same effect can happen with an STM
or AFM tip instead. Thus, by bringing an STM tip close to the surface
on which you are performing Raman spectroscopy, the STM tip will act
as an antenna. It amplifies the incoming unscattered laser light and the
outgoing scattered laser light.

However, the amplification of the signal and resolution one can get is
highly dependent on the shape of the tip, and not every tip will allow you
to perform TERS. [21]

Version of March 5, 2024– Created March 5, 2024 - 17:26

23



24 Theoretical Background and Methods

1.4.3 Comparing Raman Spectroscopy and Infrared spec-
troscopy

Now that we understand Raman spectra. Let us compare Raman spec-
troscopy to similar techniques like infrared (IR) spectroscopy. IR spec-
troscopy is based upon a similar principle. A laser makes the molecules
vibrate, causing them to emit light. To better understand the differences,
we will quickly discuss the physical differences between both methods
and highlight two qualitative differences relevant to experiments.

The cause of the differences is that Raman and IR spectroscopy are
based on different physical mechanisms. The mechanism for IR spec-
troscopy is based on changes in the molecule’s dipole moment. And the
absorption of light. [3], as we have seen for Raman spectroscopy, the
mechanism relies on the change in the polarization, i.e. the dipole moment
per volume and the scattering of light.[15] Because these two molecule
properties exhibit different behaviours depending on the vibration, the IR
active or Raman vibrations differ.

Rules have been devised based on the molecule’s geometry to under-
stand if a vibrational mode is Raman active, IR active or both Raman and
IR active. These rules are derived from group and representation theory.
For further reading on this, I suggest Ferarro et al.[15]

A practical difference between Raman and IR spectroscopy is the wave-
lengths one works at. As the name suggests, for IR spectroscopy, one
works at infrared wavelengths, typically between 1 − 15µm[37] and typi-
cal Raman spectroscopy are in the visible light spectrum, 400− 700nm.[15]

Thus, we have seen that the main difference between Raman and IR
spectroscopy comes from Raman Spectroscopy being based upon changes
in the polarization. In contrast, IR spectroscopy is based on changes in the
dipole moment. This has two main effects for experiments: a vibrational
mode is often only Raman or IR active. And that Raman Spectroscopy
works in a typical wavelength range of 400 − 700nm and IR spectroscopy
in a range of 1 − 15µm.

24
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Chapter 2
Instrumentation and Fabrication
Methods

This section will discuss the instrumentation we used for Scanning Tun-
neling microscopy (STM) and Raman spectroscopy and the equipment we
used to add AFM functionality to our STM.

2.1 STM Instrumentation

We use an in-house designed STM-head on which we place our measure-
ment sample. We move the sample instead of the tip because our end goal
is to do tip-enhanced Raman spectroscopy(TERS). There, we will have to
focus a laser on the STM tip. If it were the tip that was moving, the laser
would get out of focus from the tip as we scanned the surface.

For the electronics of our STM, we use a SoftDB MK2-A810 open-source
SPM controller for the PID feedback.

In our system, we apply a voltage between the STM tip and the sample.
Then, we proceed to measure the current that flows through the sample,
which will be used as a feedback variable for our feedback loop.

A schematic overview of our STM setup and the feedback loop can be
seen in figure 2.1

Because the current depends on the distance between the STM tip and
the sample. We can keep the current constant by moving the sample’s
height as we scan its surface with the STM tip. By recording the z-offset,
we can reconstruct the material’s topographic surface.[10]
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Figure 2.1: A schematic overview of the STM feedback loop.

2.2 AFM Instrumentation

We used a tuning fork onto which an STM/AFM tip was glued.
We use a phase-locked loop to keep the phase between the driving sig-

nal and the tuning fork constant.
To drive the AFM, we use the SoftDB MK3-PLL open-source SPM con-

troller with PLL, and for the PID feedback, we use the SoftDB MK-2A810
open-source SPM controller.

A schematic overview can be seen in figure 2.2

Figure 2.2: A schematic overview of the AFM feedback loop.

26
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2.2 AFM Instrumentation 27

This system consists of two feedback loops. One is to control the height
of the sample to keep the preferred property of our AFM tip on a Quartz
Tuning Fork. This feedback loop is identical to the STM feedback loop
illustrated in figure 2.1. A second feedback loop is applied onto the AFM
tip that is placed upon a quartz tuning fork to drive its oscillation and
control the mode in which we want our AFM to function, which uses the
voltage from the QTF as an input signal.[17]
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2.3 Raman Spectroscopy

For the Raman spectroscopy, we use a standard setup as shown in figure
2.3.

Figure 2.3: A schematic overview of the Raman Microscopy setup we used to take
measurements. Here the laser light travels from the laser where the microscope
focuses it onto the sample from where it goes towards the spectrometer.

For the laser, we use a diode-pumped solid-state laser(Lasos DPSS 523nm)
with a wavelength of λ = 532nm. For the spectrometer, we use the Iso-
Plane 160 from Princeton instruments with three gratings with the follow-
ing sizes: 600 grooves per mm, 1200 grooves per mm and 1800 grooves
per mm. A Thorlabs Mitutoyo apochromatic objective is used for the mi-
croscope at 10x and 50x magnification.

The bandpass filter is a 532nm high-performance laser line filter of
12.5mm diameter from Edmund Optics. Which removes the laser line har-
monics that could otherwise cause noise.

The long pass filter is a 532nm laser line long pass filter of 12.5mm di-
ameter from Edmund Optics. The long pass filter filters out laser light that
gets reflected from the sample and does not interact with the measurement
sample.

2.4 Fabrication of STM and AFM tips

We use nickel tips fabricated using Electrochemical etching for the STM
and AFM.[22] [25] [9]

The basic process of electrochemical etching is straightforward. One
puts a Nickel wire through a gold ring with a thin film of a 2M Potassium

28
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2.4 Fabrication of STM and AFM tips 29

Figure 2.4: A schematic of our electrochemical etching setup to create our STM
and AFM tips. The idea is to have a thin film of electrolytes in the gold ring.
When we apply a negative voltage to the gold ring and a positive voltage to the
nickel wire, the electrolyte starts corroding the nickel wire away. The lower figure
is zoomed in on the gold ring. Figure modified from Kerfriden et al. [25]

Chloride(KCl) solution. Then, a voltage is applied between the gold ring
and the nickel wire. See figure 2.4. This starts a redox reaction between
the gold and KCl solution. For more details on the reaction, see Cavallini
et al.[9]

The voltage we used varied between different setups to see if we could
notice appreciable differences in tip quality. We varied from 1-4V in AC
mode and a DC offset such that the voltage sign did not flip. We did not
manage to draw any conclusions from varying the voltage. But an exam-
ple STM tip is shown in figure 2.5

2.4.1 Sample Fabrication

Our measurements primarily used template-stripped gold to test our STM
and AFM. This sample was fabricated by depositing a 100nm thick Au film
on freshly cleaved mica using electron beam evaporation at approximately
300 degrees Celcius. Then, we attached a microscope glass coverslip piece
to the top of the Au film using H70E epoxy from EpoTek. Removing the
coverslip through force strips the Au film off the mica substrate, exposing
an atomically flat surface with 50-100 nm-sized terraces.
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Figure 2.5: An SEM image of an electrochemically etched nickel STM tip. We note
that the radius of curvature of the tip is approximately 60 nm.

We also performed measurements on HOPG. To prepare a HOPG sam-
ple, we would clean an already procured sample by exfoliating it using
scotch tape.

30
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Chapter 3
Results and Discussion

In this chapter, we will discuss the results of our work. First, we will dis-
cuss the STM measurements we did to learn our setup at the start. We also
did some simple noise analysis and discussed how we obtained measure-
ments on HOPG. After that, we will discuss how we added AFM function-
ality to our STM and then show the measurements of the results. We will
finish by showing some simple Raman spectroscopy results on graphene
to understand our Raman spectroscopy setup and the effect of adding our
combined STM/AFM setup to our Raman spectroscope.

3.1 STM Measurements on gold

We succeeded in measuring template-stripped gold on mica. Two mea-
surements with the original setup are shown in the figures 3.1a and 3.1b. In
figure 3.1b, we measured a terrace height of approximately 1-2nm ±1nm.
Which is similar to the 1.5nm value found by Hegner et al.[20]
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(a) (b)

Figure 3.1: Two STM measurements we did of template stripped gold on mica.
We note that the terrace height in figure 3.1a is 1-20 ±1nm. Using the original STM
setup. In figure 3.1b, the terrace height is more constant, approximately 1±0.5nm.
In both figure 3.1a and 3.1b, we notice features in the form of holes around 3-10
±1nm wide.

3.2 Combining AFM and STM

We encountered several difficulties expanding the STM setup with AFM
capabilities. Here, we will first go over setting up the AFM and the prob-
lems experienced during it. We will then discuss the measurements taken
by the AFM.

Several challenges need to be solved to add AFM capabilities to an
STM. The main challenges we encountered were deciding what type of
AFM measurement, picking between a cantilever or a tuning fork-based
AFM and then fabricating our chosen solution, figuring out how to get a
tunnelling current from the AFM tip on the tuning fork, and combining the
electronics leading to a final challenge of solving the physical geometry of
the setup.

3.2.1 What type of AFM measurements?

The setup is being built with measuring molecules attached to the edge
of graphene in mind. Graphene is very fragile. Thus, contact mode could
destroy our sample. This would also be a problem for simultaneous AFM
and STM measurements where contact AFM can cause the tunnelling cur-
rent to grow too large. Thus, contact-mode AFM is preferably avoided,
and tapping mode can also get dangerous because of the STM component.

32
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3.2 Combining AFM and STM 33

Therefore, preferably, non-contact mode AFM would be used. But achiev-
ing tapping mode would already be a success.

For non-contact AFM, a high Q-factor is required, as discussed earlier.
[8] We can thus disqualify using AM-AFM from our measurement, for it
would become impractical thanks to increased measurement time as Q
increases.

This leaves FM-AFM and PM-AFM. FM-AFM has the benefit of being
able to separate dissipative and conservative forces by measuring the am-
plitude and frequency shift separately. [17] Compared to PM-AFM, the
phase shift and amplitude shift both depend on the conservative and dis-
sipative forces. [16] But PM-AFM is electronically simpler. And PM-AFM
allows for faster scan speeds[16]. This would make FM-AMF preferable
for making more qualitative measurements. But because of its electronic
simplicity and scanning speed benefits, a PM-AFM mode would be a great
boon.

3.2.2 Cantilever or Tuning Fork?

There are two common ways to do AFM: either you put a tip on a can-
tilever or onto a tuning fork. The main differences between these two
are how to measure the deflection and their spring constant, resonance
frequency, and quality factor. We will discuss these differences and then
relate them to our measurement goals. Together with known theory, we
can conclude whether a tuning fork or cantilever is superior.

The primary way to measure the deflection for the cantilever is by us-
ing a laser and detecting the reflected photons whose position will change
as the cantilever oscillates. [17] The resonance frequency of cantilevers
varies greatly and depends on the cantilever used. Its quality factor is
often lower than that of a quartz tuning fork.

A tuning fork has a more straightforward way of measuring the de-
flection. As the quartz tuning fork vibrates, the piezoelectric effect causes
an oscillation in voltage between the two forks of the tuning fork.[13] Al-
lowing one to relate the voltage difference to deflection or to use it as a
feedback variable. And has a relatively high-quality factor. Furthermore,
it is relatively simple to fabricate in the lab for testing, as shown later

We require a high Q factor because we want to do non-contact AFM.
This, together with the relatively simple manufacturing process of a quartz
tuning fork with an AFM tip, makes using a tuning fork-based AFM ideal.
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Figure 3.2: A tuning fork is used for AFM with an AFM tip attached to it and a
circuit to measure the voltage between both forks of the tuning fork. Figure by
Edwards et al. [13]

3.2.3 Fabrication of the Tuning Fork AFM tip

One of the most complex parts of setting up the STM/AFM was creating
the tuning forks with an AFM/STM tip attached to the tuning fork, as
shown in figure 3.2. The first step was creating a new STM/AFM tip using
the previously discussed process.

Here, we encountered several challenges where, at its core, the main
problem is the same. It is very simple to destroy the tip you are trying
to attach, and you might not know until you have started attempting to
measure. Or short-circuit the tuning fork when adding STM capabilities.
But everything is straightforward. At first, we used non-conductive glue
to attach the tip to the tuning fork and avoid short-circuiting. But we also
wanted to attach a wire to the tip to apply a bias to the tip and do STM
measurements while doing AFM simultaneously. This was done using
conductive epoxy.

Attaching a wire to the AFM tips adds complexity. Because of the two
separate glueing stages, this increased complexity makes it easier to de-
stroy the tip and more time-intensive. One can also accidentally destroy
this wire while putting the tuning fork into the STM/AFM setup. Do not
use too much glue to avoid short-circuiting the tuning fork at this stage.

To combat this, we decided to go a different way to do combined STM/AFM
by biasing the tuning fork. This allows us not to have to glue a wire to the
STM/AFM tip separately. This causes the manufacturing process to be
less error-prone.

We also found that the quality factor would significantly decrease when
adding an AFM tip to the tuning fork. This could be mitigated by adding
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3.2 Combining AFM and STM 35

another tip to the other side of the tuning fork to keep the mass of both
forks of the tuning forks the same. This step is best done first to lower the
chance of destroying the STM.

Understanding these properties was done by taking lots of frequency
response curves. Figure 3.3 shows an example frequency response curve
of an unmodified tuning fork.

(a) (b)

Figure 3.3: In figures 3.3a and 3.3b, we see the Amplitude and Phase-Frequency
response curves of the tuning fork oscillation. This tuning fork has a resonance
frequency of fres = 32757 Hz and a quality factor of Q = 13650 as determined by
the softDB-PLL software.

To summarize the manufacturing process, we followed the following
process:

1. Manufacture a Ni STM/AFM tip

2. Take a frequency response curve of the tuning fork you plan to attach
the tip to avoid having a broken tuning fork.

3. Attach STM/AFM tip to tuning fork using epoxy

4. Take a new frequency response curve to determine the quality factor
and the resonance frequency.

5. Attach the tuning fork to the tip holder and put it into the STM/AFM.

6. Take a new frequency response curve to ensure the tuning fork was
not damaged and to prepare for the measurements.

Now that we have discussed building our setup, we turn to the AFM
results.
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Figure 3.4: A schematic overview of the combined AFM plus STM setup.

3.3 AFM Measurements

Before an STM/AFM measurement can start, we must always measure our
tuning fork’s quality factor and resonance frequency first. This was done
even if we reused a tuning fork after some time passed to ensure optimal
conditions. We measured the quality factor and resonance frequency of
the tuning fork by measuring the amplitude of the tuning fork at different
driving frequencies.

We tested our AFM on the same gold samples we did STM on by doing
simultaneous STM and AFM measurements.

Our best AFM-only measurement came during testing, where we mea-
sured a gold sample we had accidentally. This then showed weird round
blobs on the surface of the gold. We think this is very likely dirt caused
by touching it. This measurement is shown in figure 3.5. We know the
sample was touched because we noticed a fingerprint on the sample.

Another test we did on several samples was taking frequency and phase
distance curves. We set our AFM to FM-AFM mode. This gave us a char-
acteristic Lennard-Jones-like potential for the frequency distance curves.
An example measurement of a frequency distance curve is shown in fig-
ure 3.6.
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3.3 AFM Measurements 37

Figure 3.5: An early AFM we did of gold on mica. The weird blobs are hypothe-
sized to be caused by a fingerprint left on the sample.

Figure 3.6: Here, we measure the frequency shift of the oscillation of the AFM
tip with respect to the distance. On the x-axis is the reported slider extension
attached to the AFM tip. The measurement was done by measuring the voltage
generated by the tuning fork. After amplification, the voltage range was from
-10V to +10V. Conversion of 428mV/Hz for this measurement leads to a range of
-23.36 Hz to +23.36 Hz. We note that the graph resembles the shape of a Lennard
Jones potential as expected. The graph flattens out at 23.36 Hz for the deviation
exceeded the maximum frequency deviation for this measurement. The mini-
mum of this measurement is at 392 Å. The potential is zero at 350 Å
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3.4 Combining AFM and STM setups

After confirming that we could measure phase and frequency changes
from our tuning fork, we needed a way to verify the validity of our AFM
measurements. We decided to go to the next step and add back in STM
capabilities. The main challenge we had to overcome was combining the
STM and AFM’s electrical circuits and keeping the manufacturing as sim-
ple as possible.

3.4.1 Tunneling Current

For manufacturing reasons, we decided to bias the whole tuning fork and
not just the STM tip so that we could do STM measurements. But at this
point, we still need to decide where to measure the tunnelling current. We
decided to measure the current flowing from the sample side. For this was
electronically the simplest. But adding a constant bias to the tuning fork
has one more side-effect. It changes the equilibrium position of the tuning
fork. This influences the measurements, and this change in equilibrium
position would have to be corrected for force calculations. A schematic of
the final setup of electronics and the feedback loop can be seen in figure
3.4.
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(a) (b)

Figure 3.7: In figure 3.7a, you see an STM measurement done with the STM tip
attached to the tuning fork. We operated the tuning fork in PM-AFM mode and
captured the frequency shift in figure 3.7b as we tried to keep the phase constant.

3.5 Combined AFM/STM Measurements

After the STM and AFM setup were combined, we took STM measure-
ments while driving the tuning fork and compared the frequency and
phase to the topography we found from our STM measurements.

To do this, we found that the following steps worked best.

1. Approach the sample using the procedure for AFM.

2. Next, set the setpoint for the STM current to 0 to maximally retract.

3. When retracted, start driving the tuning fork.

4. Then, activate the feedback for the AFM or STM, depending on the
measurement you want to perform.

Using this procedure, we took the measurements shown in figures 3.7
and 3.8.

In figure 3.7, we operated the tuning fork in PM-AFM mode by apply-
ing phase feedback through the PLL. However, the slider feedback was
based on the STM. We found that this mode of operation for the tuning
fork was the simplest to get working. You can see an apparent similarity
between both measurements. However, we notice the STM measurement
shows more unique features, of which not everything shows up in the fre-
quency shifts measured.

Next, as you can see in figure 3.8, we did another STM measurement,
but this time, we vibrated the tuning fork at a constant frequency and
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(a) (b)

Figure 3.8: In figure 3.8a, you see an STM measurement done with the STM tip
attached to the tuning fork. We operated the tuning fork at a constant frequency
and captured the phase change as we scanned over the surface, as seen in figure
3.8b.

measured any phase shifts from the change in the tuning fork’s resonance
frequency. This set of measurements shows more apparent similarities.

Sadly enough, we could not get a simultaneous STM and AFM mea-
surement with the tip of similar quality as has been done in earlier mea-
surements, as shown in figure 3.1. We think this is because of the diffi-
culties of setting up the AFM measurement and glueing the STM tip to a
tuning fork, giving more opportunities to ruin the STM tip.

The measurement of dirt-like features on the touched gold sample,
the frequency-distance curves and the simultaneous STM and AFM mea-
surements where we encountered significant similarities between the STM
measurement and the frequency and phase changes of our tuning fork, we
ended up concluding that we successfully implemented AFM capabilities
to our setup with the limiting factor being the quality of the AFM tip. This
could relatively quickly be tested by buying a commercial AFM tuning
fork and AFM tip and using it in our system. This would be a good next
step for further exploring our setup’s AFM and STM capabilities in the lab.

After we confirmed that the AFM/STM part of the system was func-
tional in principle, we decided, for practical reasons, to move on towards
putting the system under the Raman Microscope. At this point, we thought
the main obstacle to a good AFM measurement was getting used to the
manufacturing process and getting a good tip for AFM on a tuning fork.
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Progressing towards simultaneous Raman spectroscopy and STM/AFM
would be more important.
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3.6 Combining STM/AFM with Raman Spectroscopy

The last system to integrate is the Raman spectroscopy setup. The main
problem was fixing geometrical issues to get the three systems to fit to-
gether and operate simultaneously. This problem was twofold: making
the structure of the STM/AFM fit with the Raman spectroscope and mak-
ing the STM/AFM tip reachable by the laser light.

3.6.1 Geometry

When performing TERS, a laser will be focused on the STM tip. If we
move the STM tip to scan a sample, we must also move the laser and keep
it focused. To resolve this, we converted the system from moving the STM
tip to moving the sample instead.

This, however, surfaced a new problem that was not apparent when
the slider to move our sample was only moving an STM tip. A sample
is much heavier than an STM tip. This caused the slider to move slower
when bringing the sample up, closer to the tip, and faster when moving
it down, away from the tip. This caused us to have trouble getting into
tunnelling or AFM feedback.

This was partially caused by the spring attached to the slider. This
would easily bend when changing the sample. The other cause was not
found until after the end of the project. The problem was that only a single
amplifier ran the STM slider’s slip-stick motion. This amplifier was not
strong enough to stop the slider from freefalling.

3.6.2 STM/AFM tip holder

We needed a tip holder so the microscope could focus on the STM/AFM
tip. We have an in-house designed and built tip holder made for this. The
latest version can be seen in figure 3.9
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Figure 3.9: The latest tuning fork and STM tip holder.

Version of March 5, 2024– Created March 5, 2024 - 17:26

43



44 Results and Discussion

3.7 Raman Spectroscopy Results

We succeeded in doing Raman spectroscopy measurements with a com-
bined STM/AFM under the microscope. We managed to take a Raman
spectrum of graphene on silicon oxide. However, we could only get the
STM tip into tunnelling but not a good STM image of the graphene sur-
face.

Figure 3.10 shows two example measurements of graphene on silicon.
Together with an image of the laser for each respective measurement in fig-
ure 3.11. We note that the spectra we found are similar to those previously
found in the literature.[14][28][36] From the G-band peak(k = 1600cm−1)
being approximately half the size of the 2D-band peak(k = 2650cm−1).
We can conclude that we were measuring single-layered graphene. Re-
spectively, for multilayered graphene, the G-band peak would have been
equal to or larger than the 2D-band peak. [36]

(a) (b)

Figure 3.10: Two Raman spectra of graphene on silicon that we have taken. The
minimum intensity of the spectrum was set as the 0 point, and the maximum
intensity was normalized to 1. And the minimum In figure 3.10a, the laser was
focused only on the sample and not the STM tip. In figure 3.10b, the laser is
focused on both the tip and sample. The peak at 1000cm−1 and the one appearing
at 500cm−1 was most likely caused by the silicon substrate. [35]

We also note that we could not get the laser as precisely focused on the
sample and STM tip combined as we could when we were focusing on the
sample. This is illustrated by figure 3.11. This did not seem to affect the
Raman spectra we were taking except for a drop in total intensity.
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(a) (b)

Figure 3.11: Two images of the laser is focused. In figure 3.11a, the laser was
focused solely on the sample. And in figure 3.11b, the laser was focused on both
sample and tip.

3.8 STM on HOPG under the Raman Microscope

To test the STM capabilities of our finalized setup, we first tested on more
template-stripped gold. After which we proceeded to try and measure
HOPG. Measuring HOPG was initially very difficult. We hypothesize that
the problem was too flat of a surface for the STM tips we were measuring
with. The measurements we managed to take were along a crack in the
HOPG, and we managed to measure some terraces as seen in figure 3.12.
The locations of these measurements are shown in figure 3.13. We think
the area around this crack has a rougher surface. The terrace heights we
measured ranged from 4 to 20 ±2nm at both spots.

In the STM measurements under the Raman microscope, we encoun-
tered a wavelike noise pattern towards the x-direction, with the wave hav-
ing a period of 15nm. But this noise seems filterable by applying a simple
filter on the Fourier transform. As shown in figure 3.14.
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(a) Spot 1 (b) Spot 2

Figure 3.12: Two STM measurements of HOPG terraces. The location they were
taken at is shown in figure 3.13.

Figure 3.13: A map of measurement locations on Highly Oriented Pyrolytic
Graphite(HOPG)
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3.8 STM on HOPG under the Raman Microscope 47

(a) (b)

(c) (d)

Figure 3.14: A before, figures 3.14a and 3.14c, and after,3.14b and 3.14d, com-
parison of applying a simple Fast Fourier Transform(FFT) filter. The difference
between figures 3.14a and 3.14b is shown in figure 3.15. This noise was only mea-
sured in one direction.
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Figure 3.15: We substracted figure 3.14b from 3.14a to illustrate the effect of the
applied Fast Fourier Transform(FFT) filter
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Chapter 4
Outlook

In this thesis, we have seen the setup of an AFM system, its combination
with STM and its integration with a Raman microscope. In this chapter,
we will discuss the future challenges left unresolved, our ideas on how to
solve them and future applications of our system.

The unresolved challenges are as follows: First, improve the sensitivity
and reliability of the AFM setup. Turning the AFM/STM + Raman scope
into a TERS setup. And adding scanning Raman Microscopy to our Raman
Microscope.

Let us start by discussing AFM sensitivity and reliability first. We think
the system is fully capable of doing AFM measurements. To date, we have
not been able to get measurements at a resolution that is satisfactory and
close to that of our STM. We think the main problem holding us back is
the AFM tip and tuning fork we have used. A way to test this would be
to buy a commercial tuning fork-based AFM tip. Or improving the manu-
facturing of tuning forks with AFM tips and engineering tips specifically
made for AFM instead of using Ni STM tips that we have been using up
to now.

The next logical challenge for us will be getting a TERS signal. We have
succeeded in focusing the laser beam on the STM tip and doing Raman
Spectroscopy while the laser is focused on the STM tip. The next step
would be to devise or replicate a simple experiment to check for a TERS
signal. This would require a more quantitative understanding of TERS
compared to the more qualitative understanding covered in our thesis.

The final remaining challenge is possibly the easiest. It enables scan-
ning Raman spectroscopy. When integrating the STM/AFM with the Ra-
man spectroscope, we made it possible to move the sample using the
STM/AFM system. Thus, this setup can now be used for scanning Ra-
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man spectroscopy. This will require software integration with the Raman
microscope software to perform measurements and either the STM/AFM
control software or a custom-programmed solution. We suggest a combi-
nation of the two. Where the STM/AFM software is still used for move-
ment. However, a script interfaces between the STM/AFM and Raman
spectroscope software to do consecutive Raman measurements while scan-
ning. This is such that once TERS capabilities have been achieved and si-
multaneous STM/AFM measurements are the next step, this can be taken
care of by the already-used STM/AFM software.
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