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Abstract

We study the contact process on (dynamic) random graphs. The thesis is
structured into four chapters, with the first three providing a survey of relevant
literature. Chapter 1 covers the classic theory of contact processes on lattices and
regular trees, as well as recent research into contact processes on more general
graphs. Chapter 2 introduces contact processes on configuration models and
other random graphs, including Erdős–Rényi graphs, preferential attachment
graphs and dynamic scale-free graphs. Chapter 3 provides an overview of results
concerning contact processes in various random dynamic environments, where
the recovery rate or the infection rate varies depending on the environment of
the vertex or the edge, respectively. Chapter 4 focuses on two special dynamic
random environments: one where vertices recover at rate 0 in environment
0, and the other where edges transfer infections at rate 0 in environment 0.
Meanwhile, the environment of vertices or edges switches between 0 and 1 in a
Markovian way. We establish monotonicity properties as underlying parameters
are varied, by investigating the point process of valid infections in the graphical
representation. The key idea is to couple two renewal processes via hazard rates
such that the random set of epoch times of one renewal process is a subset of
that of the other.
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Chapter 1
Contact Processes on Lattices and
Trees

This chapter offers an overview of the research into contact processes on lat-
tices and trees, starting from the publication of the pioneer paper [1] in 1974.
Section 1.1 serves as a preliminary that introduces notation, definitions, and
important concepts, including the graphical representation, the upper invariant
measure, and the phase transitions and associated critical values on finite and
infinite graphs. Sections 1.2 and 1.3 provide a brief account of classical results
about contact processes on lattices and regular trees (both infinite and finite),
respectively. We refer the reader to Part I of [19] for more details. Moving forward,
Sections 1.4 and 1.5 highlight the latest advances in the area of contact processes
on inhomogeneous trees (periodic trees and Galton-Watson trees) and more
general finite graphs, respectively.

1.1 Notation and Basic Concepts

In this section we first introduce notation and then turn to the basic concepts of
contact processes, including the graphical representation, the upper invariant
measure, the phase transition of contact processes on infinite graphs and on
finite graphs.

We begin with the notation to be used throughout this thesis:

• For p ∈ [0,1], let Ber(p) denote the Bernoulli distribution with mass p on 1.
For λ> 0, let Exp(λ) denote the exponential distribution with rate λ, and
let Poiλ denote the Poisson point process on [0,∞) with intensity λ.

• For a random variable D and a distribution µ, D ∼µ means that the distri-
bution of D is µ.

•
d−→,

p−→ and
a.s.−−→ denote convergence in distribution, in probability and

almost surely, respectively. A property holds with high probability when
the probability that it holds tends to 1 as n →∞.
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1.1 Notation and Basic Concepts 6

• For functions f : R→R and g : R→R, we write f (x) =O(g (x)), x →∞, if
there exist M > 0 and x0 > 0 such that

∣∣ f (x)
∣∣ ≤ M g (x) for x ≥ x0, f (x) =

Θ(g (x)), x →∞, if f (x) =O(g (x)) and g (x) =O( f (x)) as x →∞, and f (x) ∼
g (x), x →∞, if limx→∞ f (x)/g (x) = 1.

• We assume graphs to be locally finite, connected and with countably many
vertices. For vertices u and v in a graph, we write u ∼ v if u and v are
neighbours, and denote by |u − v | the length of the shortest path between
u and v .

• Unless otherwise stated, we always use P to denote the probability mea-
sure under which all randomness is defined in a model.

We start to define the contact process (ξt )t≥0 with infection rate λ > 0 on
a graph G = (V ,E). A configuration η ∈ {0,1}V is often identified with A ={

v ∈V
∣∣ η(v) = 1

}
. Define

∣∣η∣∣ :=∑
v∈V η(v), and define ηv by

ηv (u) :=
{

1−ηv (u) if u = v,

η(u) if u ̸= v,
v ∈V.

We interpret the value 0 and 1 of the state η(v) of a vertex v as healthy and infected
, respectively. In particular, [0] and [1] denote the configuration identically equal
to 0 and 1, respectively, and δ[0] denotes the Dirac measure centred at [0].

Definition 1.1.1. The contact process with infection rate λ > 0 on G is the
continuous-time Markov chain (ξt )t≥0 with state space {0,1}V and transition
rates given by

c(v,η) =
λ

∑
u∼v

η(u) if η(v) = 0,

1 if η(v) = 1,
(1.1.1)

where c(v,η) denotes the rate for the process to jump from state η to state ηv .

Denote by (ξA
t )t≥0 a copy of (ξt )t≥0 with ξ0 = A. Writing (ξ{v}

t )t≥0 as (ξv
t )t≥0 and

writing (ξV
t )t≥0 as (ξ[1]

t )t≥0 should cause no confusion.

Remark 1.1.2. Harris investigated contact interactions in [1], where a vertex
is infected at rate λk if it has k infected neighbours. We do not confront this
generalization of contact processes in our thesis, but we remind the reader that
the contact process is a simplified model, although it is already challenging
mathematically.

Remark 1.1.3. Possible self-loops in G can be erased since they have no effect on
the dynamics. If vertices u and v are connected by k edges in G , then an infection
transmits via each edge independently at rate λ, i.e., an infection transmits from
u to v (or from v to u) at rate kλ.
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1.1 Notation and Basic Concepts 7

Next, we introduce the graphical representation of (ξt )t≥0, which is based on
the following equivalent description of the dynamics:

• Infected vertices become healthy at rate 1.
• An infected vertex transmits its infection to a neighbour at rate λ.
• Infection and recovery happen independently from vertex to vertex.

Let {Rv ,Ie | v ∈V ,e ∈ E } be a set of independent Poisson point processes, where
the intensity of Rv is 1 and the intensity of Ie is λ. Place a recovery mark ◦ at
(x, t) ∈ V × [0,∞) for v ∈ V and t ∈ Rv . Also, place a double-headed infection
arrow ↔ between (u, t ) and (v, t ) for {u, v} ∈ E and t ∈Iu,v . See Figure 1.1.

Z

−3

−2

−1

0

1

2

3

time t1 2 3

Figure 1.1: The (partial) graphical representation of (ξt )t≥0 in case G =Z and λ= 1.2

An active path in V ×[0,∞) is a connected oriented path that moves along the
time lines in the increasing direction and along the infection arrows, but without
passing any recovery marks. See the green line in Figure 1.1 for an example.
Then, for A ⊆ V , v ∈ ξA

t if and only if there exists an active path from (u,0) to
(v, t ) for some u ∈ A.

Our graphical representation is slightly different from the one first introduced
in [2], but it does coincide with the dynamics of (ξt )t≥0:

• If u and v are both infected or both healthy at time t , then infection
arrows between them do not have any effect until the state of one of them
changes.

• If only one of u and v is infected, say u, then u transfers its infection to
its neighbour v at rate λ in the graphical representation, since the next
infection arrow between u and v appears at rate λ.

Additionally, we introduce some properties that follow from the graphical
representation. Let t ≥ 0, A,B ⊆V and (ξ′t )t≥0 be the contact process on G with

7



1.1 Notation and Basic Concepts 8

infection rate λ′. Then

ξA
t ⪯ ξB

t , if A ⊆ B , (monotone coupling)

ξA
t ⪯ ξ′At , if λ≤λ′, (monotonicity)

ξA∪B
t = ξA

t ∪ξB
t , (additivity)

P
(
ξA

t ∩B ̸= ;)=P(
ξB

t ∩ A ̸= ;)
. (duality)

Here, the monotone coupling and the additivity follow directly, and the mono-
tonicity follows from coupling of Poisson point processes of infection arrows. As
for the duality, we reverse the time direction of (ξB

t )t≥0, and the equality follows
from the symmetry of the graphical representation.

Let µt be the distribution of ξ[1]
t . By monotone coupling and the Markov

property, µt+s ⪯µt for t , s ≥ 0. By the compactness of the space of all probability
measures on {0,1}V , the weak limit ν̄ := limt→∞µt exists. Moreover, ν̄ is the
largest invariant measure of (ξt )t≥0, and is called the upper invariant measure.

Remark 1.1.4. The graphical representation not only facilitates the application
of properties of Poisson point processes to obtain coupling, but also provides
a method to use ideas and terminology in the theory of percolation. Moreover,
the Poisson point processes in the graphical representation can be generalised
to renewal processes ([48]) and even hidden Markov chains ([23]).

Finally, we introduce the definitions of critical values, survival and extinc-
tion, where Definition 1.1.5 is adapted from Definition 1.1 of [14]. Since G is a
connected graph, the following definitions do not depend on v .

Definition 1.1.5. For A ⊆V , the survival probability pλ(A) and extinction time
τA

G are defined by

pλ(A) :=P(
ξA

t ̸= [0] for t ≥ 0
)

, τA
G := inf

{
t ≥ 0

∣∣ ξA
t = [0]

}
,

respectively. We write τA instead of τA
G when G is fixed, and write τv

G when
A = {v}. Let v ∈V . Define

λ1(G) := inf
{
λ> 0

∣∣ pλ({v}) > 0
}

,

λ2(G) := inf

{
λ> 0

∣∣∣∣P(
limsup

t→∞
ξv

t (v) = 1

)
> 0

}
,

λ−
2 (G) := inf

{
λ> 0

∣∣∣∣ limsup
t→∞

P
(
ξv

t (v) = 1
)> 0

}
,

λ+
2 (G) := inf

{
λ> 0

∣∣∣ liminf
t→∞ P

(
ξv

t (v) = 1
)> 0

}
.

Here, λ1(G) and λ2(G) are called the weak survival critical value and the strong
survival critical value of the contact process on G , respectively.

8



1.2 Lattices 9

Definition 1.1.6. Let v ∈V . We say that (ξt )t≥0 dies out if pλ({v}) = 0, and that
(ξt )t≥0 survives if pλ({v}) > 0. Moreover, we say that (ξt )t≥0 survives strongly if
P

(
limsupt→∞ξv

t (v) = 1
) > 0, and that (ξt )t≥0 survives weakly if it survives but

does not survive strongly.

It is immediate that 0 ≤λ1(G) ≤λ2(G) ≤λ−
2 (G) ≤λ+

2 (G). By monotonicity, (ξt )t≥0

dies out if λ<λ1(G), survives weakly if λ1(G) <λ<λ2(G), and survives strongly
if λ>λ2(G).

Since contact processes always die out on finite graphs, we must consider
a graph sequence (Gn)n∈N from a model of interest, and study the asymptotic
behavior as n →∞ of the extinction time τA

Gn
of the contact process with fixed

infection rate on Gn . It should not be surprising that the critical values for
infinite graphs still plays a key role in the phase transition on an n-dependent
time scale of contact processes on the corresponding sequence of finite graphs.
We refer the reader to later sections for relevant mathematical results, and to
Appendix A.1 for an account of results on finite graphs.

1.2 Lattices

In this section we introduce the phase transition of contact processes on infinite
lattices and finite lattices briefly.

We begin with infinite lattices. Note that by Theorem 1.2.1 (d), we can and
will write λ1(Zd ) as λc (Zd ) .

Theorem 1.2.1. Let (ξt )t≥0 be the contact process on Zd with infection rate λ> 0.
(a) 1/(2d −1) ≤λ1(Zd ) ≤ 2/d, limd→∞ dλ1(Zd ) = 1/2.
(b) If λ=λ1(Zd ), then (ξt )t≥0 dies out.
(c) Recall that pλ(A) denotes the survival probability and v̄ denotes the upper

invariant measure. For A ⊆Zd ,

ξA
t

d−→ pλ(A)ν̄+ (1−pλ(A))δ[0], as t →∞.

(d) There is no intermediate phase, i.e., λ1
(
Zd

)=λ2
(
Zd

)
.

Remark 1.2.2. Theorem 1.2.1 (a) is adapted from Theorem 7.1 of [1], Theorem
1.2 of [3] and Corollary 6.3 of [5]. Theorems 1.2.1 (b) and 1.2.1 (c) appear as
Theorem 1 and Theorem 4 of [11], respectively. Theorem 1.2.1 (d) is a direct
corollary of Theorem 1.2.1 (c).

We also repeat Theorem 2 of [11] as an intermezzo, which introduces “slabs”
to connect infinite lattices and finite lattices, and plays a key role in the proof of
the phase transition:

9



1.2 Lattices 10

Theorem 1.2.3. For n ∈N, let λ1
(
Gd ,n

)
be the weak survival critical value of the

contact process with infection rate λ on Gd ,n = [−n,n]d−1 ×Z. Then,

lim
n→∞λ1

(
Gd ,n

)=λc (Zd ) d ≥ 2.

Moreover, we combine Theorems 2.30 and 2.54 of [19] to estimate the survival
probability in the supercritical case, and repeat Theorem 2.48 of [19] to estimate
the extinction time in the subcritical case:

Theorem 1.2.4. Suppose that λ > λc (Zd ) and A ⊆ Zd . Then there are positive
constants C and ε, independent of A and t, such that

P
(
t < τA <∞)≤C exp(−εt ), P

(
τA <∞)≤ exp(−ε |A|).

Moreover,

P
(
τ{0} =∞)≥ λ−λc (Zd )

λ(3+e+2dλe)
.

Theorem 1.2.5. If λ ∈ (0,λc (Zd )), then there exists an ε(λ) > 0 such that

P
(
ξ0

t ̸= [0]
)≤ exp(−ε(λ)t ), t ≥ 0.

Next, we turn to finite lattices. For n ∈N, let τ[1]
n be the extinction time of

the contact process on {1, . . . ,n}d with infection rate λ and initial state [1]. The
papers [8, 9, 10] study the case d = 1, but the result for the subcritical case is
extended to d ≥ 2 by Theorem 3.3 of [19], and the result for the supercritical case
is extended by [15, 20]. However, there appear to be no extensions of Theorem
1.7 of [10] to higher dimensions for the critical case. We state the results for the
three cases in Theorems 1.2.6 to 1.2.8.

Theorem 1.2.6. Suppose that λ ∈ (0,λc (Zd )). Then the limit

γ−(λ) := lim
t→∞ t−1 logP

(
ξ0

t ̸= [0]
)

exists and is positive, where (ξt )t≥0 is the contact process on Zd with infection
rate λ. Moreover,

τ[1]
n

logn

p−→ d

γ−(λ)
as n →∞.

Theorem 1.2.7. If d = 1 and λ=λc (Z), then

lim
n→∞P

(
an ≤ τ[1]

n ≤ bn4)= 1, a,b > 0.

10



1.3 Regular Trees 11

Theorem 1.2.8. Suppose that λ>λc (Zd ). Then

τ[1]
n

/
E
[
τ[1]

n

] d−→ Exp(1) as n →∞.

Moreover, n−d logE[τ[1]
n ] converges to a positive constant as n →∞.

Last but not least, the contact process on finite lattices exhibits a property
called metastability in the supercritical case: the process persists for a long time
in a state that resembles the equilibrium on the infinite lattice and afterwards
quickly dies out. The papers [6, 7] studied the one-dimensional case, but the
result has been extended to any dimension by Theorem 3.9 of [19]:

Theorem 1.2.9. The limit

γ+(λ) :=− lim
n→∞n−d logP

(
τ[1]

n <∞)
exists. Moreover,

lim
n→∞P

(
n−d logτ[1]

n ≥ γ
)
= 0, for each γ> γ+(λ),

lim
n→∞P

(
n−d logτ[1]

n ≤ δ
)
= 0, for some δ> 0.

1.3 Regular Trees

In this section we introduce the phase transition of contact processes on infinite
regular trees and finite regular trees. Compared to the phase transition on
lattices, a intermediate regime exists in the phase transition on regular trees. But
first we clarify our notation, since various conventions for regular trees are used
in different papers. Let d ≥ 2.

Definition 1.3.1. (a) A function l from a tree T to Z is called a level function
on T if, for each x ∈T, l (y) = l (x)−1 for exactly one neighbour y of x, and
l (y) = l (x)+1 for the other neighbours y of x.

(b) The infinite tree in which every vertex has d +1 edges is called the infinite
(d +1)-regular tree, and is denoted by Td . Pick a level function l on Td ,
and take

{
en ∈Td

∣∣ n ∈Z}
such that l (en) = n and en ∼ en+1 for n ∈Z. This

provides an embedding of Z in Td .
(c) The finite regular graph Td

n is the subgraph of Td with vertex set{
x ∈Td

∣∣∣ 0 ≤ l (x) ≤ n
}

.

Theorems 2.1 and 2.2 of [14] and Theorem 1.2 of [18] give the following result,
which shows that the weak survival critical value λ1(Td ) and the strong survival
critical value λ2(Td ) do not coincide:

11



1.3 Regular Trees 12

Theorem 1.3.2. The following are true:

1

d
≤λ1(Td ) < 1

d −1
, λ2(Td ) ≥ 1

2
p

d
, λ1(Td ) <λ2(Td ) <∞.

Next, we list results on each phase of the contact process on Td . Let (ξt )t≥0

be the contact process with infection rate λ on Td . Two key ingredients for the
proofs in [19] are the functions ϕ and β defined by:

ϕ(ϱ) := lim
t→∞

(
E

[ ∑
x∈ξt

ϱl (x)

])1/t

, ϱ≥ 0,

β(λ) := lim
n→∞(P (en ∈ ξt for some t ))1/n , λ> 0. (1.3.1)

Remark 1.3.3. We refer the reader to Pages 86 to 91 and Pages 96 to 103 of [19]
for the interpretation of ϕ and β, respectively. Another important tool is the
branching random walk, which can be regarded as a contact process where we
track the multiplicity of infections. We refer the reader to Pages 80 to 85 of [19].

In the critical case λ=λ1(Td ), (ξe0
t )t≥0 dies out by Theorem 2, Lemma 1 and

Corollary 1 of [16]:

Theorem 1.3.4. Suppose that λ=λ1(Td ). Then there exists a constant C (d) such
that

1 ≤ E[∣∣ξe0
t

∣∣]≤C (d) for t > 0. (1.3.2)

Moreover,
∣∣ξe0

t

∣∣ a.s.−−→∞ as t →∞ on the event that (ξe0
t )t≥0 survives. Hence, the

contact process (ξe0
t )t≥0 dies out.

(1.3.2) originates in the following theorem, which was first proved in [13] for the
biased voter model. [16] points out that the proof holds in fact for any translation
invariant additive nearest-neighbour interaction.

Theorem 1.3.5. There exist constants cλ and C (d) such that

exp(cλt ) ≤ E[∣∣ξe0
t

∣∣]≤C (d)exp(cλt ).

Moreover, cλ is a continuous function of λ.

Remark 1.3.6. There are no other graphs for which the behavior of E
[∣∣ξO

t

∣∣] is
known at the critical value, according to [16]. Moreover, Liggett conjectured on
Page 93 of [19] that supt≥0E [|ξt |] <∞ fails for the critical contact process on Zd .

In the supercritical case λ>λ2(Td ), Theorem 4.70 of [19] gives the following
complete convergence theorem:

12



1.3 Regular Trees 13

Theorem 1.3.7. Recall that pλ(A) is the survival probability and ν̄ is the upper
invariant measure. If λ>λ2(Td ), then, for A ⊆Td ,

ξA
t

d−→ pλ(A)ν̄+ (1−pλ(A))δ[0] as t →∞.

Before considering the intermediate phase, we mention that Liggett gives the
continuity of the survival probability pλ(A) as a function of λ for A ⊆ Rd in
Theorem 4.71 of [19].

In the intermediate regime λ1(Td ) < λ < λ2(Td ) there are infinitely many
extremal invariant measures. Here, we repeat the two constructions given in
Theorems 4.107 and 4.121 of [19]. Define the boundary ∂Td to be the class of
semi-infinite self-avoiding paths emanating from e0. We identify a vertex x ∈Td

with the finite path that leads from e0 to x. A base for the natural topology on
∂Td is given by collections D(x0, . . . , xn) of paths with a common initial segment
{x0 = e0, x1, . . . , xn}. Fix a ϑ ∈ (0,1). We define a metric distance for this topology:
for x, y ∈ ∂Td ∪Td , let z be the endpoint (other than e0) of the intersection of
the self-avoiding paths from e0 to x and from e0 to y , and let

dist(x, y) :=ϑ|e0−z|
(
2−ϑ|x−z|−ϑ|y−z|) .

Let γ be the uniform probability measure on ∂Td , i.e.,

γ (D(x0, . . . , xn)) = 1

(d +1)d n−1
, n ∈N.

Theorem 1.3.8. Suppose that α : Td → [0,∞) is uniformly bounded, and that the
limit

α(z) := lim
x→z

α(x)

exists for z ∈ ∂Td γ-almost everywhere. Then there exists an ivariant measure να
for the contact process (ξt )t≥0 such that

lim
x→z

να ({ A | x ∈ A }) (dβ)|x−e0| =α(z), γ-a.e. z ∈ ∂Td ,

lim
k→∞

limsup
n→∞

sup
|x−e0|≥n,|y−e0|≥n,|x−y|≥k

να
({

A
∣∣ x, y ∈ A

})
(dβ)n = 0,

where β=β(λ) is given by (1.3.1). Moreover, if α1 and α2 are uniformly bounded
on Td with α1 ≤α2, then the corresponding invariant measures can be taken to
satisfy να1 ⪯ να2 .

Theorem 1.3.9. For x ∈Td \ {e0}, let

S′(x) :=
{

y ∈Td
∣∣∣ ∣∣y −e0

∣∣= ∣∣y −x
∣∣+|x −e0|

}
.

13



1.4 Periodic Trees and Galton-Watson Trees 14

Let B :=⋃N
n=1 S′(xn) be a disjoint union. Then there exists an invariant measure

νB for (ξt )t≥0 such that

νB ({ A | x ∈ A }) = lim
t→∞P

(
ξx

t ∩B ̸= ;)
.

Furthermore,

ν̄ ({ A | x ∈ A })−νB ({ A | x ∈ A }) ≤ u (|x −xn |) , x ∈ S′(xn),

νB ({ A | x ∈ A }) ≤
N∑

n=1
u (|x −xn |) ≤

N∑
n=1

β|x−xn |, x ∉ B.

Finally, we turn to the extinction time τA
n of the contact process on Td

n with
infection rate λ and initial state A ⊆ Td . Theorem 1.3.10 focuses on the sub-
critical case, which appears as Theorem 1.2 of [28], and Theorem 1.3.11 on the
supercritical case, which is a combination of Theorem 1.4 of [21] and Theorems
1.5 and 1.6 of [28].

Theorem 1.3.10. If λ ∈ (0,λ2(Td )), then there exists a c > 0 such that

n−1τ[1]
n

p−→ c as n →∞.

Theorem 1.3.11. Suppose that λ>λ2(Td ).
(a) Let β ∈ (0,1). There exist c,ε> 0 such that

P
(
τ

e0
n ≥ c exp

(
β

∣∣∣Td
n

∣∣∣))≥ ε and lim
n→∞P

(
τ[1]

n ≥ c exp
(
β

∣∣∣Td
n

∣∣∣))= 1.

(b) There exists a c > 0 such that
∣∣Td

n

∣∣−1
logE

[
τ[1]

n

]
→ c as n →∞.

(c) τ[1]
n /E[τ[1]

n ]
d−→ Exp(1) as n →∞.

(d) There exists a δ> 0 such that, for any α> 0 and any n large enough (depend-
ing on α),

inf
A⊆Td

n ,A ̸=;
P

(
τA

n >αE[
τ[1]

n

])> δexp(−α).

1.4 Periodic Trees and Galton-Watson Trees

Although Pemantle pioneered the study of contact processes on trees in [14],
there has been considerable progress concerning more general trees only in
recent papers [41, 42]. In this section we introduce recent research into contact
processes on periodic trees and Galton-Watson trees. Recall the definition of the
critical values λ1 and λ+

2 in Definition 1.1.5.

14



1.4 Periodic Trees and Galton-Watson Trees 15

We begin with periodic trees, which generalise of the concept of regular trees.
We say that a tree Twith a level function l is (a1, . . . , an)-periodic if the vertices
in level mn + r have degree ar for m ∈Z and 1 ≤ r ≤ n. Let T[a1, . . . , an] denote
the subgraph obtained from the (a1, . . . , an)-periodic tree by only keeping the
vertices whose distance to the root is no greater than n. The authors of [41] give
the following upper bound of the survival time of the contact process on the
finite tree in Theorem 1.4:

Theorem 1.4.1. Let c > 0. Let τ[1]
k be the extinction time of the contact process with

infection rate
√

c(logn)/n onT[n, a1, . . . , ak ] starting from all vertices infected. If
max1≤i≤k an,i ≤C n1−δ for some C ,δ> 0, then for any ε> 0, when n is sufficiently
large,

E
[
τ[1]

k

]
≤C0nc(1+ε) logn,

where C0 is some positive constant depending on k but not on C ,δ.

Theorems 1.2 and 1.3 of [41] give the following result on the critical values
of contact processes on periodic trees, where both the maximum degree and
smaller degrees play a role:

Theorem 1.4.2. Let k ∈N be fixed. Consider the critical values λ1(n) and λ+
2 (n)

of the contact process on the (n, an,1, . . . , an,k )-periodic tree. Assume that the limit

b := lim
n→∞ log(an,1 · · ·an,k )/ logn

exists and that max1≤i≤k an,i ≤C n1−δ for some C ,δ> 0. Then

λ+
2 (n) ∼

√
(k −b) logn/(2n), n →∞.

Moreover, if k −2b −1 > 0, then

λ1(n) ∼
√

(k −2b −1)logn/(2n), n →∞.

If k −2b −1 < 0, then

lim
n→∞ logλ1(n)/ logn =−(b +1)/(k +1), n →∞.

Next, we turn to Galton-Watson trees. Let D be anN0-valued random vari-
able with distribution p = (pk )k∈N0 . The Galton-Watson tree with offspring
distribution p is constructed as follows: starting with the root, each individual
independently has k children with probability pk . We first define three kinds of
tails:

15



1.5 General Finite Graphs 16

Definition 1.4.3. We say that p has an exponential tail if E
[
exp(cD)

] <∞ for
some c > 0, a subexponential tail if limsupk→∞ k−1 log pk = 0, and a heavy tail if
E
[
exp(cD)

]=∞ for each c > 0.

We summarise the results about the critical values λ1(p) and λ+
2 (p) of the

contact process on the Galton-Watson tree with offspring distribution p in the
following two theorems, respectively, where the first one appears as Theorem 1.2
of [42] and Theorem 1 of [44], and the second one is a combination of Theorem
3.2 of [14], Theorem 1.3 and Theorem 1.4 of [42]. Note that Theorem 1.4.5 (b) is
a direct corollary of Theorem 1.4.5 (a).

Theorem 1.4.4. (a) If pk = (1−p)k−1p, k ∈N, for some p ∈ (0,1), then λ1(p) ≤
p/(1−p).

(b) If p has an exponential tail, then λ1(p) > 0.

Theorem 1.4.5. (a) There are constants c2 and c3 such that

λ+
2 (p) ≤ c3

√
k−1rk logrk logk, k ≥ 2,

where rk is the maximum of 2 and −c2 log(kpk )/ logE [D].
(b) If pk = cγexp(−kγ), k ∈ N0, with 0 < γ < 1, where cγ is the normalisation

constant, then λ+
2 (p) = 0.

(c) If pk = 2−k , k ∈N, then λ+
2 (p) ≤ 2.5.

(d) If E [D] > 1 and p has a subexponential tail, then λ+
2 (p) = 0.

1.5 General Finite Graphs

In this section we collect results about contact processes on a sequence (Gn)n∈N
of general graphs. We start from trees with bounded degrees and graphs with
a spanning tree, and end with graphs with bounded degrees and even general
connected graphs. Recall that τ[1]

G denotes the extinction time of the contact
process on a graph G with initial state [1]. The following four theorems appear
as Theorem 1.1 of [31], Theorem 1.2 of [31], a combination of Theorems 1.3 and
1.4 of [32], and Theorem 1.2 of [36], respectively.

Theorem 1.5.1. Let Λ(n,d) be the set of trees with n vertices and with degrees
bounded by d ≥ 2. If λ>λc (Z), then there exists a c > 0 such that

lim
n→∞ inf

Gn∈Λ(n,d)
P

(
τ[1]

Gn
≥ ecn

)
= 1, lim

n→∞ inf
Gn∈Λ(n,d)

n−1 logE
[
τ[1]

Gn

]
≥ c.

Theorem 1.5.2. Let d ≥ 2, and let T (n,d) be the set of graphs with a spanning
tree inΛ(n,d). If λ>λc (Z), then, as n →∞,

τ[1]
Gn

/E
[
τ[1]

Gn

]
d−→ Exp(1), Gn ∈T (n,d).

16



1.5 General Finite Graphs 17

Theorem 1.5.3. Let d ≥ 2, and let G (n,d) be the set of connected graphs with n
vertices and with degrees bounded by d +1.

(a) If λ<λ1(Td ), then there exists a C <∞ such that

lim
n→∞ inf

Gn∈G (n,d)
P

(
τ[1]

Gn
<C logn

)
= 1.

(b) If λ>λc (Z), then there exists a c > 0 such that

lim
n→∞ inf

Gn∈G (n,d)
P

(
τ[1]

Gn
> cecn

)
= 1.

(c) The contact process with infection rate λ≤λ1(Td ) on any graph with degrees
bounded by d +1 dies out.

Remark 1.5.4. Theorem 1.5.3 is based on Theorems 1.5.1, 1.5.2 and 2.1.2, where
the last one is about the extinction time of contact processes on random regular
graphs.

Theorem 1.5.5. Suppose that λ> λc (Z) and ε> 0. Then there exists a c(ε) > 0
such that, for any connected graph G with n ≥ 2 vertices,

E
[
τ[1]

G

]
≥ exp

(
c(ε)n(logn)−1−ε) .

Moreover, for any nonempty subset A of the vertex set of G,

P
(
τA

G > c(ε)n(logn)−1−ε)> c(ε).

17



Chapter 2
Contact Processes on Configuration
Models

This chapter provides an overview of results obtained for contact proccesses on
various configuration models and other random graphs, including Erdős-Rényi
graphs, preferential attachment graphs and dynamic scale-free graphs. Configu-
ration models are considered to be more realistic models of real-world networks,
and a vast body of research has been devoted to them. In Section 2.1 we begin
with contact processes on random regular graphs, both static and dynamic. In
Section 2.2 we introduce the configuration model with i.i.d. degrees and present
results about contact processes on configuration models with different degree
distributions, excluding the Poisson degree distribution and the power-law dis-
tribution with exponent greater than 2. We group the former with Erdős-Rényi
graphs in Section 2.3 due to their close connection, while the latter is discussed
in Section 2.4 alongside preferential attachment graphs because they share the
scale-free property. In Section 2.5 we introduce contact processes on dynamic
scale-free graphs, which share the scale-free property and similar strategies of
proof with static scale-free graphs (see Remarks 2.4.3 and 2.5.3).

2.1 Random Regular Graphs

Random regular graphs are configuration models specifed by constant degree
sequences. In this section we first introduce the construction and then list results
about contact processes on static random regular graphs and on switching
random regular graphs.

The sequence (deg(v))v∈V is called the degree sequence of a graph G = (V ,E).
We begin with the definition of the configuration model specified by a prescribed
degree sequence:

Definition 2.1.1. Fix n ∈N. Let V = {1, . . . ,n} be the vertex set, and let d = (di )n
i=1

be a prescribed degree sequence with the number of edges m = 1
2

∑n
i=1 di being

18



2.1 Random Regular Graphs 19

an integer. Assign di half-edges to vertex i for i ∈V . Let E0 :=;, H0 the set of 2m
half-edges, and v(h) the vertex to which the half edge h is attached for h ∈ H0.
Generate recursively for k from 1 to m:

• Let ak be the half-edge in Hk−1 with the smallest subscript, and let bk be
the uniform random variable chosen from Hk−1 \ {ak }.

• Set Ek := Ek−1 ∪ {{v(ak ), v(bk )}} and Hk := Hk−1 \ {ak ,bk }.

We call the graph (V ,Em) the configuration model with degree sequence d .

In other words, (V ,Em) is the random multigraph constructed by assigning di

half-edges to vertex i for i ∈V , and pairing all half-edges uniformly at random
to become edges. Note that pairing half-edges uniformly at random is a choice.
It is possible that other choices lead to the same distribution for the random
graph.

We continue to define the random regular graphs. Let d ,n ∈ N with dn
even. The random d-regular graph Gn on the vertex set Vn := {1, . . . ,n} is the
configuration model with degree sequence (di )n

i=1 such that di = d for all i .
Thanks to Theorem 7.12, Proposition 7.15 and Corollary 7.17 of [37], we are
able to pick Gn according to P̃(·) := P(· ∣∣ Gn is simple

)
, since the probablity of

simple graphs is positive and the distribution of Gn under P̃ is uniform over the
collection of all undirected d-regular graphs on Vn . For convenience, we pick
Gn according to P̃ and fix Gn once it is chosen.

Next, we introduce results about the contact process
(nξt

)
t≥0 with infection

rate λ on Gn . The first result is about the phase transition, which is given by
Theorem 1.2 of [32]:

Theorem 2.1.2. Let τ[1]
n be the extinction time of (nξ[1]

t )t≥0 for n ∈N.

(a) For every λ ∈ (0,λ1(Td−1)) there exists a constant C <∞ such that

lim
n→∞P

(
τ[1]

n <C logn
)= 1.

(b) For every λ ∈ (λ1(Td−1),∞) there exists a constant c > 0 such that

lim
n→∞P

(
τ[1]

n > cecn)= 1.

Another interesting result is the cutoff phenomenon revealed by Theorem
1.1 of [35] for the time when (nξu

t )t≥0 infects a vertex distinct from u. Let cλ
and pλ denote the exponential growth rate (see Theorem 1.3.5) and the survival
probability of the contact process on Td−1 with infection rate λ, respectively.

Theorem 2.1.3. Let λ > λ1(Td−1). Fix vertices u, v ∈ Vn . For any ε ∈ (0,1/32),
there exists a sequence (gn(ε))n∈N of constants converging to 0 as n →∞, such
that for asymptotically almost every Gn ,

P
(
v ∈ nξu

t for some t ≤ (1−ε)c−1
λ logn

)≤ gn(ε),

19



2.1 Random Regular Graphs 20

P

(
v ∈ nξu

(1+ε)c−1
λ

logn

)
≥ (1− gn(ε))p2

λ.

Here, a property is said to hold asymptotically almost surely if the probability of
the set of graphs satisfying this property tends to 1 as n →∞.

Theorem 2.1.3 suggests that if nξu
t does not die out quickly, then it will enter

a “quasi-stationary” state around time c−1
λ

logn with the fraction of infected
vertices approximately pλ, which is asserted by Theorem 1.2 in [35]:

Theorem 2.1.4. Let λ> λ1(Td−1) and ε ∈ (0,1/32). For any δ> 0, there exists a
sequence ( fn(δ))n∈N of constants converging to 0 as n →∞ such that, for asymp-
totically almost every Gn ,

P

(
(1−δ)npλ ≤

∣∣∣∣nξ[1]
(1+ε)c−1

λ
logn

∣∣∣∣≤ (1+δ)npλ

)
≥ 1− fn(δ).

Moreover, for any sequence (tn)n∈N of times with tn > (1+ε)c−1
λ

logn,

PGn

(
(1−δ)npλ ≤

∣∣∣nξ[1]
tn

∣∣∣≤ (1+δ)npλ
∣∣∣ nξ[1]

tn
̸= [0]

)
≥ 1− fn(δ).

Finally, we introduce the result given in [46] that the swiching dynamics
can aid the spread of the infection on random regular graphs. Let Hn,d :=
Vn × {1, . . . ,d} be the set of half-edges. Sample ϕ uniformly at random from the
set {

ϕ : Hn,d → Hn,d
∣∣ϕ is a bijection,ϕ=ϕ−1,ϕ(h) ̸= h for all h ∈ Hn,d

}
and regard En,d := {

{(x, a),ϕ((x, a))}
∣∣ (x, a) ∈ Hn,d

}
as the set of edges. The local-

rewiring dynamics are as follows: Let e = {(x, a), (y,b)} and e ′ = {(x ′, a′), (y ′,b′)}
be edges in En,d with (x, a) < (y,b) and (x ′, a′) < (y ′,b′) in lexicographic order of
Hn,d . The positive switch Γm with mark m= ({e,e ′},+) is the transformation that
removes the edges e,e ′ and adds two new edges {(x, a), (x ′, a′)} and {(y,b), (y ′,b′)}.
Similarly, the negative switch Γn with mark n = ({e,e ′},−) is the transforma-
tion that removes the edges e,e ′ and adds two new edges {(x, a), (y ′,b′)} and
{(x ′, a′), (y,b)}.

Let (nG t )t≥0 be the continuous-time Markov chain on the space of d-regular
graphs on Vn , where nG0 is drawn uniformly at random from the d-regular
graphs on Vn . Given the state nG t at time t , for each positive switch mark m, the
process jumps to Γm(nG t ) at rate v/(nd), where v > 0 is called the switch rate. It
is readily seen that the uniform distribution on random d-regular graphs on Vn

is stationary. Theorem 2 of [46] proves that the extinction time of the contact
process on the switching random regular graph is at least exponential in the
supercritical case, but the subcritical case and the monotonicity of v 7→ λ̄d (v)
are still open:
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2.2 Configuration Models with i.i.d. Degrees 21

Theorem 2.1.5. Let d ≥ 3. For every v > 0, there exists a λ̄d (v) ∈ (0,λc (Td )) such
that the following holds. For any λ > λ̄d (v), there exists a c > 0 such that the
extinction time τ[1]

n of the contact process with infection rate λ on the switching
random d-regular graph (nG t )t≥0 with switch rate v satisfies

lim
n→∞P

(
τ[1]

Gt
> exp(cn)

)
= 1.

2.2 Configuration Models with i.i.d. Degrees

Compared with random regular graphs, the configuration model with i.i.d. de-
grees is more widely used in the research of real-world networks. In this section
we first list notation, simplicity, connectedness and common degree distribu-
tions. After that we present contact processes on configuration models with i.i.d.
degrees sampled from a distribution with exponential tail, a distribution with
heavy tail and a power-law distribution with exponent α≤ 2, respectively.

We begin with the definitions. Let D be a random variable with probability
distribution p = (pk )k∈N0 onN0. The configuration model Gn with n vertices and
degree distribution p is constructed as follows.

(a) Let (d ′
i )n

i=1 be a sequence of i.i.d. random variables with probability distri-
bution p .

(b) Let di := d ′
i for i ∈ {1, . . . ,n −1}, and dn := dn +1{∑n

i=1 d ′
i is odd

}.

(c) Let Gn be the configuration model with degree sequence (di )n
i=1.

We may also define (di )n
i=1 by conditioning on the event that

∑n
i=1 d ′

i is even in
step (b), i.e.,

P
(
(di )n

i=1 = ·) :=P
(

(d ′
i )n

i=1 = ·
∣∣∣∣∣ n∑

i=1
d ′

i is even

)
, (2.2.1)

which makes no difference as n →∞.

Definition 2.2.1. We say that (Gn)n∈N is scale-free with exponent α if

lim
k→∞

log

(
1−

k∑
i=0

pi

)/
logk =−α+1, (2.2.2)

and has a power-law degree distribution with exponent α if

lim
k→∞

log pk /logk =−α. (2.2.3)

Note that (2.2.3) implies (2.2.2), but (2.2.3) is still too strict when the function
k 7→ pk is not smooth.

[17] and Theorem 7.21 in [37] give the following results on the connected
component and the probability of simplicity of the model, respectively:
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2.2 Configuration Models with i.i.d. Degrees 22

Theorem 2.2.2. Let (Gn)n∈N be a sequence of configuration models with degree
distribution p .
(a) Gn contains a unique connected component of size linear in n if and only

if E [D(D −2)] > 0.
(b) Let ν := E [D(D −1)]/E [D]. If E [D]2 <∞, then

lim
n→∞P

(
Gn is simple

)= exp(−ν/2−ν2/4).

Next, we look at the phase transition of contact processes on (Gn)n∈N when
p has an exponential tail or a heavy tail, which appears as Theorems 3 and 4 of
[44], respectively:

Theorem 2.2.3. Suppose that E
[
D2

]<∞ and E [D(D −2)] > 0. Pick Gn according
to P̃(·) := P

(· ∣∣ Gn is simple
)

instead. Let (nξt )t≥0 be the contact process with
infection rate λ on Gn , and let τ[1]

n be the extinction time of (nξ[1]
t )t≥0.

(a) If p has an exponential tail, then there exist constants 0 <λ(p) ≤λ(p) <∞
such that, for λ ∈ (0,λ(p)),

lim
n→∞P

(
τ[1]

n ≤ n1+ε)= 1, ε> 0,

while, for λ>λ(p), there exist positive constants c and C such that

lim
n→∞P

(
exp(cn) ≤ τ[1]

n ≤ exp(C n)
)= 1. (2.2.4)

(b) If p has a heavy tail, then for λ > 0 there exist positive constants c and C
such that (2.2.4) holds.

Finally, we list Theorems 1.1 and 1.2 of [30], which investigate contact pro-
cesses on configuration models specified by power-law degree distributions
with exponent α≤ 2. In this case, the degree distribution has infinite mean and
thus is not typical in scale-free networks.

Theorem 2.2.4. Suppose that α ∈ (1,2] and pk = cαk−α for k ∈ N, where cα is
the normalising constant. Consider the contact process (nξt )t≥0 with infection
rate λ> 0 on Gn .

(a) There is a constant c(λ) such that

n−1
∣∣∣nξ[1]

tn

∣∣∣ p−→
∞∑

k=1

kλ

kλ+1
pk as n →∞

for any sequence (tn)n∈N with limn→∞ tn =∞ and tn ≤ exp(c(λ)n) for n ∈N.
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2.3 Poisson Degree Distribution and Erdős–Rényi Graphs 23

(b) Let τ[1]
n be the extinction time of (nξ[1]

t )t≥0. Then

τ[1]
n /E

[
τ[1]

n

] d−→ Exp(1) as n →∞,

and there exists a C > 0 such that E
[
τ[1]

n

]
≤ exp(C n) for n ∈N.

Remark 2.2.5. Theorems 1.1 and 1.2 of [30] also hold for (G̃n)n∈N, where G̃n is the
configuration model on {1, . . . ,n} specified by the degree distribution (pn,k )n

k=1
with pn,k = cn,αk−α. Here, cn,α is the normalising constant.

2.3 Poisson Degree Distribution and Erdős–Rényi
Graphs

Configuration models with Poisson degree distribution and Erdős-Rényi graphs
have a close relation, since the degree distribution of Erdős-Rényi graphs con-
verges to a Poisson distribution when the product of the number of vertices and
the edge probability converges to a constant. In [45] the authors establish a
new method to prove metastability of contact processes on these two models,
which relies on bounding the total infection rate from below uniformly, over all
sets with a fixed number of nodes. This method is different from the method in
Remark 2.4.3 for contact processes on scale-free graphs.

We begin with Proposition 4.2 (1) of [45], which is on configuration models
with a Poisson degree distribution:

Theorem 2.3.1. For n ∈ N, let Gn be the configuration model specified by the
Poisson degree distribution with rate µ on {1, . . . ,n}, and let τ[1]

n be the extinction
time of the contact process with infection rate λ on Gn starting from all vertices
infected. If exp(µ) > 2exp(µ/

p
2)−1, then there exist λ,c > 0 such that

lim
n→∞P

(
E
[
τ[1]

n

∣∣ Gn
]> exp(cn)

)= 1.

We refer to Proposition 4.2 (2) of [45] for an estimate of the constant c. In fact,
this theorem is an application of Theorem 4.1 of [45]:

Theorem 2.3.2. For n ∈N, let Gn be the configuration model with degree distri-
bution p on {1, . . . ,n}, and let τ[1]

n be the extinction time of the contact process
with infection rate λ on Gn starting from all vertices infected. If Ep

[
2−D/2

]< 1/2
and λ>µ0, then there exists a c > 0 such that

lim
n→∞P

(
E
[
τ[1]

n

∣∣ Gn
]> exp(cn)

)= 1.
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2.3 Poisson Degree Distribution and Erdős–Rényi Graphs 24

Here, µ0 is defined as follows. Put

nlg(0) :=0, nlg(x) := x log x, x > 0,

ϕ(a1, a2;ϱ) :=1

2
nlg(a1 +a2)+ 1

2
nlg(a1 −ϱ)+ 1

2
nlg(a2 −ϱ)

−nlg(a1)−nlg(a2)+nlg(ϱ),

R(x) :=sup
a∈R

(
ax − logE

[
exp(aD)

])
,

Ψ(γ,ϱ) := inf
a1,a2>0

(
ϕ(a1, a2;ϱ)+γR(a1/γ)+ (1−γ)R(a2/(1−γ))

)
.

H(γ) :=−γ logγ− (1−γ) log(1−γ),

Γ :={
γ ∈ (0,1/2)

∣∣Ψ(γ,0) > H(γ)
}

.

Then,
µ0 := inf

{
γ/ϱ

∣∣ γ ∈ Γ,ϱ ∈ (0,γ(1−γ)E [D]),Ψ(γ,ϱ) > H(γ)
}

.

Next, we introduce results about contact processes on Erdős-Rényi graphs.
Let Gn be the Erdős–Rényi graph with vertex set Vn = {1, . . . ,n} and edge proba-
bility pn . Namely, each edge {i , j } is in Gn with probability pn independently for
i , j ∈Vn with i ̸= j . Let (nξt )t≥0 be the contact process with infection rate λn on
Gn . Theorems 3.1 and 3.2 of [45] give lower bounds on the extinction time τ[1]

n of
(nξ[1]

t )t≥0 when npn →∞ as n →∞ and when npn is constant, respectively:

Theorem 2.3.3. Suppose that npn →∞ as n →∞.

(a) If npnλn →∞ as n →∞, then for ε ∈ (0,1),

E
[
τ[1]

n

∣∣ Gn
]≥ exp

(
(1−ε)n log(npnλn)

)
with high probability.

(b) Let γ> 1. If npnλn = γ for n ∈N, then for ε ∈ (0,1),

E
[
τ[1]

n

∣∣ Gn
]≥ exp

(
n((1−ε) logγ+γ−1 −1)

)
with high probability.

Theorem 2.3.4. Suppose that σ> 4log2 and pn =σ/n for n ∈N. Then there exist
functions

λ0(σ) =σ−1(1+o(1)), ε(σ) = o(1), as σ→∞,

such that, for each λ>λ0(σ), there exists a η> 0 such that

E
[
τ[1]

n

∣∣ Gn
]> exp(ηn) with high probability.

Moreover, if λ>λ0(σ), then with high probability

n−1 log
(
E
[
τ[1]

n

∣∣ Gn
])≥ (1−ε(σ))(log(λσ)+λ−1σ−1)−1.
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2.4 Scale-Free Graphs

In this section we look at contact processes on configuration models with power-
law distributions with exponent larger than 2 and preferential attachment graphs.
Both of them are models for scale-free networks, and proofs rely on the presence
of a small number of vertices with high degrees (see Remark 2.4.3).

In the first half of this section, we focus on configuration models with a
power-law degree distribution p = (pk )k∈N0 with exponent α> 2. Note that in
Theorems 2.4.1 and 2.4.4 we assume α> 3, and (see Theorem 2.2.2) we can and
will condition on the event that the graph is simple and {d1 +·· ·+dn is even}. In
other theorems Gn may have self-loops and multi-edges.

Theorem 1 of [26] shows that the critical value is 0 whenα> 3, while Theorem
1.3 in [31] generalises the result to the case α> 2:

Theorem 2.4.1. Suppose that α> 3 and p0 +p1 +p2 = 0. For any λ> 0 there is
a p(λ) > 0 such that, for any δ> 0,

lim
n→∞ inf

0≤t≤exp(n1−δ)
P

(
n−1

∣∣∣nξ[1]
t

∣∣∣≥ p(λ)
)
= 1.

Theorem 2.4.2. Suppose that α > 2 and p0 +p1 +p2 = 0. For any λ > 0 there
exists a c > 0 such that

lim
n→∞P

(
τ[1]

n ≥ ecn)= 1.

Remark 2.4.3. The proofs of the above two theorems use different ideas. The
proof of Theorem 2.4.1 utilizes the “hubs”, i.e., a small number of vertices with
degree d ≫ λ−2. Indeed, a vertex v with degree d ≫ λ−2 typically has order
λd infected neighbours. Once v gets healthy, the probability that none of its
infected neighbours infects v within a unit time is exp(−dλ2), which is rather
small. Thus, the contact process can survive for a long time starting from a
sufficient number of infected vertices. However, Theorem 2.4.2 follows from
Theorem 1.5.1. The authors of [31] conjectured that the theorem also holds
when α> 1.

Another interesting result given by Theorem 2 of [26] is on a quasi-stationary
distribution in which a randomly chosen vertex is occupied with a positive
probability:

Theorem 2.4.4. Suppose that α > 3. Let Xn be the uniform random variable
on {1, . . . ,n}. Define a measure nξ1∞ on {1, . . . ,n} by

P
(nξ1

∞∩ A ̸= ;)
:=P

(
nξA

exp(
p

n)
̸= ;

)
, A ⊆ {1, . . . ,n}.
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There is a λ0 > 0 such that, if 0 < λ < λ0 and 0 < δ < 1, then there exist two
constants c(δ,α) and C (δ,α) such that

lim
n→∞P

(
cλ1+(α−2)(2+δ) ≤P(

Xn ∈ nξ1
∞

)≤Cλ1+(α−2)(1−δ)
)
= 1.

Finally, we introduce the following result on the typical density of infected
vertices, which appears as Theorem 1.1, Theorem 1.3 and Proposition 1.4 in [27]:

Theorem 2.4.5. Suppose that α> 2 and p0 +p1 +p2 = 0. Define ϱα(λ) by

ϱα(λ) :=


λ1/(3−α) if 2 <α≤ 5

2 ,

λ2α−3 log2−α(λ−1) if 5
2 <α≤ 3,

λ2α−3 log4−2α(λ−1) if α> 3.

(a) There exist c,C > 0 such that, for λ> 0 small enough and a sequence (tn)n∈N
of positive numbers satisfying tn →∞ and log tn = o(n) as n →∞,

lim
n→∞P

(
cϱα(λ) ≤ n−1

∣∣∣nξ[1]
tn

∣∣∣≤Cϱα(λ)
)
= 1.

(b) Let T be the Galton-Watson tree with root O for which the degree distribution
of O is p , and all other vertices have degree distribution q = (qk )k∈N0 given
by

qk := kpk

/ ∞∑
i=0

i pi , k ∈N0.

Let γp (λ) be the survival probability of the contact process on T with infec-
tion rate λ and initial state {O}. Then, for any λ,ε > 0 and any sequence
(tn)n∈N of positive numbers satisfying tn →∞ and log tn = o(n) as n →∞,

lim
n→∞P

(∣∣∣∣n−1
∣∣∣nξ[1]

tn

∣∣∣−γp (λ)

∣∣∣∣> ε)= 0.

Moreover, for λ small enough there exist c,C > 0 such that

cϱα(λ) ≤ γp (λ) ≤Cϱα(λ).

In the second half of this section, we turn to the preferential attachment
graph, where the same strategy in Remark 2.4.3 can be used to sustain infection.
Here, we use the sequential model of preferential attachment graphs, which
seems less natural, but is easier to analyze because it is exchangeable. Let m ∈N,
α ∈ [0,1) and Vn := {1, . . . ,n} for n ∈N.
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2.4 Scale-Free Graphs 27

Definition 2.4.6. Let G1 contain one vertex 1 and no edges, and let G2 contain
two vertices 1 and 2, and m edges connecting them. For n ≥ 3, create Gn by
adding vertex n and edges {v, wn,1}, . . . , {v, wn,m} to Gn−1. Here, wn,1, . . . , wn,m

is drawn inductively from Vn−1: conditional on Gn−1, wn,1, . . . , wn,i−1, set wn,i

to be k ∈Vn−1 with probability

α(i )
n−1

1

n −1
+ (1−α(i )

n−1)
deg(i )

n−1(k)

Z (i )
n−1

,

where degn−1(k) denotes the degree of vertex k in the graph Gn−1,

deg(i )
n−1(k) := degn−1(k)+

i−1∑
j=1

1{
w j=k

},

Z (i )
n−1 :=

n−1∑
k=1

deg(i )
n−1(k) = 2m(n −2)+ i −1,

α(i )
n−1 :=α 2m(n −1)

2m(n −2)+2mα+ (1−α)(i −1)
.

Then (Gn)n∈N is called the sequence of preferential attachment graphs with
parameters m and α in the sequential model.

We continue with (Gn)n∈N constructed above. Let (nξt )t≥0 be the contact
process with infection rate λ > 0 on Gn for n ∈ N. We introduce Theorem 1.1
and Proposition 1.2 of [33], which give sharp bounds for the density of infected
vertices at an almost exponential time and the asymptotic behaviour of the
extinction time for (nξt )t≥0, respectively:

Theorem 2.4.7. There exist c,C > 0 such that, for λ small enough,

lim
n→∞P

(
cλ1+2ψ

∣∣logλ
∣∣−ψ ≤ n−1

∣∣∣nξ[1]
tn

∣∣∣≤Cλ1+2ψ
∣∣logλ

∣∣−ψ)
= 1,

where ψ := (1+α)/(1−α), and (tn)n∈N is any sequence satisfying

lim
n→∞ tn =∞, tn ≤ exp

(
cλ2n(logn)−ψ

)
, n ∈N.

Theorem 2.4.8. Let τ[1]
n be the extinction time of (nξ[1]

t )t≥0. Then

τ[1]
n /E

[
τ[1]

n

] d−→ Exp(1) as n →∞.

Remark 2.4.9. The proof of Proposition 1.2 of [33] also shows the metastability of
(nξt )t≥0, namely, after time nlogn , either (nξt )t≥0 dies out or it equals the contact
process starting from [1].
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2.5 Dynamic Scale-Free Graphs 28

2.5 Dynamic Scale-Free Graphs

In this section we describe the recent research in [34, 39, 49] regarding contact
processes on scale-free random graphs evolving according to three different
stationary dynamics. They show that there is a phase transition when the power-
law exponent is greater than 4, which is different from contact processes on
corresponding static scale-free graphs (see Theorems 2.4.2 and 2.4.8).

We begin with the construction of dynamic scale-free graphs. Let β > 0,
γ ∈ (0,1), η ∈R, κ > 0 and α := 1+γ−1 ∈ (2,+∞). Set

κi :=κ
(n

i

)γη
, pi , j := min

(
1

n
p

(
i

n
,

j

n

)
,1

)
, n ∈N, i , j ∈ {1, . . . ,n},

where p(x, y) is one of the following four kernels:

• the factor kernel p(x, y) :=βx−γy−γ;
• the preferential attachment kernel p(x, y) :=βmin(x, y)−γmax(x, y)γ−1;
• the strong kernel p(x, y) :=βmin(x, y)−γ;
• the weak kernel p(x, y) :=βmax(x, y)−γ−1.

For n ∈ N, let G (n) be the random graph with vertex set Vn := {1, . . . ,n} that
contains each edge {i , j } independently with probability pi , j . It is easy to check
that (G (n))n∈N is a scale-free graph sequence with power-law exponent α for
all four kernels. We construct the dynamic graph (G (n)

t )t≥0 with G (n)
0 := G (n)

according to one of the following three dynamics:

• In Dynamics I and II, every vertex i is updated independently (at rate κ in
Dynamics I and at rate κi in Dynamics II), and upon updating receives a
new set of adjacent edges according to the kernel p, independently of the
previous state.

• In Dynamics III, every unordered pair {i , j } of distinct vertices is updated
independently at rate κi +κ j , and upon updating, vertices i and j are
connected by an edge with probability pi , j , independently of the previous
state.

We run the infection process (nξt )t≥0 with infection rate λ> 0 on (G (n)
t )t≥0.

Let τ[1]
n be the extinction time of (nξ[1]

t )t≥0. In [34, 39, 49] the terms slow ex-
tinction, metastability and metastability exponent are vital and hence we list
them in the following two definitions. Since the term “fast extinction” is defined
differently in the three papers, we will not use it to avoid possible confusion.

Definition 2.5.1. We say that there is slow extinction if for all λ> 0 there exists a

c > 0 such that P
(
τ[1]

n ≤ exp(cn)
)
≤ exp(−cn) for n ∈N.
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2.5 Dynamic Scale-Free Graphs 29

Definition 2.5.2. We call the infection process (nξt )t≥0 metastable if there exists
an ε> 0 such that, for any (tn)n∈N, (sn)n∈N ∈S (ε),

liminf
n→∞ In(tn) > 0, liminf

n→∞ In(sn) > 0, lim
n→∞(In(tn)− In(sn)) = 0,

where S (ε) is the set of sequences (sn)n∈N of positive real numbers satisfying
limn→∞ tn =∞ and tn < exp(εn) for n ∈N, and

In(t ) := 1

n
E

[
n∑

i=1

nξ[1]
t (i )

]
, n ∈N, t > 0.

Moreover, we call χ the metastable exponent of the infection process if

χ= lim
λ↓0

log(liminfn→∞ In(tn))

logλ
= lim

λ↓0

log
(
limsupn→∞ In(tn)

)
logλ

.

Before listing results, we expain how the authors of [34, 39, 49] adapt the idea
of utilizing “hubs” in Remark 2.4.3 for the static case to the dynamic case.

Remark 2.5.3. For convenience, we use the word star to denote a subgraph
consisting of a “hub” and its neighbours. In the static case we rely on a small
number of “hubs” to sustain the infection. However, dynamic scale-free graphs
are more complicated, e.g., a star may disappear if the “hub” has only few
neighbours after an updating. The authors of [39] consider the infection between
stars and use the following four relevant survival strategies to sustain survival.
We refer to Theorem 1 of [39] for formal definitions.

• Quick direct spreading: stars directly infect sufficiently many other stars
before their recoveries.

• Quick indirect spreading: stars infect sufficiently many neighbours before
their recoveries, and these neighbours subsequently infect other stars.

• Delayed direct spreading: if the degree of a star is of larger order than λ−2,
then it remains infected for a long time and infect other stars directly.

• Delayed indirect spreading: the mechanism is similar as the delayed direct
spreading, but the star infects other stars via its neighbours.

Next, we list the results concerning Dynamics I as Theorems 2.5.4 and 2.5.5,
which appear as Theorem 2.1 of [34], and Propositions 1 and 2 of [39], respec-
tively.

Theorem 2.5.4. Suppose that p is the factor kernel and (G (n)
t )t≥0 evolves accord-

ing to Dynamics I.
(a) If γ< 1/3, then there exist λ,C > 0 such that E[τ[1]

n ] ≤C nγ logn for n ∈N.
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2.5 Dynamic Scale-Free Graphs 30

(b) If 1/3 < γ < 1, then there is slow extinction and metastability, and the
metastability exponent is given by

χ=
{

2/(3γ−1) if 1/3 < γ< 2/3,

γ/(2γ−1) if 2/3 < γ< 1.

Theorem 2.5.5. If p is the preferential attachment kernel and (G (n)
t )t≥0 evolves

according to Dynamics I, then there is slow extinction and metastability, and the
metastability exponent is given by

χ=
{

(3−2γ)/γ if 0 < γ< 3/5,

(3−γ)/(3γ−1) if 3/5 < γ< 1.

We move to Theorem 3 of [39] concerning Dynamics II:

Theorem 2.5.6. Suppose that p is the factor kernel and (G (n)
t )t≥0 evolves accord-

ing to Dynamics II.

(a) If η < 1/2 and γ < (3− 2η)−1, or if η ≥ 1/2 and γ < 1/2, then there exist
λ,c > 0 such that E[τ[1]

n ] ≤ cnc for n ∈N.
(b) If η < 1/2 and γ > (3−2η)−1, or if η ≥ 1/2 and γ > 1/2, then there is slow

extinction and metastability, and the metastability exponent χ is given by

χ=
{ 2−2γη

3γ−2γη−1 if γ< 2
3+2η ,

γ
2γ−1 if γ> 2

3+2η .

Theorem 2.5.7. Assume that p is the preferential attachment kernel and (G (n)
t )t≥0

evolves according to Dynamics II.

(a) If η ≥ 1/2 and γ < 1/2, then there exist λ,c > 0 such that E[τ[1]
n ] ≤ cnc for

n ∈N.
(b) If η < 1/2, or if η ≥ 1/2 and γ > 1/2, then there is slow extinction and

metastability, and the metastability exponent χ is given by

χ=


3−2γ−2γη
γ−2γη if η< 1/2 and γ< 3

5+2η ,
3−γ−2γη

3γ−2γη−1 if η< 1/2 and 3
5+2η < γ< 1

1+2η ,
1

2γ−1 if γ> 1
1+2η .

Remark 2.5.8. According to Remark 1 of [39], when η> 1/2 and γ< 1/2, E[τ[1]
n ] is

even subpolynomial in n in both kernels.

Finally, we list Theorem 1 of [49] on Dynamics III as the following three
theorems:
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Theorem 2.5.9. Suppose that p is the factor kernel and (G (n)
t )t≥0 evolves accord-

ing to Dynamics III.

(a) If η ≥ 1/2 and α > 3, then there exist λ,c > 0 such that E[τ[1]
n ] ≤ c(logn)c

for n ∈N.
(b) If η< 1/2 or α< 3, then there is slow extinction and metastability. Moreover,

the metastability exponent χ is given by

χ=



1
3−α if


η≤ 0 and α≤ 5/2,

or 0 ≤ η≤ 1/2 and α≤ 5/2+η,

or η≥ 1/2 and α< 3,

2α−3 if η≤ 0 and α≥ 5/2,
2α−3−2η

1−2η if 0 ≤ η< 1/2 and α> 5/2+η.

Theorem 2.5.10. Suppose that p is the preferential attachment kernel or the
strong kernel, and (G (n)

t )t≥0 evolves according to Dynamics III.

(a) If η ≥ 1/2 and α > 3, then there exist λ,c > 0 such that E[τ[1]
n ] ≤ c(logn)c

for n ∈N.
(b) If η< 1/2, or if η≥ 1/2 and α< 3, then there is slow extinction and metasta-

bility. Moreover, the metastability exponent χ is given by

χ=


2α−3 if η≤ 0,
2α−3−2η

1−2η if 0 < η< 1/2 and α≥ 2+2η,
α−1
3−α if α< 3 and α< 2η+2.

Theorem 2.5.11. Suppose that p is the weak kernel and (G (n)
t )t≥0 evolves ac-

cording to Dynamics III. Then there is slow extinction and metastability, and the
metastability exponent is α−1.
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Chapter 3
Contact Processes in Random
Environments I

In this chapter we provide an overview of recent research on contact processes in
random environments, where the environment is either for vertices (Sections 3.1
and 3.2) or for edges (Sections 3.3 to 3.6). In Section 3.1 we look at Broman’s
model, where each vertex recovers at rate δi in environment i for i ∈ {0,1}
and the environment of each vertex swithes between 0 and 1 independently.
Remenik’s model in Section 3.2 is different: vertices, whether healthy or infected,
are blocked at rate α and then unblocked at rate αδ, becoming healthy once
unblocked. Sections 3.3 to 3.5 delve into contact processes on dynamic bond
percolation where edges open and close dynamically. In Section 3.3 we construct
the graphical representation and discuss some basic properties. Section 3.4
introduces results for the homogeneous setting where the dynamics of all edges
are the same and the graph is vertex-transitive, while Section 3.5 introduces
results for dynamic bond percolation on complete graphs, involving long range
edges. Finally, in Section 3.6, we introduce contact processes on long range
percolation on Z and lattices with dynamic range, which are two variants of
dynamic bond percolation.

3.1 Broman’s Randomly Evolving Environment

In this section we introduce the contact process in Broman’s randomly evolving
environment, where infected vertices recover at rate δ0 in environment 0 and
recover at rate δ1 in environment 1. Assume that 0 ≤ δ0 ≤ δ1, p ∈ [0,1] and γ> 0.

We begin with the one-dimensional static version investigated in [12]. Let
(Bn)n∈Z be a sequence of i.i.d. random variables with distribution Ber(p). The
transition rates of the contact process (ξt )t≥0 on Z in the environment (Bn)n∈Z
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3.1 Broman’s Randomly Evolving Environment 33

is given by

c(n,η) =
{∣∣ηt ∩ {n −1,n +1}

∣∣ if η(n) = 0,

δBn if η(n) = 1.

Theorems 1 and 2 of [12] provide upper bounds on the rate of growth and show
that (ξt )t≥0 has an intermediate phase, respectively:

Theorem 3.1.1. Set Ω∞ := {ξ0
t ̸= ; for t ≥ 0}, ϱn := inf

{
t ≥ 0

∣∣ n ∈ ξ0
t

}
and δc :=

sup{δ> 0 |Pδ (Ω∞) > 0}, where Pδ is the law of the process when δ1 = δ0 = δ.
Suppose that δ1 > δc and δ0 = 0. Then the limit

γ⊥(δ1) := lim
n→∞−n−1 logP

(
sup
t≥0

supξ0
t ≥ n

)
exists. Moreover,

(a) If γ⊥(δ1) <− log p, then ϱn/n converges almost surely on Ω∞ to a positive
number as n →∞.

(b) If γ⊥(δ1) ≥− log p, then for ε> 0,

lim
n→∞P

(∣∣logϱn/logn +γ⊥(δ1)/ log p
∣∣> ε,Ω∞

)= 0.

Theorem 3.1.2. Suppose that p < 1. There is a δc (δ1, p) > 0 such that, if δ0 <
δc (δ1, p), then for almost surely every environment e ∈ {0,1}Z,

Pe (
ξ0

t ̸= [0] for t ≥ 0
)> 0,

where Pe is the distribution of the contact process in the fixed environment e.

Next, we turn to the contact process in the randomly evolving environment
on a graph G = (V ,E) investigated in [23] by Broman, which is a pair of pro-
cesses (Bt ,ξt )t≥0 with state space ({0,1}× {0,1})V . For v ∈V , Bt (v) denotes the
environment that vertex v sees and ξt (v) denotes the state of v at time t . The
transition rates of vertex v at time t are given by Table 3.1. Denote by πq the
product measure of Ber(q) on V for q ∈ [0,1].

Broman’s main tool (Theorem 1.4 of [23]) is to couple the point process
of recovery marks in the graphical representation of the contact process in
a randomly evolving environment, which is embedded in a hidden Markov
chain, with the Poisson point process in the graphical representation of ordinary
contact processes:

Theorem 3.1.3. Let (Bt , X t )t≥0 be a Markov process on {0,1}×N0 with initial
distribution B0 ∼ Ber(p) and X0 = 0, and with transition rates given by Table 3.2.
Let τk := inf{ t ≥ 0 | X t = k } for k ∈N, and let X := {τk | k ∈N }. Define

λmax(δ0,δ1,γ, p) := max{λ≥ 0 | Poiλ ⪯ X } ,
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3.1 Broman’s Randomly Evolving Environment 34

from to at rate
(0,0) (1,0) γp
(0,1) (1,1) γp
(1,0) (0,0) γ(1−p)
(1,1) (0,1) γ(1−p)
(0,0) (0,1)

∑
u∼v ξt (u)

(1,0) (1,1)
∑

u∼v ξt (u)
(0,1) (0,0) δ0

(1,1) (1,0) δ1

Table 3.1: Transition rates of (Bt ,ξt )t≥0

from to at rate
(0,k) (1,k) γp
(1,k) (0,k) γ(1−p)
(0,k) (0,k +1) δ0

(1,k) (1,k +1) δ1

Table 3.2: Transition rates of (Bt , X t )t≥0

λmin(δ0,δ1,γ, p) := min{λ≥ 0 | X ⪯ Poiλ } .

Then λmin(δ0,δ1,γ, p) = δ1 for p > 0, and

λmax(δ0,δ1,γ, p) = 1

2

(
δ0 +δ1 +γ−

√
(δ1 −δ0 −γ)2 +4γ(1−p)(δ1 −δ0)

)
.

In case δ0 = δ1 = δ, (ξv
t )t≥0 is an ordinary contact process, and we denote

by δc1 and δc2 the critical values of (ξv
t )t≥0, i.e., (ξv

t )t≥0 dies out when δ > δc2,
(ξv

t )t≥0 survives weakly when δc1 < δ< δc2, and (ξv
t )t≥0 survives strongly when

δ< δc1. We repeat the phase transition obtained in Theorem 1.8 and Proposition
1.9 of [23] as follows:

Theorem 3.1.4. Suppose that v ∈V , δ1 <∞, B0 ∼πp and D ∈N is the maximum
degree of G.

(a) Assume that δc1 < δ0 < δc2 < δ1. There exists a pc2 = pc2(δ0,δ1,γ) ∈ [0,1]
such that (ξv

t )t≥0 dies out if p > pc2 and survives weakly if p < pc2. Moreover,
pc2 < 1 if γ> δc2 −δ0, and pc2 > 0 if γ≥ D.

(b) Assume that δ0 < δc1 ≤ δc2 < δ1. There exist pc2 = pc2(δ0,δ1,γ) ∈ [0,1] and
pc1 = pc1(δ0,δ1,γ) ∈ [0,1] such that pc1 ≤ pc2, (ξv

t )t≥0 dies out if p > pc2,
survives weakly if pc1 < p < pc2, and survives strongly if p < pc1. Moreover,
pc2 < 1 if γ> δc2 −δ0, pc1 < 1 if γ> δc1 −δ0, and pc1, pc2 > 0 if γ≥ D.

(c) Assume that δ0 < δc1 < δ1 < δc2. There exists a pc1 = pc1(δ0,δ1,γ) ∈ [0,1]
such that (ξv

t )t≥0 survives weakly if p > pc1 and survives strongly if p < pc1.
Moreover, pc1 < 1 if γ> δc1 −δ0, and pc1 > 0 if γ≥ D.

(d) Fix i ∈ {1,2} and assume that δ0 < δci . Then

limsup
γ→∞

pci (δ0,δ1,γ) ≤ δci −δ0

δ1 −δ0
.

Remark 3.1.5. Broman conjectured that 0 < pc1, pc2 < 1 holds under a weaker
condition, and the limit of pci (δ0,δ1,γ) as γ→∞ exists.
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3.2 Remenik’s Dynamic Random Environment 35

Finally, Theorems 1.2 and 1.4 of [25] show that the survival probability is
independent of the initial distribution and that the critical process dies out,
respectively:

Theorem 3.1.6. Assume that G = Zd , 0 < δ0 ≤ δ1, q ∈ [0,1] and A ⊆ Zd with

|A| <∞. Denote by (ξ
πq ,A
t )t≥0 the infection process with ξ0 = A and B0 ∼πq . Set

pc (q, A) := inf
{

p > 0
∣∣∣P(

ξ
πq ,A
t ̸= ; for t > 0

)
> 0

}
,

where inf; := 1. Then pc (q, A) is independent of both A and q. Moreover, if

pc ∈ (0,1] and p = pc , then (ξ
πq ,A
t )t≥0 dies out.

3.2 Remenik’s Dynamic Random Environment

In this section we introduce the contact process in Remenik’s dynamic random
environment, which was first investigated in [24]. Different from Broman’s
model in Section 3.1, Remenik’s model adds an additional blocked state −1 to
each vertex. Once a vertex is blocked, it must first be unblocked and return to
the healthy state 0. Remenik claims that his model is natural: if a vertex becomes
uninhabitable, then the infection disappears.

First, we follow the way in [24] to construct the model and its graphical
representation. The contact process (ξt )t≥0 in Remenik’s dynamic random en-

vironment on Zd is a Markov process with state space {−1,0,1}Z
d

and with
transition rates of vertex x at time t given by

0 −→ 1 at rate λ
∑

y∼x ξt (y)
1 −→ 0 at rate 1

0,1 −→ −1 at rate α

−1 −→ 0 at rate αδ

The graphical representation of (ξt )t≥0 is constructed by placing symbols on
Zd × [0,∞) according to the set{

Rx ,I x,y ,Bx ,U x
∣∣∣ x, y ∈Zd , |x − y | = 1

}
of independent Poisson point processes on [0,∞). Here, for x, y ∈ Zd with∣∣x − y

∣∣= 1,

• the intensity of Rx is 1, and we put a recovery mark at (x, t ) for t ∈Rx .
• the intensity of I x,y is λ, and we put an infection arrow from (x, t ) to (y, t )

for t ∈I y,z .
• the intensity of Bx is α, and we put a block mark at (x, t ) for t ∈Bx .
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3.2 Remenik’s Dynamic Random Environment 36

• the intensity of U x is αδ, and we put an unblock mark at (x, t ) for t ∈U x .

Consider an initial configuration ξ0, for x ∈ Zd and t ≥ 0, set ξt (x) := −1 if
max

{
s ≤ t | s ∈Bx ∪U x

} ∈Bx , or if ξ0(x) =−1 and [0, t ]∩U x =;. Set

Bt :=
{

x ∈Zd
∣∣∣ ξt (x) =−1

}
.

We say that there is an active path from (x, s) to (y, t) if there is a connected
oriented path, moving along the time lines in the increasing direction and pass-
ing along infection arrows, but without passing recovery marks and space-time
points that are set to −1. Set A0 := {

x ∈Zd
∣∣ ξ0(x) = 1

}
and

At :=
{

y ∈Zd
∣∣∣ there exists an active path from (x,0) to (y, t ) for some x ∈ A0

}
.

Then At =
{

x ∈Zd
∣∣ ξt (x) = 1

}
. We say that (ξt )t≥0 survives if

P
(

At ̸= ;
∣∣∣ A0 = {0},B0 =Zd \ {0}

)
> 0, t ≥ 0.

Otherwise, we say that (ξt )t≥0 dies out.
The attractiveness and the monoticity properties follow from the graphical

representation (see Section 1 and Propostion 2.1 of [24]):

Theorem 3.2.1. Let µ1 and µ2 be two probability measures on {−1,0,1}Z
d

with
µ1 ⪯µ2. Then ξµ1

t ⪯ ξµ2
t for t ≥ 0. Consequently, the following two weak limits

v̄ := lim
t→∞ξ

[1]
t , v := lim

t→∞ξ
[−1]
t

exist, where [−1] is the configuration with all vertices blocked. Moreover, they are
invariant, and any invariant measure v satisfies v ⪯ v ⪯ v̄ .

Theorem 3.2.2. Consider another contact process (ξ′t )t≥0 in Remenik’s dynamic
random environment on Zd with parameters λ′, α′ and δ′. Assume that (ξt )t≥0

survives. If λ<λ′, α=α′ and δ= δ′, or if λ=λ′, α=α′ and δ< δ′, then (ξ′t )t≥0

also survives.

Moreover, Remenik’s model satisfies the self-duality relation (Propostion
2.2 of [24]). To present the result, we define the probability measure νA on

{−1,0,1}Z
d

for A ⊆Zd as follows: −1’s are chosen first according to their equilib-
rium measure µδ and then 1’s are placed at every site in A that is not blocked by
a −1. Here, the equilibrium measure µδ is given by the product measure

µδ ({ξ | ξ(x) =−1}) = 1−µδ ({ξ | ξ(x) ̸= −1}) = 1

1+δ , x ∈Zd .
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Theorem 3.2.3. Assume that U ,V ,W ⊆Zwith U or V finite. Then

PνU (At ∩V ̸= ;,Bt ∩W ̸= ;) =PνV (At ∩U ̸= ;,B0 ∩W ̸= ;) .

Finally, we repeat the results on phase transition and complete convergence
that appear as Theorems 1 and 2 of [24]:

Theorem 3.2.4. (a) If λ< (α+1)λc (Zd ), then (ξt )t≥0 dies out.
(b) There exists a δp > 0 such that (ξt )t≥0 dies out for any λ, α and δ< δp .
(c) If λ̄(λ,α,δ) > (α+1)2dλc (Zd ), then (ξt )t≥0 survives. Here,

λ̄(λ,α,δ) := 1

2

(
2dλ+α(1+δ)−

√
(2dλ−α(1+δ))2 +8dαλ

)
.

Theorem 3.2.5. Denote by τ := inf{ t ≥ 0 | At =; } the extinction time of (ξt )t≥0.
Then, for any initial distribution µ,

ξ
µ
t

d−→Pµ (τ<∞) v +Pµ (τ=∞) v̄ ,

where v̄ and v are the upper and lower invariant measures of (ξt )t≥0 defined in
Theorem 3.2.1, respectively.

3.3 Dynamic Bond Percolation (Setup)

Instead of putting vertices in a dynamic random environment, edges can also
open and close randomly, and infections can only be transmitted via open edges.
In this section we give the graphical representation of the contact process on dy-
namic bond percolation and introduce the research in [43] in the homogeneous
setting.

We begin with the construction. Let G = (V ,E) be a connected graph with
bounded degree. Let λ := (λx)x∈V , p := (pe )e∈E and v := (ve )e∈E be sequences of
numbers in (0,∞), [0,1] and (0,∞), respectively. For an environment g ∈ {0,1}E ,
we interpret the value 1 and 0 of the state g (e) of an edge e ∈ E as open and closed,
respectively. Let

GR := {
C e ,O e ,I e ,Rx

∣∣ e ∈ E , x ∈V
}

(3.3.1)

be a set of independent Poisson point processes on [0,∞), where C e , O e , I e

and Rx have intensity ve (1−pe ), ve pe , λe and 1, respectively. Set

Ge
t :=


Ge

0, if [0, t ]∩ (C e ∪O e ) =;,

1, if max([0, t ]∩ (C e ∪O e )) ∈O e ,

0, if max([0, t ]∩ (C e ∪O e )) ∈C e ,

t ≥ 0,e ∈ E .
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Here, max; :=∞. See Figure 3.1, where we place a purple line segment at t ∈C e

and an olive line segment at t ∈O e for e ∈ E . We fill the area where the edge is
closed with gray, and place recovery marks and infection arrows in the same way
as in Section 1.1.

Z

−3

−2

−1

0

1

2

3

time t1 2 3

Figure 3.1: The (partial) graphical representation of (ξt )t≥0 in
case G =Z, λe = 1.2, pe = 0.6 and ve = 2.5 for e ∈ E .

Different from ordinary contact processes, only infections via open edges are
valid. An active path in V × [0,∞) is a connected oriented path that moves along
the time lines in the increasing direction and along the valid infection arrows,
but without passing any recovery marks. See the green line in Figure 3.1 for an
example. Define the infection process (ξt )t≥0 on {0,1}V by setting ξt (x) := 1 if and
only if there exists an active path from (y,0) to (x, t) for some y ∈ ξ0, for t > 0
and x ∈V . Namely, there exists a non-decreasing sequence (ti )n

i=0 of times and
a sequence (xi )n

i=0 of vertices satisfying:

• t0 = 0, ξ0(x0) = 1, tn = t and xn = x.
• For 0 ≤ i ≤ ⌊(n −1)/2⌋, x2i = x2i+1 and [t2i , t2i+1]∩Rx2i =;.
• For 0 ≤ i ≤ ⌊n/2⌋−1, t2i+1 = t2i+2 and t2i+1 ∈ VI{x2i+1,x2i+2}, where

VIe := {
t ∈I e

∣∣ Ge
t = 1

}
. (3.3.2)

Clearly,
{

(Ge
t )t≥0

∣∣ e ∈ E
}

is a set of independent continuous-time Markov
chains on {0,1}, where each (Ge

t )t≥0 evolves as follows:

0 → 1 at rate ve pe , 1 → 0 at rate ve (1−pe ).

The continuous-time Markov chain (Gt )t≥0 with state space {0,1}E given by
Gt (e) :=Ge

t for t ≥ 0 and e ∈ E is called dynamic bond percolation on G with den-
sity p and speed v . Writing Gt ({x, y}) as Gt (x, y) should cause no confusion. Then
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3.3 Dynamic Bond Percolation (Setup) 39

the process (Gt ,ξt )t≥0 is called the contact process on dynamic bond percolation
with infection rate λ, density p and speed v on G . We call (ξt )t≥0 the ordinary
contact process with infection rate λ on G if pe = 1 for e ∈ E . For convenience,
we introduce the following notation:

• For two sequences a := (ae )e∈E and a ′ := (a′
e )e∈E , we write a ≤ a ′ if ae ≤ a′

e
for e ∈ E .

• Let πp denote the product measure
⊗

e∈E Ber(pe ) on {0,1}E .
• For A ⊆G and a probability measure µ on {0,1}E , we denote by (Gµ

t )t≥0 a

copy of (Gt )t≥0 with G0 ∼µ, and denote by (ξµ,A
t )t≥0 a copy of the infection

process starting with G0 ∼µ and ξ0 = A. We write (ξ
πp ,A
t )t≥0 as (ξA

t )t≥0.
• Ifλ is a sequence of with valueλ, then “with infection rateλ” should cause

no confusion. The same holds for “with density p”, “with speed v”, and
the product measure πp .

• We write P to denote the joint probabililty measure for dynamic bond per-
colation and the infection process, which may be emphasized by writing
their parameters as subscripts of P.

We list three basic properties as follows, where the first two can be checked
in a standard way, and the proof of Theorem 3.3.1 (c) will be given in Section 4.2:

Theorem 3.3.1. Let A,B ⊆V , and let µ and ν be probability measures on {0,1}E .
(a) If G0 ∼πp , then Gt ∼πp for t ≥ 0.

(b) If A ⊆ B, then ξµ,A
t ⪯ ξµ,B

t for t ≥ 0.

(c) If µ⪯ ν, then Gµ
t ⪯Gν

t and ξµ,A
t ⪯ ξν,A

t for t ≥ 0.

Finally, we introduce the following three monoticity properites:

Theorem 3.3.2. Let A ⊆ V , and let µ be a probability measure on {0,1}E . Let
(G ′

t ,ξ′t )t≥0 be the contact process on dynamic bond percolation with infection
rate λ′, density p ′ and speed v ′ on G.
(a) If λ≤λ′, p = p ′ and v = v ′, then ξµ,A

t ⪯ ξ′µ,A
t .

(b) If λ=λ′, p ≤ p ′ and v = v ′, then ξµ,A
t ⪯ ξ′µ,A

t and ξA
t ⪯ ξ′At .

(c) (ξ
πp ,A
t )t≥0 is stochastically dominated from above by the ordinary contact

process on G with infection rate λ, and from below by the ordinary contact
process on G with infection rate λ̃ given by

λ̃e := 1

2

(
λe + ve −

√
(λe + ve )2 −4λe ve pe

)
, e ∈ E . (3.3.3)

Remark 3.3.3. Theorem 3.3.2 follows from a coupling of the point processes
of valid infections in the graphical representation. We will give the proof of
Theorems 3.3.2 (a) and 3.3.2 (b) to make the thesis self-contained, while The-
orem 3.3.2 (c) follows from Theorem 3.1.3, and a simpler version appears as
Proposition 2.2 of [43], which can be generalised without revising the proof.
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3.4 Dynamic Bond Percolation (Homogeneous)

In Section 3.3 we have encountered the graphical representation and some basic
properties of the contact process on dynamic bond percolation. In this section
we introduce the research in [43] under a homogeneity condition, i.e., the graph
is vertex-transitive and the parameters are constant.

Let G = (V ,E) be a vertex-transitive graph with infinitely many vertices and
finite constant degree, and let (Gt ,ξt )t≥0 be the contact process on dynamic
bond percolation on G with infection rate λ > 0, density p ∈ (0,1) and speed
v > 0. Recall that (ξA

t )t≥0 starts with G0 ∼ πp and ξ0 = A. The authors of [43]
define the critical value and immunity region as follows:

Definition 3.4.1. The critical value λc (G , v, p) of (Gt ,ξt )t≥0 is defined by

λc (G , v, p) := inf
{
λ> 0

∣∣Pλ,v,p
(
ξx

t ̸= [0] for t > 0
)}

, x ∈V.

The immunity region I(G) is defined by

I(G) := {
(v, p)

∣∣ v ∈ (0,∞), p ∈ (0,1),λc (G , v, p) =∞}
.

The choice of x does not affect the critical value. Section 2.1 of [43] points out
that λc (G , v, p) is the same for any initial condition that contains a positive but
finite number of infected vertices. The word immunity is appropriate since
(ξt )t≥0 dies out for any infection rate λ> 0 if (v, p) is in the immunity region.

Besides the monotonicity properties in Theorem 3.3.2, the contact process
on dynamic bond percolation in the homogeneous setting satisfies the following
extra monotonicity property:

Theorem 3.4.2. Let (G ′
t ,ξ′t )t≥0 be the contact process on dynamic bond percola-

tion on G with infection rate λ′ > 0, density p ′ ∈ (0,1) and speed v ′ > 0. If p = p ′,
v ≤ v ′ and λv ′ ≤λ′v, then ξA

t/v ⪯ ξ′At/v ′ for t ≥ 0 and A ⊆V .

The idea behind the property is explained in Section 3.2 of [43], although the
property itself is not explicitly stated. This result is natural since the ratios of the
recovery rate, the infection rate and the edge switching rate matters, not their
actual values. We will not prove this theorem, since we will provide a generalised
version Theorem 4.1.4 in Section 4.1.

With these monoticity properties, results on the critical value can be de-
rived. Here, Theorem 3.4.3 (a) follows from Theorem 3.3.2 (a), Theorem 3.4.3 (b)
appears as Proposition 2.1 of [43] and follows from Theorem 4.1.4, and Theo-
rem 3.4.3 (c) appears as Theorem 2.9 of [43] and follows from Theorem 3.1.3.

Theorem 3.4.3. (a) The function p 7→λc (G , v, p) is nonincreasing for v > 0.
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3.4 Dynamic Bond Percolation (Homogeneous) 41

(b) The function v 7→ v−1λc (G , v, p) is nonincreasing for p ∈ (0,1).
(c) λ1(G) ≤ λc (G , v, p) ≤ λ̂(G , v, p), where λ1(G) is the weak survival critical

value of the contact process on G, and

λ̂(G , v, p) =
{
λ1(G)(v −λ1(G))/(v p −λ1(G)) if v p >λ1(G),

∞ otherwise.

However, Theorem 3.4.3 is not enough to describe the shape of the immunity
region, which is useful for practical application. Theorem 2.3, Theorem 2.6,
Corollary 2.8 and Theorem 2.9 of [43] give the expected shape of the immunity
region shown in Figure 1 of [43].

Theorem 3.4.4. (a) For any p ∈ (0,1], pλc (G , v, p) converges to the weak sur-
vival critical value of the contact process on G as v →∞.

(b) For all v > 0 there is a p0(G , v) ∈ (0,1) such that λc (G , v, p) = ∞ for all
p < p0(G , v).

(c) There exists a p1(G) ∈ (0,1) such that λc (G , v, p) < ∞ for every p > p1(G)
and v > 0, while for every p < p1(G) there exists a v > 0 with λc (G , v, p) =∞.

(d) Fix v ∈ (0,1). For any p < p0(G , v) there are constants β0,β1 > 0 (which may
depend on p and v but not on λ), such that, for any A ⊆V ,

E
[
inf

{
t ≥ 0

∣∣ ξA
t ̸= [0]

}]≤β0 log |A|+β1.

Finally, we introduce the results for G =Zd or Z. Theorem 2.4 of [43] gives a
slightly different version for the case G =Z:

Theorem 3.4.5. (a) For all p ∈ [0,1), limv→0λc (Z, v, p) =∞.
(b) Suppose that G =Z and fix p ∈ (0,1). For v small enough there are constants

β0,β1 > 0 (which may depend on p, v and λ) such that, for any A ⊆Z,

E
[
inf

{
t ≥ 0

∣∣ ξA
t ̸= [0]

}]≤β0 log |A|+β1.

Remark 3.4.6. We may guess that larger values of v promote the infection, since
they make it easier for infected vertices to infect previously unreachable vertices.
However, according to Remark 2.5 of [43], the effect of v is necessarily subtler.
By Theorem 1.2.8 the extinction time of the supercritical contact process on
{1, . . . ,n} is exponential in n. Note that, with a large probability, at least one
vertex in A is contained in a connected interval in G0 of logarithmic length in A.
Hence, the extinction time inf

{
t ≥ 0

∣∣ ξA
t ̸= [0]

}
is polynomial in |A| in the static

case. When compared to the logarithm extinction time in Theorem 3.4.5 (b), the
authors of [43] find that the infection process in the static environment is more
resilient than the same infection process on a slightly dynamic environment.

Theorem 1.1 of [48] extends Theorem 3.4.5 (a) to Zd :
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Theorem 3.4.7. Let d ≥ 2, and let pc (Zd ) be the critical density for Bernoulli
bond percolation on Zd . Then

lim
v↓0

λc (Zd , v, p) =∞ if p < pc (Zd ),

sup
v≥0

λc (Zd , v, p) <∞ if p > pc (Zd ).

Recall p1(G) defined in Theorem 3.4.4 (c). This theorem shows that p1(Zd ) ≤
pc (Zd ). We know that p1(Z) < 1 = pc (Z), but it remains an open question
whether strict inequality holds for d ≥ 2.

3.5 Dynamic Bond Percolation (Long Range)

In Section 3.4 we have introduced the contact process on dynamic bond percola-
tion in a homogeneous setting. In this section, we turn to the latest research [50]
for the contact process on dynamic bond percolation in a more general setting.

We begin with the setting. Let G = (V ,E) be a complete graph, and let p =
(pe )e∈E and v = (ve )e∈E be sequences of numbers in [0,1] and (0,∞), respectively.
Let γ> 0 and q ∈ (0,1]. Let (Gt ,ξt )t≥0 be the contact process with dynamic edges
on G with infection rate λ> 0, density p̃ = (p̃e )e∈E and speed ṽ = (ṽe )e∈E , where

p̃e := qpe , ṽe := γve , e ∈ E .

Assume that G0 ∼πp̃ . To ensure that the transition rates of (ξt )t≥0 are finite, we
assume that ∑

y∈V \{x}
v{x,y}p{x,y} <∞,

∑
y∈V \{x}

v−1
{x,y} <∞, x ∈V.

Remark 3.5.1. We repeat the reason to assume the two inequalities in Section 1
of [50], since this also explains the words “long range” in the title of this section.
Let (V , Ẽ) be a vertex-transitive subgraph of (V ,E) with finite constant degree,
and equip (V ,E) with the distance between edges defined in (V , Ẽ). The two
inequalities imply that v{x,y}p{x,y} → 0 and v{x,y} →∞ as

∣∣x − y
∣∣ →∞. Namely,

the proability that an edge connecting two vertices with a long distance is open
is very small and, thus, infection over long distance becomes more unlikely as
the distance increases. Moreover, the second inequality assumes that all egdes
attached to a vertex are updated in a finite time.

It is non-trivial to see whether or not ξt stays finite starting with ξ0 finite,
and whether or not a vertex will connect to infinitely many neighbours via open
edges at some time. Thanks to Propositions 5.6 and 5.7 of [50], we need not
worry too much:
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Theorem 3.5.2. (a) If ξ0 is finite, then E [ξt ] <∞ for t ≥ 0.
(b) If A ⊆V is finite, then (Gt ,ξA

t )t≥0 is a well-defined Feller process on {0,1}V ∪E .

Next, we turn to the weak survival critical value λc (γ, q) defined by

λc (γ, q) := inf
{
λ≥ 0

∣∣Pλ,γ,q
(
ξA

t ̸= ; for t ≥ 0
)> 0

}
, A ⊆V ,0 < |A| <∞.

Note that λc (γ, q) does not depend on A. Theorem 2.1 of [50] shows that λc (γ, q)
coincides with the critical value defined by weak convergence:

Theorem 3.5.3. λc (γ, q) equals the infimum of λ> 0 such that (Gt ,ξ[1]
t ) does not

converge weakly to πp̃ ⊗δ[0] as t →∞.

Theorem 2.2 and Corollary 2.3 of [50] utilize coupling in Theorem 3.3.2 (c) to
obtain the following result for fast speed:

Theorem 3.5.4. Let λ̄c (γ, q) and λ∞
c (q) be the weak survival critical values of the

ordinary contact process on G, starting with one infected vertex, with infection
rates (āe (λ,γ, q))e∈E and (λqpe )e∈E , respectively, where

āe (λ,γ, q) := 1

2

(
λ+γve −

√
(λ+γve )2 −4ve peλγq

)
, e ∈ E .

Then λc (γ, q) ≤ λ̄c (γ, q) and

limsup
γ→∞

λc (γ, q) ≤ lim
γ→∞ λ̄c (γ, q) =λ∞

c (q) <∞.

Similar to Theorem 3.4.4, [50] also provides results on the immunity region
(see Definition 3.4.1) in Theorem 2.4, Corollary 2.5 and Theorem 2.6:

Theorem 3.5.5. (a) For γ> 0, there exists a q0(γ) ∈ (0,1] such that λc (γ, q) =∞
for q < q0(γ). Moreover, the function γ 7→ q0(γ) is non-increasing on (0,∞).

(b) For q ∈ (0,1], there exists a γ0(q) ∈ [0,∞) such that λc (γ, q) =∞ for γ< γ0(q)
and λc (γ, q) <∞ for γ> γ0(q).

(c) There exists a q1 ∈ (0,1] such that limγ→0λc (γ, q) =∞ for q < q1. Moreover,
q1 = 1 if G is the complete graph on Z, and∑

y∈N
y v{0,y}p{0,y} <∞,

∑
y∈N

y v−1
{0,y} <∞.

3.6 Other Variants

In this section we present contact processes on long range percolation on Z
in [29] and on lattices with dynamic range in [47], which are two variants of
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dynamic bond percolation. The former is a static model, while in the latter, each
vertex updates the range within which it can transfer infection, independently.

We begin with long range percolation Gs on Z with exponent s > 1. Let
E := {

{i , j }
∣∣ i , j ∈Z, i ̸= j

}
, and let Gs be the random element on {0,1}E such that,

independently,
P

(
Gs(i , j ) = 1

)= ∣∣i − j
∣∣−s .

We identify Gs with the edge set
{

(i , j ) ∈ E
∣∣ Gs(i , j ) = 1

}
. Note that Gs is locally

finite if and only if s > 1. Let λ1(Gs) denote the weak survival critical value of the
contact process on (Z,Gs). By the ergodicity of Gs , there is an λ1(s) ≥ 0 such that
λ1(Gs) =λ1(s) almost surely. Theorem 1.1 of [29] is the following:

Theorem 3.6.1. inf{ s > 1 |λ1(s) > 0} ≤ 102.

Next, we construct the graphical representation of the contact process with
dynamic range on Zd and list the main results of [47]. Let

∣∣x − y
∣∣ denote the

distance between vertices x and y in Zd . Let E := {
(x, y)

∣∣ x, y ∈Zd , x ̸= y
}
, and

let N be a random variable onN0. Let

GR :=
{
Rx ,I e ,T e , Nx,n

∣∣∣ x ∈Zd ,e ∈ E ,n ∈N
}

(3.6.1)

be a set of independent random elements, where Rx , I e and T e are Poisson
point processes on [0,∞) with intensity 1, λ and 1, respectively, and Nx,n is a
random variable with the same distribution as N . Define the nth time Tx,n when
vertex x ∈Zd updates its range as

Tx,0 := 0, Tx,n := min
{

t ∈T x
∣∣ t > Tx,n−1

}
, n ≥ 1.

The range rx(t ) of x ∈Zd at time t is given by

rx(t ) := Nx,n , t ∈ [Tx,n−1,Tx,n).

Note that, for a pair (x, y) of distinct vertices, the event that x is in the range of
y and the event that y is in the range of x are independent. Hence, unlike for
the graphical representation in Sections 1.1 and 3.3, we place a recovery mark ◦
at (x, t) ∈Zd × [0,∞) for x ∈Zd and t ∈Rx , and we place an infection arrow →
from (x, t ) and (y, t ) for (x, y) ∈ E and t ∈I (x,y). Define the point process VI(x,y)

of valid infections on (x, y) ∈ E by

VI(x,y) := {
t ∈I (x,y)

∣∣ ∣∣x − y
∣∣≤ rx(t )

}
, (x, y) ∈ E .

An active path in Zd × [0,∞) is a connected oriented path that moves along
the time lines in the increasing direction and along the valid infection arrows, but
without passing any recovery marks. Define the contact process with dynamic
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range (ξt )t≥0 on Zd as follows. For t > 0 and x ∈Zd , set ξt (x) := 1 if and only if
there exists an active path from (y,0) to (x, t ) for some y ∈ ξ0. We omit the formal
definition, since it is similar to the one in Section 3.3.

Theorems 1.1 and 1.2 in [47] are about the phase transition:

Theorem 3.6.2. Let ϑ(λ) :=P(
ξ0

t ̸= ; for t ≥ 0
)
.

(a) If E
[
N d

]<∞, then there exists a λ> 0 such that ϑ(λ) = 0.
(b) If limsupn→∞ nP

(
N d ≥ n

)> 0, then ϑ(λ) > 0 for all λ> 0.
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Chapter 4
Contact Processes in Random
Environments II

This chapter investigates the contact process in Broman’s randomly evolving
environment with δ0 = 0 (see Section 3.1) and on dynamic bond percolation
(see Section 3.3). We aim to obtain non-trivial conditions for stochastic ordering
of infection processes with different parameters. In Section 4.1 we introduce
our idea and present some results on the contact process on dynamic bond
percolation, whose proofs are covered in Sections 4.2 to 4.5. In Section 4.2 we
prove several monotonicity properties by coupling the Poisson point processes
in the graphical representation. Section 4.3 delves into coupling of two renewal
processes with different lifetime distributions via hazard rates, which serves as a
crucial ingredient. In Section 4.4 we calculate and analyse the hazard rates of
the lifetime distribution and delay distribution of the renewal process in which
the point process of valid infections is embedded in. Combining the results of
Sections 4.3 and 4.4, we derive a non-trivial monotonicity property in Section 4.5.
In Section 4.6 we apply the same method to the contact process in Broman’s
randomly evolving environment with δ0 = 0. Finally, in Section 4.7 we discuss
interesting open questions.

4.1 Introduction

In this section we introduce our ideas and present the results for the contact
process on dynamic bond percolation. The vital ingredient is Theorem 4.1.5,
and the main results are Theorems 4.1.12 to 4.1.14.

We begin with preliminary definitions and notation. For a probability dis-
tribution L, we denote by L(x), fL(x) and LL(z) its cumulative distribution
function, probability density function and Laplace transform, respectively.

Definition 4.1.1. Let L be a probability distribution with probability density
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function fL . The hazard rate rL of L is defined by

rL(x) := fL(x)

1−L(x)
, x ∈R,L(x) ̸= 1.

Definition 4.1.2. Let (Xn)n∈N be a sequence of nonnegative independent ran-
dom variables on [0,∞), where the distribution of Xn is L for n ≥ 2, and the
distribution of X1 is D . Define Yt := supn∈N0

{
∑n

i=1 Xi ≤ t } for t ≥ 0.
(a) We call (Yt )t≥0 the D-delayed L-renewal process if D ̸= L. Otherwise, we call

(Yt )t≥0 the zero-delayed L-renewal process.
(b) We call (Yt )t≥0 the stationary L-renewal process if the mean µ of L is finite

and D(x) =µ−1
∫ x

0 (1−L(y))dy .
We call L the lifetime distribution, D the delay distribution, Sn :=∑n

i=0 Xi the nth
(renewal) epoch, and the set {Sn | n ∈N } the epoch set of (Yt )t≥0. Moreover, we
denote by RP(D,L) and RP(L) the epoch set of the D-delayed L-renewal process
and the epoch set of the zero-delayed L-renewal process, respectively.

For the literal meaning of stationarity and its equivalence with the definition in
Definition 4.1.2 (b), we refer the reader to Section 4.2 of [22].

Let G = (V ,E) be a graph. Let λ = (λe )e∈E , λ′ = (λ′
e )e∈E , p = (pe )e∈E , p ′ =

(p ′
e )e∈E , v = (ve )e∈E and v ′ = (v ′

e )e∈E be sequences of numbers in (0,∞), (0,∞),
[0,1], [0,1], (0,∞) and (0,∞), respectively. Let (Gt ,ξt )t≥0 be the contact process
on dynamic bond percolation with infection rate λ, density p and speed v on
G . We stick to the notation introduced in Section 3.3, including the graphical
represention given by (3.3.1), the point process of valid infections given by (3.3.2),
the product measure πp on {0,1}E , etc. Let µ be a probability distribution on
{0,1}E , and let π1 denote πp with pe = 1 for e ∈ E .

A symbol with ′ means that it is defined in the same way as the symbol
without ′ but for the contact process (G ′

t ,ξ′t )t≥0 on dynamic bond percolation
on G with infection rate λ′, density p ′ and speed v ′ rather than λ, p and v . For
example,

GR′ := {
C ′e ,O ′e ,I ′e ,R′x ∣∣ e ∈ E , x ∈V

}
is the set of independent Poisson point processes for the graphical represen-
tation of (G ′

t ,ξ′t )t≥0, VI′e is the point process of valid infections via edge e of
(G ′

t ,ξ′t )t≥0, etc.
Next, we introduce our ideas and results in this chapter. We have already

seen Theorems 3.3.2 (a) and 3.3.2 (b), and we aim to find additional sufficient
conditions for the following coupling:

ξ
π1,A
t ⪯ ξ′π1,A

t , t ≥ 0, A ⊆V , (4.1.1)

ξ
µ,A
t ⪯ ξ′µ,A

t , t ≥ 0, A ⊆V , (4.1.2)
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ξ
πp ,A
t ⪯ ξ′πp′ ,A

t , t ≥ 0, A ⊆V. (4.1.3)

Conditions involving v are especially interesting, since Remark 3.4.6 reveals the
subtlety of the effect of the speed v . We first exploit coupling of the Poisson point
processes in the graphical representation to obtain the following two theorems,
which show that the effect of v on the contact process can be dominated in some
sense by the effect of p or the effect of λ. Here, Theorem 4.1.3 is a new result
and Theorem 4.1.4 is a generalization of Theorem 3.4.2.

Theorem 4.1.3. If λ =λ′ and
1−p ′

e
1−pe

≤ ve
v ′

e
≤ p ′

e
pe

for e ∈ E, then (4.1.2) and (4.1.3)

hold.

Theorem 4.1.4. Let α ∈ (0,1]. Assume that λe ≤ αλ′
e , pe = p ′

e and ve = αv ′
e

for e ∈ E. Then ξµ,A
t ⪯ ξ′µ,A

αt for t ≥ 0 and A ⊆V .

Next, we consider the coupling of ξt and ξ′t at a deeper level. Instead of
coupling the Poisson point processes in the graphical representation, we couple
VIe and VI′e directly, just like we did for ordinary contact processes. Define

VIe
t := ∣∣{ s ≤ t

∣∣ s ∈ VIe }∣∣ , t ≥ 0,e ∈ E .

We will prove in Theorem 4.1.8 that (VIe
t )t≥0 is a renewal process. Then the

question is: When can two renewal processes be coupled such that the epoch
set of one renewal process is a subset of the epoch set of the other? We made
a survey of the literature on coupling of renewal processes. Most papers focus
on coupling of two renewal processes with the same lifetime distribution and
different delays. However, the idea of separating the hazard rate of the lifetime
distribution in Brown’s paper [4] inspires us to construct a coupling to prove the
following theorem and corollaries.

Theorem 4.1.5. Let L, L′, D and D ′ be probability distributions on [0,∞) with
L(x), L′(x), D(x), D ′(x) < 1 for x ∈R. If

rD (x) ≤ rD ′(x), rD (u +x) ≤ rL′(x), rL(u +x) ≤ rL′(x), u, x ≥ 0, (4.1.4)

then RP(D,L) ⪯ RP(D ′,L′). Moreover, Poic ⪯ RP(D,L) ⪯ PoiC , where

c := inf{rD (x),rL(x) | x ≥ 0} , C := sup{rD (x),rL(x) | x ≥ 0} .

The condition for two stationary renewal process is simpler.

Corollary 4.1.6. Let L and L′ be probability distributions on [0,∞) with finite
mean µ and µ′, respectively. Assume that L(x), L′(x) < 1 for x ∈R. Let D and D ′

be probability distributions on [0,∞) given by D(x) = µ−1
∫ x

0 (1−L(y))dy and
D ′(x) =µ′−1

∫ x
0 (1−L′(y))dy for x ≥ 0.
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(a) If rD (u + x) ≤ rL′(x) and rL(u + x) ≤ rL′(x) for u, x ≥ 0, then RP(D,L) ⪯
RP(D ′,L′).

(b) If rL is non-increasing and rL ≤ rL′ , then RP(D,L) ⪯ RP(D ′,L′).

Since RP(L) and RP(L,L) are the same, the following corollary for zero-delayed
renewal processes is immediate.

Corollary 4.1.7. Let L and L′ be two probability distributions on [0,∞) with
L(x),L′(x) < 1 for x ∈R.
(a) If rL(u +x) ≤ rL′(x) for u, x ≥ 0, then RP(L) ⪯ RP(L′).
(b) If 0 < c ≤ rL(x) ≤C for x ∈ [0,∞), then Poic ⪯ RP(L) ⪯ PoiC .
(c) If rL or rL′ is non-increasing and rL(x) ≤ rL′(x) for x ≥ 0, then RP(L) ⪯ RP(L′).

To apply Theorem 4.1.5, we need to compute the hazard rate of the lifetime
distribution of (VIe

t )t≥0. The first step is to calculate the Laplace transform of its
lifetime distribution. For convenience, we view λ, p and v as functions of e, and
we omit e when focusing on a single edge. Define two probability distributions
L and D by their Laplace transforms

LL(z) = λ(z +pv)

z2 + z(λ+ v)+λpv
, LD (z) = λpv

z2 + z(λ+ v)+λpv
. (4.1.5)

Theorem 4.1.8. (a) If Ge
0 = 1, then (VIe

t )t≥0 is the zero-delayed L-renewal pro-
cess.

(b) If Ge
0 = 0, then (VIe

t )t≥0 is the D-delayed L-renewal process.
(c) If Ge

0 ∼ Ber(pe ), then (VIe
t )t≥0 is the stationary L-renewal process.

We proceed to calculate and analyse the hazard rates rL and rD of L and D ,
respectively. Define

z1 := λ+ v −√
(λ+ v)2 −4λpv

2
, z2 := λ+ v +√

(λ+ v)2 −4λpv

2
, (4.1.6)

a1 :=λpv − z1

z2 − z1
, a2 :=λpv − z2

z1 − z2
, b := z1z2

z2 − z1
. (4.1.7)

Theorem 4.1.9. Suppose that p ∈ (0,1). The hazard rates rL and rD are given by

rL(x) = a1 exp(−z1x)+a2 exp(−z2x)
a1
z1

exp(−z1x)+ a2
z2

exp(−z2x)
, x ≥ 0, (4.1.8)

rD (x) = exp(−z1x)−exp(−z2x)
1
z1

exp(−z1x)− 1
z2

exp(−z2x)
, x ≥ 0. (4.1.9)

Moreover, rL(0) =λ, rD (0) = 0, limx→∞ rL(x) = limx→∞ rD (x) = z1, and

drL

dx
(x) =− λ(1−p)v

(1−L(x))2
exp(−(λ+ v)x) < 0, x ≥ 0, (4.1.10)

drD

dx
(x) = λpv

(1−D(x))2
exp(−(λ+ v)x) > 0, x ≥ 0. (4.1.11)
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The reader may have noticed that z1 equals λ̃e defined in (3.3.3), which we
will explain in Remark 4.4.2. With Corollary 4.1.6 (b), Corollary 4.1.7 (b) and
Theorem 4.1.9, we get a generalised version of Theorem 3.3.2 (c):

Theorem 4.1.10. If λe ≤ z ′
1(e) for e ∈ E, then (4.1.1) and (4.1.3) hold.

By analysing z1, we obtain the following corollary of Theorem 4.1.10:

Theorem 4.1.11. (a) Fix λ, p , v , p ′ and v ′. If λe < p ′
e v ′

e for e ∈ E, then there
exists a λ′

0 = (λ′
e,0)e∈E such that (4.1.1) and (4.1.3) hold for any λ′ ≥λ′

0.
(b) Fix λ, p , v , λ′ and v ′. If λe < min(λ′

e , v ′
e ) for e ∈ E, then there exists a

p ′
0 = (p ′

e,0)e∈E such that p ′
0,e < 1 for e ∈ E and (4.1.1) and (4.1.3) hold for

any p ′ ≥ p ′
0.

(c) Fix λ, p , v ,λ′ and p ′. If λe <λ′
e p ′

e for e ∈ E, then there exists a v ′
0 = (v ′

e,0)e∈E

such that (4.1.1) and (4.1.3) hold for any v ′ ≥ v ′
0.

The advantage of Theorem 4.1.5 over Theorem 3.1.3 lies in the possibility to
couple two renewal processes without an intermediate Poisson point process.
We prepare for this by proving the following theorem.

Theorem 4.1.12. Consider the following two conditions:

λ≤λ′, v +2z ′
1 ≥λ+λ′+ v ′, λ(1−p)v ≤λ′(1−p ′)v ′, z1 ≤ z ′

1. (4.1.12)

λ≤λ′, v +2z ′
1 ≥λ+λ′+ v ′, λ(1−p)v ≤λ′(1−p ′)v ′,

λpv <λ′p ′v ′, λ+ v ≥λ′+ v ′. (4.1.13)

If (4.1.12) holds, then rL ≤ rL′ . If (4.1.13) holds, then rL ≤ rL′ and rD ≤ rD ′ .

Almost immediately we have the following two theorems:

Theorem 4.1.13. Consider all parameters as functions of e ∈ E. If (4.1.12) holds
for e ∈ E, then (4.1.1) and (4.1.3) hold. If (4.1.13) holds for e ∈ E, then both (4.1.2)
and (4.1.3) hold.

Theorem 4.1.14. Fix λ, p , v , p ′ and v ′. If z1(e) < v ′
e p ′

e for e ∈ E, then there exists
a λ′

0 = (λ′
e,0)e∈E such that (4.1.1) and (4.1.3) hold for any λ′ ≥λ′

0.

Since z1(e) <λe , Theorem 4.1.14 is an extension of Theorem 4.1.11 (a). This is
because we directly compare rL and rL′ instead of comparing them with the
constant hazard rate of an intermediate Poisson point process. In fact, we will
see in Remark 4.5.4 that the estimate for λ′

e,0 in Theorem 4.1.13 is fairly good.

• In Section 4.2, we prove Theorem 3.3.1 (c) as promised, and prove The-
orems 3.3.2 (a), 3.3.2 (b), 4.1.3 and 4.1.4 by coupling the Poisson point
processes in the graphical representation.

• In Section 4.3, we construct a coupling via hazard rates to prove Theo-
rem 4.1.5 and Corollary 4.1.6.

• In Section 4.4, we prove Theorems 4.1.8 and 4.1.9.
• In Section 4.5, we prove Theorems 4.1.10 to 4.1.14.
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4.2 Coupling of Graphical Representation

In this section we first prove Theorem 3.3.1 (c), Theorem 3.3.2 (a) and Theo-
rem 3.3.2 (b) as promised in Section 3.3, and then prove Theorem 4.1.3 and
Theorem 4.1.4. The proofs rely only on coupling, although the ideas behind the
last two theorems are not as straightforward as those behind the first three.

We begin with the notation for coupling. Recall the graphical representations

GR := {
C e ,O e ,I e ,Rx

∣∣ e ∈ E , x ∈V
}

, GR′ := {
C ′e ,O ′e ,I ′e ,R′x ∣∣ e ∈ E , x ∈V

}
of (ξt )t≥0 and (ξ′t )t≥0. A symbol with ˆ means that it is a copy in the coupling.
For example, Ĉ e , Ô e , Î e and R̂x are the corresponding point processes in ĜR
to C e , O e , I e and Rx , respectively.

Next, we give the proofs of Theorem 3.3.1 (c), Theorem 3.3.2 (a) and Theo-
rem 3.3.2 (b).

Proof of Theorem 3.3.1 (c). Assume that µ ⪯ v . Then there exists a coupling
((Ĝe

0)e∈E , (Ĝ ′e
0 )e∈E ) of (Ge

0)e∈E and (G ′e
0 )e∈E such that Ĝe

0 ≤ Ĝ ′e
0 for e ∈ E . More-

over, set ĜR := GR and ĜR
′

:= GR. Fix e ∈ E . Let T e := min(C e ∪O e ). When
t ≥ T e , Ĝe

t = Ĝ ′e
t = 1 if max

{
s ≤ t |C e ∪O e

}
is in O e , and Ĝe

t = Ĝ ′e
t = 0 otherwise.

When t < T e , Ĝe
t ≤ Ĝ ′e

t , since Ĝe
t = Ĝe

0 and Ĝ ′e
t = Ĝ ′e

0 . Then Ĝe
t ≤ Ĝ ′e

t for t ≥ 0, and

hence V̂I
e ⪯ V̂I

′e
. Therefore, ξ̂µ,A

t ⪯ ξ̂µ′,A
t for t ≥ 0.

Proof of Theorem 3.3.2 (a). Assume that λ≤λ′, p = p ′ and v = v ′. Let

ĜR
′

:= GR′, ĜR := {
C ′e ,O ′e ,Î e ,Rx

∣∣ e ∈ E , x ∈V
}

,

where Î e is obtained from I ′e by keeping each point independently with prob-
ability λe /λ′

e . Then (ĜR,ĜR
′
) is a coupling of GR and GR′. Note that the only

difference between ĜR and ĜR
′

is that Î e ⪯ Î ′e for e ∈ E . Therefore V̂I
e ⪯ V̂I

′e

for e ∈ E . By the definition of the infection process, we have ξ̂µ,A
t ⪯ ξ̂′µ,A

t for t ≥ 0,

i.e., ξµ,A
t ⪯ ξ′µ,A

t for t ≥ 0.

Proof of Theorem 3.3.2 (b). Assume that λ=λ′, p ≤ p ′ and v = v ′. For e ∈ E , let
(xe

n)n∈N be a Poisson point process on [0,∞) with intensity ve , and let (M e
n)n∈N

be a sequence of i.i.d. random variables with

P
(
M e

1 = 0
)= pe , P

(
M e

1 = 1
)= p ′

e −pe , P
(
M e

1 = 2
)= 1−p ′

e .

Define

Ĉ e := {
xn

∣∣ n ∈N, M e
n = 1 or 2

}
, Ô e := {

xn
∣∣ n ∈N, M e

n = 0
}

,
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Ĉ ′e := {
xn

∣∣ n ∈N, M e
n = 2

}
, Ô e := {

xn
∣∣ n ∈N, M e

n = 0 or 1
}

,

and
ĜR := {

Ĉ e , Ô e ,I e ,Rx
∣∣ e ∈ E , x ∈V

}
,

ĜR
′

:= {
Ĉ ′e , Ô ′e ,I e ,Rx

∣∣ e ∈ E , x ∈V
}

.

Then (ĜR,ĜR
′
) is a coupling of GR and GR′, and the only difference between ĜR

and ĜR
′

is that
Ĉ e ⊇ Ĉ ′e , Ô e ⊆ Ô ′e . (4.2.1)

Note that, for n ∈ N and t ∈ [xn , xn+1), Ĝe
t = 1 if xn ∈ Ô e and Ĝe

t = 0 if xn ∈ Ĉ e .

Hence, V̂I
e ∩[x1,∞) ⊆ V̂I

′e ∩[x1,∞). Since P
(
Ge

0 = 1
)=P(

G ′e
0 = 1

)
, we can couple

Ge
0 and G ′e

0 such that Ĝe
0 = Ĝ ′e

0 . Then V̂I
e ∩ [0, x1) = V̂I

′e ∩ [0, x1). Thus, ξ̂µ,A
t ⪯ ξ̂′µ,A

t

for t ≥ 0, i.e., ξµ,A
t ⪯ ξ′µ,A

t for t ≥ 0. Together with Theorem 3.3.1 (c), we obtain

that ξ
πp ,A
t ⪯ ξ′πp′ ,A

t for t ≥ 0.

Moving on to Theorem 4.1.3, we first connect the effects of p and v . The
motivation behind the result is to know more about the effect of v . Although
[43] points out the subtlety of the role of v , and [43, 48] focus on the asymptotic
behaviour as the speed v tends to 0 or ∞, they do not investigate the effect of
varying ve between 0 and ∞.

Proof of Theorem 4.1.3. The assumption implies that

pe ≤ p ′
e , pe ve ≤ p ′

e v ′
e , (1−pe )ve ≥ (1−p ′

e )v ′
e .

Let Ô e be the Poisson point process obtained from O ′e by keeping each point
independently with probability pe ve /p ′

e v ′
e , and let Ĉ ′e be the Poisson point

process obtained from C e by keeping each point independently with probability
v ′

e (1−p ′
e )/ve (1−pe ). Define

ĜR := {
C e , Ô e ,I e ,Rx

∣∣ e ∈ E , x ∈V
}

, ĜR
′

:= {
Ĉ ′e ,O ′e ,I e ,Rx

∣∣ e ∈ E , x ∈V
}

.

Then (ĜR,ĜR
′
) is a coupling of GR and GR′ with (4.2.1). With arguments similar

to those in the last part of the proof of Theorem 3.3.2 (b), we obtain (4.1.2) and
(4.1.3).

Finally, we prove Theorem 4.1.4 by scaling the time of all the Poisson point
processes in the graphical representation of (ξ′t )t≥0.

Proof of Theorem 4.1.4. For a point process N on [0,∞), let αN := {αx | x ∈ N }.
Compare

GR = {
C e ,O e ,I e ,Rx

∣∣ e ∈ E , x ∈V
}

,
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αGR′ := {
αC ′e ,αO ′e ,αI ′e ,αR′x ∣∣ e ∈ E , x ∈V

}
.

By assumption, for e ∈ E and x ∈V ,

C e d=αC ′e , O e d=αO ′e , I e ⪯αI ′e , Rx ⪰αR′x .

Hence, GR and αGR′ can be coupled such that (ξt )t≥0 has fewer valid infections
and more recoveries than (ξ′αt )t≥0 in the graphical representation, which implies
the result.

4.3 Coupling of Renewal Processes via Hazard Rates

As mentioned in Section 4.1, VIe is the epoch set of a renewal process, and we
seek conditions for VIe ⪯ VI′e . Hence we make a digression into renewal theory.
With the help of hazard rates, we couple two renewal processes such that the
epoch set of one renewal process is a subset of the epoch set of the other.

We begin with notation and a preliminary property of the hazard rate.

Definition 4.3.1. For a cumulative distribution function F (x), the corresponding
survival function is given by F̄ (x) := 1−F (x), x ∈R. Provided that F (u) ̸= 1, the
survival function F̄u of F at age u ≥ 0 is defined by

F̄u(x) := 1{x<0} +1{x≥0}F̄ (u +x)/F̄ (u), x ∈R.

Given a survival function Ḡ , we denote by G the corresponding cumulative
distribution function, which is given by G(x) = 1−Ḡ(x).

It is known that for a distribution F on [0,∞) with F ̸= 1,

F̄ (x) = exp

(
−

∫ x

0
rF (s)ds

)
, F̄u(x) = exp

(
−

∫ u+x

u
rF (s)ds

)
, x,u ≥ 0. (4.3.1)

Next, we turn to coupling of renewal processes with different lifetime distri-
butions. Let L, L′, D and D ′ be probability distributions on [0,∞) with L(x), L′(x),
D(x), D ′(x) < 1 for x ∈ R. Note that ′ does not represent the derivative. Recall
that we denote by L(x), fL(x) and rL(x) the cumulative distribution function,
probability density function and hazard rate of L, respectively. We need the
defective distribution functions K0 and Hu for our coupling.

Definition 4.3.2. A non-decreasing and right-continuous function G : R→ [0,1]
is called a defective distribution function if

lim
x→−∞G(x) > 0 or lim

x→∞G(x) < 1.
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Lemma 4.3.3. Assume that rD (x) ≤ rD ′(x) and rD (u +x) ≤ rL′(x) for u, x ≥ 0. Set

K̄0(x) := 1{x<0} +1{x≥0}
D̄ ′(x)

D̄(x)
, H̄u(x) := 1{x<0} +1{x≥0}

L̄′(x)

D̄u(x)
, x ∈R,u ≥ 0.

Then K0 and Hu are possibly defective distribution functions.

Proof. By the definition of K̄0 and H̄u , we have K̄0(x) = H̄u(x) = 1 for x ≤ 0. The
right-continuity of K̄0 is ensured by D̄(x) > 0 and the right-continuity of D̄ ′(x)
and D̄(x). Similarly, H̄u(x) is also right-continuous. Moreover, K̄0(x) and H̄u(x)
are non-increasing in x, since by (4.3.1), for x2 ≥ x1 ≥ 0,

K̄0(x2)

K̄0(x1)
=D̄ ′(x2)D̄(x1)

D̄ ′(x1)D̄(x2)
= exp

(∫ x2

x1

rD (s)− rD ′(s)ds

)
≤ 1,

H̄u(x2)

H̄u(x1)
= L̄′(x2)D̄(u +x1)

L̄′(x1)D̄(u +x2)
= exp

(∫ x2

x1

rD (u + s)− rL′(s)ds

)
≤ 1.

Hence, K0(x) and Hu(x) are possibly defective distribution functions.

The following theorem illustrates the coupling we are after.

Theorem 4.3.4. Assume that rD (x) ≤ rD ′(x) and rD (u+x) ≤ rL′(x) for u, x ≥ 0. Let
K0 and Hu be the possibly defective distributions given in Lemma 4.3.3. Construct
X ′

1, X ′
2, . . . and X as follows:

• In Step 1, let Z1 and W1 be two independent random variables such that

Z1 ∼ D, W1 ∼ K0.

Set X ′
1 := min(Z1,W1) and go to Step 2.

• In Step m with m ≥ 2, let Zm and Wm be two random variables that are
conditionally independent of each other and of (Z1,W1), . . . , (Zm−1,Wm−1)
given

∑m−1
i=1 Wi such that(

Zm

∣∣∣∣∣m−1∑
i=1

Wi = u

)
∼ Du ,

(
Wm

∣∣∣∣∣m−1∑
i=1

Wi = u

)
∼ Hu .

Set X ′
m := min(Zm ,Wm) and go to Step m +1.

Then (X ′
n)n∈N is a sequence of independent random variables with

X ′
1 ∼ D ′, X ′

n ∼ L′ for n ≥ 2, X :=
N∑

i=1
X ′

i ∼ D, (4.3.2)

where N := inf{n ∈N | Zn ≤Wn }. Moreover, P (N =∞) = 0.
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Proof. First, we prove that (X ′
n)n∈N is a sequence of independent random vari-

ables with X ′
1 ∼ D ′ and X ′

n ∼ L′ for n ≥ 2. Since X ′
1 is the minimum of indepen-

dent random variables Z1 and W1, we have

P
(
X ′

1 > x
)=P (Z1 > x)P (W1 > x) = D̄(x)K̄0(x) = D̄ ′(x), x ≥ 0.

For u ≥ 0, let Z∗
u and W ∗

u be independent random variables with distributions
Du and Hu , respectively. Then, for m ≥ 2, X ′

m is independent of X ′
1, . . . , X ′

m−1
and has distribution L′ because of the following formulas:(

X ′
m

∣∣ (Wi , Zi ) = (wi , zi ), i = 1, . . . ,m −1
)∼ min

(
Z∗∑m−1

i=1 wi
,W ∗∑m−1

i=1 wi

)
,

P
(
min(Z∗

u ,W ∗
u ) > x

)=P(
Z∗

u > x
)
P

(
W ∗

u > x
)= D̄u(x)H̄u(x) = L̄′(x), x ≥ 0.

Second, we prove that X ∼ D. On the event {N <∞}, X ′
N = ZN and X ′

i =Wi for
1 ≤ i ≤ N −1. Set Z∞ = 0 and X =∑N−1

i=1 Wi +ZN . Note that P
(∑∞

i=2 Wi =∞)= 1,
since, for x0 > 0 and i ≥ 2,

P (Wi > x0) ≥ inf
u≥0

H̄u(x0) = inf
u≥0

(L̄′(x0)/D̄u(x0)) ≥ L̄′(x0) > 0.

Thus, for x > 0, there exists an m ≥ 2 such that
∑m−1

i=1 Wi < x ≤∑m
i=1 Wi , and

P (X > x |W1 = w1, . . . ,Wm−1 = wm−1,Wm = wm , . . .)

=P (Z1 > w1)
m−1∏
i=2

P

(
Zi > wi

∣∣∣∣∣ i−1∑
j=1

W j =
i−1∑
j=1

w j

)
P

(
m−1∑
i=1

wi +Zm > x

)

=D̄(w1)

(
m−1∏
i=2

D̄∑i−1
j=1 w j

(wi )

)
D̄∑m−1

i=1 wi

(
x −

m−1∑
i=1

wi

)

=D̄(w1)
D̄(w1 +w2)

D̄(w1)
· · · D̄

(∑m−1
i=1 wi +x −∑m−1

i=1 wi
)

D̄
(∑m−1

i=1 wi
)

=D̄(x), w1, . . . , wm−1, wm , . . . ≥ 0.

Therefore X ∼ D. Finally, since X =∑N−1
i=1 Wi +ZN and P

(∑∞
i=1 Wi =∞)= 1, we

have P (N =∞) ≤P (X =∞) = 0.

The following corollary is the special case of Theorem 4.3.4 where D = L and
D ′ = L′:

Corollary 4.3.5. Assume that rL(u + x) ≤ rL′(x) for u, x ≥ 0. Then there exist a
random variable N with P (N <∞) = 1, and a sequence of independent random
variables (X ′

n)n∈N, such that

X ′
n ∼ L′ for n ∈N, X :=

N∑
i=1

X ′
i ∼ L. (4.3.3)
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Before we apply the coupling, we explain the construction in Theorem 4.3.4.
As we have mentioned earlier, we want to couple the epoch sets of two renewal
processes (VIe

t )t≥0 and (VI′et )t≥0. The only relevant result we were able to find
appears in [4], where Brown constructs a random variable N and a sequence
of independent random variables (X ′

n)n∈N satisfying (4.3.3) under either of the
following conditions:

• L′ has an increasing mean residual life (IMRL). Namely, E [X ] < ∞ and
E [X − t | X > t ] is non-decreasing in t ≥ 0 for the random variable X with
distribution L′. Moreover,

L(x) =
∫ x

0
L̄′(y)dy

/∫ ∞

0
L̄′(y) dy, (4.3.4)

• rL′ is non-increasing, and there exists a probability distribution H on [0,∞)
such that

L̄(x) =
∫ ∞

0

L̄′(x + y)

L̄′(y)
dH(y), (4.3.5)

Note that (4.3.4) and the IMRL condition imply that rL′ is non-increasing. In-
deed, Brown’s result constructs a coupling of epoch sets of the zero-delayed
L′-renewal process and the L-delay L′-renewal process. The idea is to decom-
pose the hazard rate of L′ into two parts, where one part provides epochs for
both processes and the other provides epochs for the renewal process with
more epochs. Inspired by this idea, we conjecture that the coupling only de-
pends on rL and rL′ , and we manage to extend Brown’s result to Theorem 4.3.4
and Corollary 4.3.5. Furthermore, we give an intuitive reason for the idea in
Remark 4.3.6.

Remark 4.3.6. We explain the relation between the decomposition of the hazard
rate into two parts and the assumption in Corollary 4.3.5. The aim is to construct
a random variable N satisfying (4.3.3). Define

q(u, x) :=P
(

N = m

∣∣∣∣∣ m−1∑
i=1

X ′
i = u, N > m −1, X ′

m = x

)
, u, x ≥ 0.

RP(L′)

RP(L)

X ′
1 X ′

2
· · · X ′

m−1 X ′
m = x

· · · · · ·
u x

Figure 4.1: Coupling of RP(L) and RP(L′)
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See Figure 4.1. Given N > m−1, N = m is equivalent to Zm ≤Wm . Together with
X ′

i =Wi for i < N and X ′
m = min(Zm ,Wm), we get

q(u, x) =P
(

Zm ≤Wm

∣∣∣∣∣ m−1∑
i=1

Wi = u, N > m −1,min(Zm ,Wm) = x

)
.

We condition on
∑m−1

i=1 Wi = u and N > m −1. By the proof of Theorem 4.3.4,
min(Zm ,Wm) ∼ L′. Moreover, Zm ∼ Lu and Wm ∼ Hu . Thus, the probability
density of the event min(Zm ,Wm) = x and Zm ≤Wm , i.e., x = Zm ≤Wm , is

fLu (x)H̄u(x),

where fLu (x) is the density function of Lu . Then we get

q(u, x) = fLu (x)H̄u(x)

fL′(x)
= d

dx

(
1− L̄(u +x)

L̄(u)

)
L̄′(x)

L̄u(x)

1

fL′(x)

= 1

L̄(u)

d

dx
L(u +x)

L̄(u)

L̄(u +x)

L̄′(x)

fL′(x)

= fL(u +x)

L̄(u +x)

L̄′(x)

fL′(x)
= rL(u +x)

rL′(x)
.

Hence, we need the condition rL(u + x) ≤ rL′(x) for u, x ≥ 0 to ensure q(u, x) ≤
1. Conditional on u = ∑m−1

i=1 X ′
i , X > u and X ′

m = x, we set X = ∑m
i=1 X ′

i with
probability q(u, x) = r (u +x)/r ′(x), which amounts to decomposing the hazard
rate into two parts.

With the coupling in Theorem 4.3.4 and Corollary 4.3.5, we are ready to prove
Theorem 4.1.5.

Proof of Theorem 4.1.5. Assume that (4.1.4) holds. Let(
(X ′(1)

n )n∈N, N (1), X (1)) and
(
X ′(m)

n )n∈N, N (m), X (m))
m≥2

be a copy of
(
(X ′

n)n∈N, N , X
)

in Theorem 4.3.4 satisfying (4.3.2) and a sequence
of independent copies of

(
(X ′

n)n∈N, N , X
)

in Corollary 4.3.5 satisfying (4.3.3), re-
spectively. For n ∈N, let α(n) be the non-negative integer such that

∑α(n)
i=1 N (i ) ≤

n <∑α(n)+1
i=1 N (i ), and let β(n) := n −∑α(n)

i=1 N (i ). Set

S′
n :=

α(n)∑
i=1

N (i )∑
j=1

X ′(i )
j +

β(n)∑
i=1

X ′(α(n)+1)
i , Sn :=

n∑
i=1

X (i ), n ∈N.

It can be easily checked that
(
(Sn)n∈N, (S′

n)n∈N
)

is a coupling of RP(D,L) and

RP(D ′,L′) by the construction of X (i ) and X ′(i )
j . Moreover, since Sn = S′∑n

i=1 N (i ) for

n ∈N, we have {Sn | n ∈N } ⊆ {
S′

n

∣∣ n ∈N}
, and thus RP(D,L) ⪯ RP(D ′,L′).
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Recall that, for α > 0, Poiα is the epoch set of the Exp(α)-delayed Exp(α)-
renewal process, and the hazard rate of Exp(α) is the constant α on [0,∞). By
what we have just proved and the definition of c and C , we have Poic ⪯ RP(D,L) ⪯
PoiC .

Finally, we prove Corollary 4.1.6 by Theorem 4.1.5 and Lemma 4.3.7.

Lemma 4.3.7. Let f and g be measurable functions on a Borel subset D of R
with f (x) ≥ 0 and g (x) > 0 for x ∈ D. Assume that

∫
D g (x)dx <∞. Then

inf
x∈D

f (x)

g (x)
≤

∫
D f (x)dx∫
D g (x)dx

≤ sup
x∈D

f (x)

g (x)
.

Proof. Let α := infx∈D ( f (x)/g (x)) and β := supx∈D ( f (x)/g (x)). Then αg (x) ≤
f (x) ≤βg (x) for x ∈ D , and the lemma follows from

α

∫
D

g (x)dx ≤
∫

D
f (x)dx ≤β

∫
D

g (x)dx.

Proof of Corollary 4.1.6. We prove that rL ≤ rL′ implies rD ≤ rD ′ , and that the
non-increasingness of rL implies rD ≤ rL . With these two claims, Corollary 4.1.6
is a direct corollary of Theorem 4.1.5.

First, we assume rL ≤ rL′ . Note that

rD (x) = fD (x)

1−D(x)
= µ−1(1−L(x))

1−µ−1
∫ x

0 1−L(y)dy
= L̄(x)∫ ∞

x L̄(y)dy
, x ≥ 0. (4.3.6)

A similar formula holds for rD ′(x) and, thus, in order to prove rD ≤ rD ′ , it suffices
to prove that

L̄(x)

L̄′(x)
≤

∫ ∞
x L̄(y)dy∫ ∞
x L̄′(y)dy

. (4.3.7)

Note that L̄(x)/L̄′(x) is non-decreasing in x, since rL ≤ rL′ and

L̄(x)

L̄′(x)
= exp

(−∫ x
0 rL(t )dt

)
exp

(−∫ x
0 rL′(t )dt

) = exp

(∫ x

0
rL′(t )− rL(t )dt

)
.

Then (4.3.7) follows from Lemma 4.3.7.
Next, we assume that rL is non-increasing. By (4.3.6), we have

rD (x) = L̄(x)∫ ∞
x L̄(y)dy

= exp
(−∫ x

0 rL(t )dt
)∫ ∞

x exp
(−∫ y

0 rL(t )dt
)

dy

= 1∫ ∞
x exp

(−∫ y
x rL(t )dt

)
dy

≤ 1∫ ∞
x exp(−(y −x)rL(x))

= rL(x), x ≥ 0.
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After identifying sufficient conditions for coupling of epoch sets of renewal
processes, we investigate necessary conditions as a supplement.

Theorem 4.3.8. Assume that the epoch set of an F -renewal process is stochasti-
cally dominated by the epoch set of an F ′-renewal process (there is no condition
on the first epoch of both renewal processes). Then F ≤ F ′.

Proof. Let {Sn | n ∈N } and
{

S′
n

∣∣ n ∈N}
be the epoch sets of an F -renewal pro-

cess and an F ′-renewal process, respectively, such that

{Sn | n ∈N } ⊆ {
S′

n

∣∣ n ∈N}
.

Then there exists an n ∈N such that P
(
S1 = S′

n

)> 0, since P
(⋃∞

i=1{S1 = S′
i }

)= 1.
Let A := {

S1 = S′
n

}
. Then P

(
A,S2 −S1 ≥ S′

n+1 −S′
n

)=P (A), i.e.,

P
(
S2 −S1 ≥ S′

n+1 −S′
n

∣∣ A
)= 1. (4.3.8)

Otherwise, S′
n < S2 < S′

n+1 with a positive proability, which contradicts that S2

coincides with an epoch in
{

S′
n

∣∣ n ∈N}
.

Note that S2 −S1 is independent of S1, and S′
n+1 −S′

n is independent of S′
n .

Therefore S2 −S1 and S′
n+1 −S′

n are independent of A. Hence

P (S2 −S1 ≤ x | A) = F (x), P
(
S′

n+1 −S′
n

∣∣ A
)= F ′(x), x ≥ 0.

Together with (4.3.8), we get F ≤ F ′.

4.4 The Point Process of Valid Infections

In this section we prepare to apply the coupling of renewal processes in Sec-
tion 4.3 to obtain conditions for VIe ⪯ VI′e . After introducing the hypoexponential
distribution, we first prove that VIe is an L-renewal process (Theorem 4.1.8), and
then we calculate and analyse the hazard rates of the lifetime distribution and
delay distribution of (VIe

t )t≥0 (Theorem 4.1.9). Throughout this section, fix e ∈ E ,
and for convenience write λe , pe and ve as λ, p and v , respectively.

To simplify the notation, we denote by HypoExpn(λ1, . . . ,λn) the hypoexpo-
nential distribution with parameters λ1, . . . , λn , which is defined as the distribu-
tion of the sum of n independent random variables X1, . . . , Xn with Xi ∼ Exp(λi )
for 1 ≤ i ≤ n. By the formula for the Laplace transform of the sum of inde-
pendent exponential ly distributed random variables, the Laplace transform of
HypoExp(λ1, . . . ,λn) is

∏n
i=1λi /(λi + z).

We start by proving Theorem 4.1.8. We first prove that (VIe
t )t≥0 is a renewal

process, and then calculate the Laplace transforms of the lifetime distribution
and delay distribution, and finally prove the stationarity of (VIe

t )t≥0 when Ge
0 ∼

Ber(pe ).
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Proof of Theorem 4.1.8. Recall that (Ge
t )t≥0 jumps from 0 to 1 at rate v p and

jumps from 1 to 0 at rate v(1−p). Moreover, when the edge e is open (at state 1),
infections occur via e at rate λ. Figure 4.2 provides an intuitive description of
the dynamics of (Ge

t ,VIe
t )t≥0, where the edge is open in olive states and closed in

purple states. It is easily checked that (Ge
t ,VIe

t )t≥0 is a continuous-time Markov
chain on {0,1}×N0 with transition rates given by Table 4.1 (k ∈N0).

(1,0) (1,1) (1,2) (1,3)

(0,0) (0,1) (0,2)

λ λ λ
· · ·

···

v(1−p) v(1−p) v(1−p)

v p v p v p

Figure 4.2: Rates of (Ge
t ,VIe

t )t≥0.

from to at rate
(0,k) (1,k) v p
(1,k) (0,k) v(1−p)
(1,k) (1,k +1) λ

Table 4.1: Rates of (Ge
t ,VIe

t )t≥0.

We first prove that (VIe
t )t≥0 is a renewal process in a standard way. For k ∈N0,

set τk := inf
{

t ≥ 0
∣∣ VIe

t = k
}
. Note that Ge

τk
= 1 and VIe

τk
= k for k ∈ N. By the

strong Markov property, (τk −τk−1)k∈N is a sequence of independent random
variables. Moreover, for k ∈N, (Ge

t+τk
,VIe

t+τk
−k)t≥0 is a Markov chain with initial

state (1,0) and dynamics given by Table 4.1. For k ∈N, since

τk+1 −τk = inf
{

t > 0
∣∣ VIe

t+τk
−k = 1

}
,

we have τk+1 −τk
d= σ1, where the distributions of σ1 and σ0 (σ0 will be used

later) are given by

P (σb ∈ · ) :=P(
inf

{
t ≥ 0

∣∣ (Ge
t ,VIe

t ) = (1,1)
} ∈ · ∣∣ (Ge

0,VIe
t ) = (b,0)

)
, b ∈ {0,1}.

Moreover, τ1
d=σ1 if Ge

0 = 1, and τ1
d=σ0 if Ge

0 = 0. Hence, to prove Theorem 4.1.8,
it suffices to prove Lσ1 =LL , Lσ0 =LD and to show that τ1 makes the renewal
process (VIe

t )t≥0 stationary in the case Ge
0 ∼ Ber(p).

Next, we prove that Lσ1 =LL and Lσ0 =LD . Set

q := v(1−p)

v(1−p)+λ , l0(z) := v p

v p + z
, l1(z) := v(1−p)+λ

v(1−p)+λ+ z
, z ∈R. (4.4.1)

For n ∈N0 and b ∈ {0,1}, let A(b)
n be the event that, starting from (b,0), (Ge

t ,VIe
t )t≥0

visits (1−b,0) n times before jumping to (1,1). From Figure 4.2, it can be checked
that P(A(1)

n ) =P(A(0)
n ) = qn(1−q) for n ∈N0. Moreover, for n ∈N0,

σ1|A(1)
n ∼ HypoExp2n+1

(
v(1−p)+λ, v p, . . . , v(1−p)+λ, v p, v(1−p)+λ)

,
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σ0|A(0)
n ∼ HypoExp2n+2

(
v p, v(1−p)+λ, . . . , v p, v(1−p)+λ)

.

By the formula of Laplace transform of convolutions and mixtures, we have

LL(z) =
∞∑

n=0
qn(1−q)L

σ1|A(1)
n

(z)

=
∞∑

n=0
qn(1−q)(l1(z)l0(z))nl1(z) = (1−q)l1(z)

1−ql0(z)l1(z)
, z ∈R,

LD (z) =
∞∑

n=0
qn(1−q)L

σ0|A(0)
n

(z)

=
∞∑

n=0
qn(1−q)(l0(z)l1(z))n+1 = (1−q)l0(z)l1(z)

1−ql0(z)l1(z)
, z ∈R.

Together with (4.4.1) we obtain Lσ1 =LL and Lσ0 =LD .
Finally, we turn to the distribution of the delay τ1 of (VIe

t )t≥0 in the case

Ge
0 ∼ Ber(pe ). Note that τ1|{Ge

0 = 1}
d=σ1 ∼ L and τ1|{Ge

0 = 0}
d=σ0 ∼ D . Hence

LS(z) = pLL(z)+ (1−p)LD (z) = λp(z + v)

z2 + z(v +λ)+λv p
, z ∈R.

It can be checked that LL(z) = 1− (λp)−1zLS(z) for z ∈R. Moreover,

LL(z) =
∫ ∞

0
exp(−zx)dL(x) =−

∫ ∞

0
exp(−zx)dL̄(x)

=−exp(−zx)L̄(x)
∣∣∞
0 +

∫ ∞

0
L̄(x)d(exp(−zx))

= 1− z
∫ ∞

0
exp(−zx)L̄(x)dx, z ∈R. (4.4.2)

By the bijectivity of the Laplace transform, the probability density function
of S is fS(x) = λpL̄(x), and thus S(x) = λp

∫ x
0 L̄(y)dy . Since S is a probability

distribution, we have λp = (∫ ∞
0 L̄(x)dx

)−1
, and hence the S-delayed L-renewal

process is stationary.

However, the Laplace transforms of L and D given in (4.1.5) are not enough.
To apply couping of renewal processes, we need to calculate and analyse the
hazard rates of L and D. Before doing so, we derive some properties of z1, z2

defined in (4.1.6) and a1, a2, b defined in (4.1.7).

Theorem 4.4.1. Suppose that p ∈ (0,1). Then

z1, z2 ∈R, 0 < z1 < pv < z2, a1, a2 > 0,
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a1 +a2 =λ,
a1

z1
+ a2

z2
= 1,

b

z1
− b

z2
= 1, (4.4.3)

a1a2

(
2− z1

z2
− z2

z1

)
=λ(1−p)v, b2

(
2− z1

z2
− z2

z1

)
=−λpv. (4.4.4)

Proof. First, z1, z2 ∈R and z1 > 0, since (λ+v)2−4λpv = (λ−v)2+4λ(1−p)v > 0
and λ+ v >√

(λ+ v)2 −4λpv . Note that z1 < pv is equivalent with

λ+ v −2pv <
√

(λ+ v)2 −4λpv ,

which follows from (λ+v−2pv)2 < (λ+v)2−4λpv , i.e., 4pv2(p−1) < 0. Similarly,
we have v p < z2. Then a1, a2 > 0 follows from z1 < v p < z2 directly.

Second, a1 +a2 =λ and b
z1
− b

z2
= 1 can be checked directly. Moreover,

a1

z1
+ a2

z2
= λ(v p − z1)z2 −λ(v p − z2)z1

(z2 − z1)z1z2
= λv p(z2 − z1)

(z2 − z1)z1z2
= 1.

Finally, (4.4.4) follows from the following calculation:

2− z1

z2
− z2

z1
= 2z1z2 − z2

1 − z2
2

z1z2
=− (z2 − z1)2

λpv
,

a1a2 = λ2

(z2 − z1)2
(v p − z1)(z2 − v p) = λ2

(z2 − z1)2
v2p(1−p),

b2 = z2
1 z2

2

(z2 − z1)2
= λ2p2v2

(z2 − z1)2
.

With Theorem 4.4.1 we are ready to prove the formulas and properties of the
hazard rates in Theorem 4.1.9.

Proof of Theorem 4.1.9. First, we prove (4.1.8) and (4.1.9). Note that

LL(z) =λ z +pv

(z + z1)(z + z2)
= pv − z1

z2 − z1

λ

z + z1
+ pv − z2

z1 − z2

λ

z + z2
= a1

z + z1
+ a2

z + z2
,

LD (z) = λpv

(z + z1)(z + z2)
= z1z2

z2 − z1

(
1

z + z1
− 1

z + z2

)
= b

z + z1
− b

z + z2
.

Hence, the probability density functions fL and fD of L and D , respectively, are
given by

fL(x) = a1 exp(−z1x)+a2 exp(−z2x), x ≥ 0, (4.4.5)

fD (x) = b exp(−z1x)−b exp(−z2x), x ≥ 0. (4.4.6)

By integrating the probability density functions and using (4.4.3), we obtain

L(x) = 1− a1

z1
exp(−z1x)− a2

z2
exp(−z2x), x ≥ 0, (4.4.7)
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D(x) = 1− b

z1
exp(−z1x)+ b

z2
exp(−z2x), x ≥ 0. (4.4.8)

With (4.4.5) to (4.4.8), we obtain (4.1.8) and (4.1.9).
Next, we analyse the hazard rates rL and rD . By (4.4.3),

rL(0) = a1 +a2
a1
z1

+ a2
z2

=λ, rD (0) = 1−1
1
z1
− 1

z2

= 0.

Moreover, since 0 < z1 < z2 and a1, a2 > 0, we have

lim
x→∞rL(x) = lim

x→∞
a1 exp(−z1x)
a1
z1

exp(−z1x)
= z1, lim

x→∞rD (x) = lim
x→∞

exp(−z1x)
1
z1

exp(−z1x)
= z1.

Recall rL(x) = fL(x)/(1−L(x), (4.4.5), (4.4.7) and (4.4.4). We have

drL

dx
(x) = 1

(1−L(x))2

(
(1−L(x))

d fL

dx
(x)+ ( fL(x))2

)
= 1

(1−L(x))2
a1a2

(
2− z1

z2
− z2

z1

)
exp(−(z1 + z2)x)

=− λ(1−p)v

(1−L(x))2
exp(−(λ+ v)x) < 0.

Similarly, we have

drD

dx
(x) = 1

(1−D(x))2

(
(1−D(x))

d fD

dx
(x)+ ( fD (x))2

)
= c2

(1−D(x))2

(
z1

z2
+ z2

z1
−2

)
exp(−(z1 + z2)x)

= λpv

(1−D(x))2
exp(−(λ+ v)x) > 0.

Remark 4.4.2. It is not a coincidence that the lower bound z1 of rL is exactly the
same as λ̃e defined in (3.3.3). Assume that Ge

0 ∼ Ber(p). By Theorem 3.1.3, we
have

Poiλmax(0,λ,v,p) ⪯ VIe ⪯ Poiλmin(0,λ,v,p), (4.4.9)

where λmax(0,λ, v, p) = 1
2 (λ+ v −√

(λ+ v)2 −4λpv) = z1 and λmin(0,λ, v, p) =λ.
Meanwhile, we obtain (4.4.9) independently from Corollary 4.1.6, since rL is
non-increasing, has an upper bound λ, and has a lower bound z1. Moreover,
with Corollary 4.1.7 (b), we know that (4.4.9) also holds in the case Ge

0 = 1.

Our method replies on coupling of renewal processes, and hence cannot be
generalised to the case where δ0 ̸= 0 in Theorem 3.1.3. However, our method
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enables coupling of epoch sets of two renewal processes without an intermediate
Poisson point process, which gives more precise results (see Example 4.5.2).
With the help of the hazard rates obtained in this section, in Section 4.5 we will
apply coupling of renewal processes to prove monotonicity properties of contact
processes on dynamic bond percolation.

4.5 Coupling of Point Processes of Valid Infections

Theorem 3.3.2 (c) couples the infection process (ξt )t≥0 with an ordinary contact
process on G by coupling VIe with a Poisson point process via Theorem 3.1.3.
In this section, with the help of results in Sections 4.3 and 4.4, we first prove a
generalised version Theorem 4.1.10 of Theorem 3.3.2 (c) and its corollary The-
orem 4.1.11 independently. Moreover, we are inspired to couple two infection
processes (ξt )t≥0 and (ξ′t )t≥0 under different parameters by coupling VIe with
VI′e directly. In the second part of this section, we obtain the sufficient condi-
tion for ξt ⪯ ξ′t for t ≥ 0 in Theorem 4.1.13 and its corollary Theorem 4.1.14 by
verifying the sufficient condition for VIe ⪯ VI′e in Theorem 4.1.12 .

We begin with Theorem 4.1.10, a simple corollary of Corollary 4.1.6 (b),
Corollary 4.1.7 (b), Theorem 4.1.8 and Theorem 4.1.9.

Proof of Theorem 4.1.10. Assume that λe ≤ z ′
1(e) and Ge

0 = 1 for e ∈ E . By Theo-
rem 4.1.9, λe is an upper bound of the hazard rate of the lifetime distribution L
of VIe , and z ′

1(e) is a lower bound of the hazard rate of the lifetime distribution
L′ of VI′e . If Ge

0 = 1, then by Corollary 4.1.7 (b) we have

VIe ⪯ Poiλe ⪯ Poiz ′1(e) ⪯ VI′e , e ∈ E . (4.5.1)

Note that the hazard rate of L is non-increasing. By Theorem 4.1.8 (c) and
Corollary 4.1.6 (b), (4.5.1) also holds when Ge

0 ∼ Ber(p). Then (4.1.1) and (4.1.3)
hold.

The proof of Theorem 4.1.11 needs the following theorem on how z1 varies
as λ, p and v change:

Theorem 4.5.1. Consider z1 as a function with arguments λ> 0, p ∈ (0,1) and
v > 0. Then
(a) ∂z1/∂λ> 0 and limλ→∞ z1(λ, p, v) = pv.
(b) ∂z1/∂p > 0 and limp→1 z1(λ, p, v) = min(λ, v).
(c) ∂z1/∂v > 0 and limv→∞ z1(λ, p, v) =λp.
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Proof. (a) Note that

∂z1

∂λ
(λ, p, v) = 1

2

(
1− λ+ v −2pv√

(λ+ v)2 −4λpv

)
> 0

if and only if λ+ v −2pv <√
(λ+ v)2 −4λpv , which follows from (λ+ v −

2pv)2 < (λ+ v)2 −4λpv , i.e., v(p −1) < 0. Moreover,

lim
λ→∞

z1(λ, p, v) = lim
λ→∞

1

2

4λpv

λ+ v +√
(λ+ v)2 −4λpv

= lim
λ→∞

2pv

1+ v
λ
+

√(
1+ v

λ

)2 −4 v
λ

p
= pv.

(b) The claim follows from

∂z1

∂p
(λ, p, v) = λv√

(λ+ v)2 −4λpv
> 0,

lim
p→1

z1(λ, p, v) = 1

2

(
λ+ v −

√
(λ+ v)2 −4λv

)
= min(λ, v).

(c) Note that λ and v are exchangeable in z1(λ, p, v). Hence the result follows
in the same way as Theorem 4.5.1 (a).

With Theorem 4.5.1, we obtain Theorem 4.1.11 directly from Theorem 4.1.10.

Proof of Theorem 4.1.11. (a) Assume that λe < p ′
e v ′

e for each e ∈ E . By The-
orem 4.5.1 (a), for e ∈ E there exists a λ′

0,e such that z1(λ′
e , p ′

e , v ′
e ) > λe

for λ′
e ≥ λ′

0,e . Then, by Theorem 4.1.10, (4.1.1) and (4.1.3) hold for any
λ′ ≥ (λ′

0,e )e∈E .
(b) Assume that λe < min(λ′

e , v ′
e ) for e ∈ E . By Theorem 4.5.1 (b), for e ∈ E

there exists a p ′
0,e < 1 such that z1(λ′

e , p ′
e , v ′

e ) > λe for p ′
e > p ′

0,e . Then, by
Theorem 4.1.10, (4.1.1) and (4.1.3) hold for any p ′ ≥ (p ′

0,e )e∈E .
(c) Assume that λe <λ′

e p ′
e for e ∈ E . By Theorem 4.5.1 (c), for e ∈ E there exists

a v ′
0,e such that z1(λ′

e , p ′
e , v ′

e ) > λe for v ′
e > v ′

0,e . Then, by Theorem 4.1.10,
(4.1.1) and (4.1.3) hold for any v ′ ≥ (v ′

0,e )e∈E .

Next, we prove Theorems 4.1.12 to 4.1.14, among which Theorem 4.1.12
is the key. With rL ≤ rL′ and rD ≤ rD ′ , coupling of VIe and VI′e is immediate
from Theorem 4.1.5 and its corollaries, and Theorem 4.1.13 follows. Since the
expressions for rL and rD are too complicated to be handled directly, we turn to
the derivatives of rL and rD .
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Proof of Theorem 4.1.12. Assume that (4.1.12) holds. By Theorem 4.1.9, rL′(x) >
z ′

1 and rL(x) ≤ λ for x ≥ 0, and thus rL′(x)− rL(x) > z ′
1 −λ for x ≥ 0. Hence for

x ≥ 0,

drL′

dx
(x)

/
drL

dx
(x) = (1−L(x))2

(1−L′(x))2

λ′(1−p ′)v ′

λ(1−p)v

exp(−(λ′+ v ′)x)

exp(−(λ+ v)x)
(4.5.2)

≥ exp

(
2
∫ x

0
rL′(s)− rL(s)ds

)
exp((λ+ v −λ′− v ′)x), (4.5.3)

> exp(2(z ′
1 −λ)x)exp((λ+ v −λ′− v ′)x)

= exp((v +2z ′
1 −λ−λ′− v ′)x) ≥ 1, (4.5.4)

where (4.5.2) follows from (4.1.10), (4.5.3) follows from L̄(x) = exp
(−∫ x

0 rL(s)ds
)

and the assumption λ(1−p)v ≤λ′(1−p ′)v ′ in (4.1.12), and (4.5.4) follows from
the assumption v +2z ′

1 ≥λ+λ′+ v ′ in (4.1.12). By (4.1.10) we have drL/dx < 0,
and thus

drL′

dx
< drL

dx
< 0.

If there exists an x0 ≥ 0 such that rL(x0) > rL′(x0), then

rL(x) ≥ rL′(x)+ rL(x0)− rL′(x0), x ≥ x0.

However, by Theorem 4.1.9 and the assumption z1 ≤ z ′
1 in (4.1.12),

lim
x→∞rL(x) = z1 ≤ z ′

1 = lim
x→∞rL′(x),

which gives a contradiction. Thus rL′ ≥ rL .
Next, instead of (4.1.12), we assume that λpv < λ′p ′v ′ and λ+ v ≥ λ′+ v ′

and prove that rD (x) < rD ′(x) for x > 0 and z1 ≤ z ′
1. Together with (4.1.11) and

D̄(x) = exp
(−∫ x

0 rD (s)ds
)
, we have

drD ′

dx
(x)

/
drD

dx
(x) = (1−D(x))2

(1−D ′(x))2

λ′p ′v ′

λpv

exp(−(λ′+ v ′)x)

exp(−(λ+ v)x)

≥ exp

(
2
∫ x

0
rD ′(s)− rD (s)ds

)
. (4.5.5)

Note that drD
dx (0) =λpv <λ′p ′v ′ = drD′

dx (0). Moreover, drD
dx and

drD′
dx are continuous.

Hence there exists an x1 > 0 such that drD
dx < drD′

dx , and so rD < rD ′ on (0, x1]. If
there exists an x2 ∈ (x1,∞) such that rD (x2) = rD ′(x2) and rD (x) < rD ′(x) for
x ∈ (0, x2), then, by (4.5.5),

drD ′

dx
(x) ≥ exp

(
2
∫ x

0
rD ′(s)− rD (s)ds

)
drD

dx
(x) ≥ drD

dx
(x), x ∈ (0, x2),
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which contradicts with rD (x1) < rD ′(x1) and rD (x2) = rD ′(x2). Therefore rD (x) <
rD ′(x) for x > 0. Together with Theorem 4.1.9, we have

z1 = lim
x→∞rD (x) ≤ lim

x→∞rD ′(x) = z ′
1.

Hence, if the condition in (4.1.13) holds, then rD ≤ rD ′ , (4.1.12) holds, and hence
rL ≤ rL′ .

With Theorem 4.1.12, Theorem 4.1.13 is only a few steps away.

Proof of Theorem 4.1.13. Fix A ⊆V . First, assume that (4.1.12) and Ge
0 =G ′e

0 = 1
hold for e ∈ E . Then, by Theorem 4.1.12, rLe ≤ rL′

e
, and, by Theorem 4.1.8 (a),

(VIe
t )t≥0 and (VI′et )t≥0 are the zero-delayed Le -renewal process and L′

e -renewal
process, respectively. Note that rLe is non-increasing by Theorem 4.1.9. Hence
we have VIe ⪯ VI′e by Corollary 4.1.7 (c), which implies (4.1.1).

Second, assume that (4.1.12), Ge
0 ∼ Ber(p) and G ′e

0 ∼ Ber(p ′) hold for e ∈ E .
Then (4.1.3) follows similarly via Theorem 4.1.8 (c) and Corollary 4.1.6 (b).

Finally, assume that (4.1.13) holds for e ∈ E . Then, by Theorem 4.1.12, rLe ≤
rL′

e
and rDe ≤ rD ′

e
for e ∈ E . Without loss of generality, we assume that (Ge

0)e∈E =
(G ′e

0 )e∈E ∼ µ. Fix e ∈ E . On the event {Ge
0 = G ′e

0 = 1}, VIe ⪯ VI′e follows from
rLe ≤ rL′

e
and Corollary 4.1.7 (c). We turn to the event {Ge

0 =G ′e
0 = 0}, on which

(VIe
t )t≥0 and (VI′et )t≥0 are the De -delayed Le -renewal process and D ′

e -delayed
L′

e -renewal process, respectively. Note that rDe (u +x) ≤ z1(e) ≤ z ′
1(e) ≤ rL′

e
(x) for

u, x ≥ 0, and rLe (u + x) ≤ rLe (x) ≤ rL′
e
(x). Then VIe ⪯ VI′e follows from rDe ≤ rD ′

e

and Theorem 4.1.5. With VIe ⪯ VI′e for e ∈ E , we obtain (4.1.2). Note that (4.1.13)
implies (4.1.12) (see the proof of Theorem 4.1.12). Hence, by the second part of
this proof, (4.1.3) also holds.

We provide the following examples to show the usefulness of Theorem 4.1.13.
For the Mathematica code that we used to plot Figures 4.3 and 4.4, we refer the
reader to Appendix A.2.

Example 4.5.2. For e ∈ E , set λe , pe , ve , λ′
e , p ′

e and v ′
e to be 1, 0.6, 3.65, 1.7, 0.5,

and 2, respectively. Then the last three conditions in (4.1.12) can be checked via
the following calculation:

λ+λ′+ v ′− v −2z ′
1 ≈−0.0251191,

λv(1−p)−λ′v ′(1−p ′) =−0.24, z1 − z ′
1 ≈−0.00577591.

Thus (4.1.1) and (4.1.3) hold. See Figure 4.3 for the hazard rates. However,
we cannot apply Theorems 3.3.2 (a) to 3.3.2 (c), 4.1.3 and 4.1.4 in this setting,
since Theorem 3.3.2 (c) requires λmin(0,λ, v, p) =λ≤ z ′

1 =λmax(0,λ′, v ′, p ′), The-
orem 3.3.2 (a) requires p = p ′, Theorem 3.3.2 (b) requires v = v ′, Theorem 4.1.3
requires p ≤ p ′, and Theorem 4.1.4 requires v ≤ v ′.
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Figure 4.3: Hazard rates in Example 4.5.2 Figure 4.4: Hazard rates in Example 4.5.3

Example 4.5.3. For e ∈ E , set λe , pe , ve , λ′
e , p ′

e and v ′
e to be 1, 0.6, 3.65, 1.7, 0.58,

and 2.3, respectively. Then the last four conditions in (4.1.13) can be checked
via the following calculation:

λ+λ′+ v ′− v −2z ′
1 ≈−0.0177386, λv(1−p)−λ′v ′(1−p ′) =−0.1822,

λpv −λ′p ′v ′ ≈−0.0778, λ′+ v ′−λ− v ≈−0.65.

Thus (4.1.2) and (4.1.3) hold. See Figure 4.4 for the hazard rates. Similar with
Example 4.5.2, Theorems 3.3.2 (a) to 3.3.2 (c), 4.1.3 and 4.1.4 does not work here.

Finally, we prove Theorem 4.1.14, which is a corollary of Theorem 4.1.12 and
extends Theorem 4.1.11 (a).

Proof of Theorem 4.1.14. Assume that z1 < v ′p ′. Let f (λ′) := λ′−2z1(λ′, p ′, v ′).
Then

d f

dλ′ (λ
′) = λ′+ v ′−2v ′p ′

(λ′+ v ′)2 −4λ′p ′v ′ .

Note that d f
dλ′ ≥ 0 when λ′ ≥ (2p ′−1)v ′. Moreover, limλ′→∞ f (λ′) =∞. Hence

there exists a λ′
1 > 0 such that

f (λ′
1) ≥λ+ v ′− v, λ′

1 ≥ (2p ′−1)v ′.

By Theorem 4.5.1 (a), there exists a λ′
2 > 0 such that

z1(λ′, p ′, v ′) ≥ z1 for λ′ >λ′
2.

Hence, (4.1.12) holds for λ′ ≥λ′
0, where

λ′
0 := max

(
λ,λ′

1, (2p ′−1)v ′,
λv(1−p)

v ′(1−p ′)
,λ′

2

)
.

Hence (4.1.1) and (4.1.3) follow from Theorem 4.1.13.
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Remark 4.5.4. Theorem 4.1.14 applies (4.1.12), via which we ensure that rL′

decreases everywhere faster than rL, but rL′ remains larger than rL eventually.
This seems to be a very strong sufficient condition. But, if we set

(λ, p, v) := (1,0.6,3.65), (p ′, v ′) := (0.5,2)

in Theorem 4.1.14, then, by Example 4.5.2 and the proof of Theorem 4.1.14, we
can set λ′

0 := 1.7. We see from Figure 4.3 that 1.7 is a fairly good estimate of λ′
0.

As a supplement, we introduce the other condition in (4.5.6) for rL ≤ rL′ in
the following remark, which is already covered in Theorem 4.1.3, but shows that
Theorem 4.1.3 is non-trivial.

Remark 4.5.5. Assume λ≤λ′. If drL
dx < drL′

dx , then rL ≤ rL′ and thus ξt ⪯ ξ′t for t ≥ 0.
We can easily find a sufficient condition similar to (4.1.12):

λ<λ′, λ+ v +λ′− v ′−2z1 < 0, λ′v ′(1−p ′) ≤λv(1−p). (4.5.6)

Assume that (4.5.6) holds. Since z1 < λ ≤ λ′, we have v < v ′. Since λ < λ′, we

have 1−p ′
1−p ≤ v

v ′ . Therefore p < p ′ and hence

1−p ′

1−p
≤ v

v ′ < 1 < p ′

p
.

Hence, by Theorem 3.3.2 (a) and Theorem 4.1.3,

ξt (λ, p, v) ⪯ ξt (λ′, p, v) ⪯ ξt (λ′, p ′, v ′).

Therefore the condition in (4.5.6) is not new.

4.6 Application to Broman’s Randomly Evolving En-
vironment

In this section we apply the method presented in Sections 4.2 to 4.5 to the contact
process in Broman’s randomly evolving environment with δ0 = 0. Instead of
coupling the point processes of valid infections, we couple the point processes
of valid recoveries.

Before presenting our results, we generalise the model to an inhomogeneous
setting by assigning each vertex v ∈ V its own parameters δv > 0, pv ∈ [0,1]
and γv > 0. Similar to the graphical representation of the contact process on
dynamic bond percolation, let

GR := {
Bv ,G v ,I e ,Rv

∣∣ e ∈ E , v ∈V
}

(4.6.1)
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be a set of independent Poisson point processes on [0,∞), where the intensities
of Bv , G v , I e and Rv are (1−pv )γv , pvγv , 1 and δv , respectively. Set

B v
t :=


B v

0 , if [0, t ]∩ (Bv ∪G v ) =;,

1, if max([0, t ]∩ (Bv ∪G v )) ∈G v ,

0, if max([0, t ]∩ (Bv ∪G v )) ∈Bv ,

t ≥ 0, v ∈V.

Here, max; := ∞. See Figure 4.5, where, for v ∈ V , we place a purple line
segment at t ∈ Bv to denote that the environment of v turns bad (state 0),
and place an olive line segment at t ∈G v to denote that the environment of v
turns good (state 1). We fill the area where the vertex is in the bad environment
with gray, and place recovery marks and infection arrows in the same way as in
Section 1.1.

Z

−3

−2

−1

0

1

2

3

time t1 2 3

Figure 4.5: The (partial) graphical representation of (ξt )t≥0 in
case G =Z, δv = 1.2, pv = 0.6 and γv = 2.5 for v ∈V .

Different from ordinary contact processes, only recovery marks in the good
environment are valid. An active path in V × [0,∞) is a connected oriented
path that moves along the time lines in the increasing direction and along the
infection arrows, but without passing any valid recovery marks. For example,
the green line in Figure 3.1 specifies an active path. Define the infection process
(ξt )t≥0 on {0,1}V by setting ξt (v) := 1 if and only if there exists an active path
from (u,0) to (v, t ) for some u ∈ ξ0, for t > 0 and v ∈V . It can be checked easily
that (B v

t ,ξv
t )t≥0 has the following transition rates at time t :

from to at rate from to at rate
(0,0) (1,0) γv pv (0,0) (0,1)

∑
u∼v ξt (u)

(0,1) (1,1) γv pv (1,0) (1,1)
∑

u∼v ξt (u)
(1,0) (0,0) γv (1−pv ) (1,1) (1,0) δv

(1,1) (0,1) γv (1−pv ) (0,1) (0,0) 0
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We finish the preparation with some notation.

• Denote by VRv the point processes of valid recoveries for vertex v ∈V , i.e.,
VRv := {

t ∈Rv
∣∣ B v

t = 1
}
.

• Denote (δv )v∈V , (pv )v∈V and (γv )v∈V by δ, p and γ.
• Let µ be a probability measure on {0,1}V , and let π1 denote the Dirac

measure centred at the environment in which all vertices are good. Let πp

denote the product measure
⊗

v∈V Ber(pv ).
• A symbol with ′ means that it is defined in the same way as the symbol

without ′ but for the contact process (B ′
t ,ξ′t )t≥0 in Broman’s randomly

evolving environment on G with parameters δ′, p ′ and γ′, rather than δ,
p and γ.

We aim to find sufficient conditions for the following couplings:

ξ
π1,A
t ⪰ ξ′π1,A

t , t ≥ 0, A ⊆V , (4.6.2)

ξ
µ,A
t ⪰ ξ′µ,A

t , t ≥ 0, A ⊆V , (4.6.3)

ξ
πp ,A
t ⪰ ξ′πp′ ,A

t , t ≥ 0, A ⊆V. (4.6.4)

Note that we replace ⪯ in (4.1.1) to (4.1.3) with ⪰ here, since recoveries in the
graphical representation of the contact process in Broman’s randomly evolving
environment hinder the spread.

By the same coupling idea used to prove Theorems 4.1.3 and 4.1.4, we obtain
the following two theorems.

Theorem 4.6.1. If δv = δ′v and
1−p ′

v
1−pv

≤ γv

γ′v
≤ p ′

v
pv

for v ∈V , then (4.6.3) and (4.6.4)

hold.

Proof. The assumption implies that

pv ≤ p ′
v , γv (1−pv ) ≥ γ′v (1−p ′

v ), γv pv ≤ γ′v p ′
v .

Let B̂′v be the Poisson point process obtained from Bv by keeping each point
independently with probability γ′v (1−p ′

v )/γv (1−pv ), and let Ĝ v be the Poisson
point process obtained from G ′v by keeping each point independently with
probability γv pv /γ′v p ′

v . Define

ĜR := {
Bv , Ĝ v ,I e ,Rv

∣∣ e ∈ E , v ∈V
}

, ĜR
′

:= {
B̂′v ,G ′v ,I e ,Rv

∣∣ e ∈ E , v ∈V
}

.

Then (ĜR,ĜR
′
) is a coupling of GR and GR′ with Bv ⊇ B̂′v and Ĝ v ⊆G ′v . With

arguments similar to those in the last part of the proof of Theorem 3.3.2 (b) in
Section 4.2, we obtain (4.6.3) and (4.6.4).

71



4.6 Application to Broman’s Randomly Evolving Environment 72

Theorem 4.6.2. Let α ∈ (0,1]. Assume that δv ≤ αδ′v , pv = p ′
v and γv = αγ′v

for v ∈V . Then ξµ,A
t ⪰ ξ′µ,A

αt for t ≥ 0 and A ⊆V .

Proof. For a point process N on [0,∞), let αN := {αx | x ∈ N }. Compare

GR = {
Bv ,G v ,I e ,Rv

∣∣ e ∈ E , v ∈V
}

,

αGR′ := {
αB′v ,αG ′v ,αI ′e ,αR′v ∣∣ e ∈ E , v ∈V

}
.

By assumption, for e ∈ E and v ∈V ,

Bv d=αB′v , G v d=αG ′v , I e ⪰αI ′e , Rv ⪯αR′v .

Hence, GR and αGR′ can be coupled such that (ξt )t≥0 has more infections and
less valid recoveries than (ξ′αt )t≥0 in the graphical representation, which implies
the result.

Next, we compare VRv with VIe defined in (3.3.2). Define

VRv
t := ∣∣{ s ≤ t

∣∣ s ∈ VRv }∣∣ , t ≥ 0, v ∈V.

The dynamics of (B v
t ,VRv

t )t≥0 is shown in Figure 4.6, where the vertex is good in
olive states and is bad in purple states. Hence (B v

t ,VRv
t )t≥0 is a continuous-time

Markov chain on {0,1}×N0 with transition rates given by Table 4.2 (k ∈N0). Note
that, compared with the transition rates (Ge

t ,VIe
t )t≥0 given in Table 4.1, the only

difference is thatλe and ve are replaced by δv and γv , respectively, and we obtain
results for (VRv

t )t≥0 that are similar to Theorems 4.1.8 and 4.1.9. We only write
the formula of z̃1(v) that corressponds to z1 in (4.1.6):

z̃1(v) := δv +γv −
√

(δv +γv )2 −4δv pvγv

2
.

(1,0) (1,1) (1,2) (1,3)

(0,0) (0,1) (0,2)

δ δ δ
· · ·

···

γ(1−p) γ(1−p) γ(1−p)

γp γp γp

Figure 4.6: Rates of (B v
t ,VRv

t )t≥0.

from to at rate
(0,k) (1,k) γp
(1,k) (0,k) γ(1−p)
(1,k) (1,k +1) δ

Table 4.2: Rates of (B v
t ,VRv

t )t≥0.

We present the following results that correspond, successively, with Theo-
rems 4.1.10, 4.1.11, 4.1.13 and 4.1.14.

72



4.7 Discussions 73

Theorem 4.6.3. If δv ≤ z ′
1(v) for v ∈V , then (4.6.2) and (4.6.4) hold.

Theorem 4.6.4. (a) Fix δ, p , γ, p ′ and γ′. If δv < p ′
vγ

′
v for v ∈ V , then there

exists a δ′
0 = (δ′v,0)v∈V such that (4.6.2) and (4.6.4) hold for any δ′ ≥δ′

0.
(b) Fix δ, p , γ, δ′ and γ′. If δv < min(δ′v ,γ′v ) for v ∈ V , then there exists a

p ′
0 = (p ′

v,0)v∈V with p ′
0,v < 1 for v ∈ V such that (4.6.2) and (4.6.4) hold for

any p ′ ≥ p ′
0.

(c) Fix δ, p , γ, δ′ and p ′. If δv < δ′v p ′
v for v ∈ V , then there exists a γ′

0 =
(γ′v,0)v∈V such that (4.6.2) and (4.6.4) hold for any γ′ ≥γ′

0.

Theorem 4.6.5. Assume that, for v ∈V ,

δv ≤ δ′v , γv +2z̃ ′
1(v) ≥ δv +δ′v +γ′v , δv (1−pv )γv ≤ δ′v (1−p ′

v )γ′v .

If z̃1(v) ≤ z̃ ′
1(v) for v ∈ V , then (4.6.2) and (4.6.4) hold. If δv pvγv < δ′v p ′

vγ
′
v

and δv +γv ≥ δ′v +γ′v for v ∈V , then both (4.6.3) and (4.6.4) hold.

Theorem 4.6.6. Fix δ, p , γ, p ′ and γ′. If z̃1(v) < p ′
vγ

′
v for v ∈V , then there exists

a δ′
0 = (δ′v,0)v∈V such that (4.6.2) and (4.6.4) hold for any δ′ ≥δ′

0.

4.7 Discussions

In this final section we discuss three interesting open questions.
First, we are still far from comprehending the effect of v on the contact

process on dynamic bond percolation. With Theorems 4.1.3 and 4.1.12 we
understand better how the infection rate λ, the edge density p and the edge
switching speed v affect the infection process. However, we want to obtain
results for v that are similar to Theorems 3.3.2 (a) and 3.3.2 (b). As mentioned
in Remark 3.4.6, [43] points out that the infection process in the static environ-
ment is more resilient than the same infection process in a slightly dynamic
environment, so the condition λ=λ′, p = p ′ and v ≤ v ′ cannot guarantee the
monotonicity property, especially for small v and v ′. Is there a v0 such that
(4.1.1) holds for

λ=λ′, p = p ′, v0 ≤ v ≤ v ′? (4.7.1)

Unfortunately, our method does not answer this question. The subtlety is that
the hazard rate rL(x) decreases with v for small x and increases with v for large x.
See Figure 4.7. Hence it is not possible to guarantee rL ≤ rL′ with (4.7.1). Further
research may identify the v0 or prove that such v0 does not exist for general
graphs.

Second, we still do not know whether the condition rL(u+x) ≤ rL′(x), u, x ≥ 0
in Corollary 4.1.7 (a) is necessary for RP(L) ⪯ RP(L′). In Section 4.3 we stop
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Figure 4.7: Hazard rates rL with λ= 2, p = 0.6 and different v .

our investigation with the necessary condition L ⪰ L′ in Theorem 4.3.8. Future
research could bridge the gap between the sufficient condition and the necessary
condition. This would not only be an addition to renewal theory, but also would
benefit the research on contact processes under renewals [38, 40, 48], whose point
processes of infections and/or recoveries in the graphical representation are
replaced with epoch sets of independent renewal processes. Although we only
apply the coupling of renewal processes constructed in Section 4.3 to contact
processes on dynamic bond percolation and contact processes in Broman’s
randomly evolving environment, it is clear that our method can be applied to
contact processes under renewals, and any progress could prompt research on
contact processes under renewals.

Finally, we are interested in coupling point processes embedded in hidden
Markov chains. In Section 4.6 we assume that vertices never recover in the bad
environment. However, in Broman’s model, vertices recover at rate δ0 in the
bad environment, where δ0 could be positive. The reason for our additional
assumption is that, when δ0 > 0, the point processes of valid recoveries in the
graphical representation is embedded in a general hidden Markov chain, which
is beyond the range of Theorem 4.1.5. Similarly, the contact process on dynamic
bond percolation can be generalised by setting the infection rate as λ1 when
the edge is in the good environment (state 1) and as λ0 when the edge is in
the bad environment (state 0). Then the point processes of valid infections are
also embedded in hidden Markov chains. Hence, successful coupling of point
processes embedded in hidden Markov chains will help us understand contact
processes in these two random environments, and possibly other variants of
contact processes.
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with degree distribution p , 21

contact process, 6
configuration, 6
die out, 9
healthy, infected, 6
infection rate, 6
survive, 9

contact process on dynamic bond per-
colation, 39

immunity region, 40
contact process with dynamic range,

45
critical value, 8, 40

degree sequence, 18
dynamic bond percolation, 38

density, 38
open, closed, 37
speed, 38

exponential tail, 16
extinction time, 8

graphical representation, 7
active path, 7, 38, 44, 70
infection arrow, 7
recovery mark, 7

hazard rate, 47
heavy tail, 16
hypoexponential distribution, 59

level function, 11

metastable, 29
metastable exponent, 29

power-law degree distribution with ex-
ponent α, 21

preferential attachment graphs, 27

renewal process
delay distribution, 47
delayed renewal process, 47
epoch set, 47
lifetime distribution, 47
stationary renewal process, 47
zero-delayed renewal process, 47

scale-free with exponent α, 21
slow extinction, 28
subexponential tail, 16
survival function, 53
survival probability, 8

upper invariant measure, 8
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Appendix A
Appendix

A.1 The Extinction Time of Contact Processes on Fi-
nite Graphs

In Table A.1, we list the results on the extinction time τA
n of contact processes

with infection rate λ> 0 and initial configuration A on various finite graphs Gn ;
c and C denote constants. For the meaning of other symbols, please refer to the
related section.

Table A.1: Asymptotic Behavior of the Extinction Time

Graph Gn Parameters Extinction Time as n →∞

{1, . . . ,n}d

(1.2)

λ<λc (Zd ) τ[1]
n /logn

p−→ d/γ−(λ).

d = 1, λ=λc (Z) P
(
an ≤ τ[1]

n ≤ bn4
)
→ 1, a,b > 0

λ>λc (Zd )

P
(
n−d logτ[1]

n ≥ γ
)
→ 0,

τ[1]
n

/
E
[
τ[1]

n

]
d−→ Exp(1),

n−d logE
[
τ[1]

n

]
→ c.

Td
n

(1.3)

λ<λ2(Td ) n−1τ[1]
n

p−→ c.

λ>λ2(Td )

P
(
τ[1]

n ≥ c exp
(
β

∣∣Td
n

∣∣))→ 1,∣∣Td
n

∣∣−1
logE

[
τ[1]

n

]
→ c,

τ[1]
n /E

[
τ[1]

n

]
d−→ Exp(1).

Gn ∈Λ(n,d) a

(1.5)
d ≥ 2, λ>λc (Z) inf

Gn∈Λ(n,d)
P

(
τ[1]

n ≥ ecn)→ 1.

Continued on next page
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Table A.1: Asymptotic Behavior of the Extinction Time (Continued)

Gn ∈T (n,d) b

(1.5)
d ≥ 2, λ>λc (Z) τ[1]

n /E
[
τ[1]

n

]
d−→ Exp(1).

Gn ∈G (n,d) c

(1.5)

λ<λ1(Td ) inf
Gn∈G (n,d)

P
(
τ[1]

n <C logn
)→ 1.

λ>λc (Z) inf
Gn∈G (n,d)

P
(
τ[1]

n > cecn)→ 1.

RR(n,d) d

(2.1)

λ<λ1(Td−1) P
(
τ[1]

n <C logn
)
→ 1.

λ>λ1(Td−1) P
(
τ[1]

n > cecn
)
→ 1.

CMe(n, p) e

(2.2)

λ<λ(p) P
(
τ[1]

n ≤ n1+ε
)
→ 1.

λ>λ(p) P
(
exp(cn) ≤ τ[1]

n ≤ exp(C n)
)
→ 1.

CMs(n, p) f

(2.2)
λ> 0 P

(
exp(cn) ≤ τ[1]

n ≤ exp(C n)
)
→ 1.

CMpl(n, p) g

(2.2)
p0 +p1 +p2 = 0 P

(
τ[1]

n ≥ ecn
)
→ 1.

PA(n;m,α) h

(2.4)
m ∈N1, α ∈ [0,1) τ[1]

n /E
[
τ[1]

n

]
d−→ Exp(1).

a Λ(n,d) is the set of trees with n vertices and degree bounded by d .
b T (n,d) is the set of graphs with a spanning tree inΛ(n,d).
c G (n,d) is the set of connected graphs with n vertices and degree

bounded by d +1.
d RR(n,d) is the random d-regular graph with n vertices.
e CMe(n, p) is the configuration model with n vertices and degree

distribution p , where p has an exponenial tail, Ep
[
D2

] < +∞ and
Ep [D(D −2)] > 0.

f CMs(n, p) is the configuration model with n vertices and degree dis-
tribution p , where p does not have an exponenial tail, Ep

[
D2

]<+∞
and Ep [D(D −2)] > 0.

g CMpl(n, p) is the configuration model with n vertices and power-law
degree distribution p , whose exponent is greater than 2.

h PA(n;m,α) is the preferential attachment graph with n vertices and
parameters m and α.
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A.2 Mathematica Code for Plotting Hazard Rates

In this section we provide the Wolfram Mathematica (version 13.1.0) code that
we use to generate Figures 4.3, 4.4 and 4.7. The first part provides the functions
given in (4.1.6) to (4.1.9). The second part checks the condition (4.1.12) and plots
Figure 4.3 in Example 4.5.2, while the third part checks the condition (4.1.13)
and plots Figure 4.4 in Example 4.5.3. The last part plots Figure 4.7.

z1[lambda_ ,p_ ,v_]:=( lambda+v-Sqrt[( lambda+v)^2-4*

lambda*p*v])/2;

z2[lambda_ ,p_ ,v_]:=( lambda+v+Sqrt[( lambda+v)^2-4*

lambda*p*v])/2;

a1[lambda_ ,p_ ,v_]:= lambda *(p*v-z1[lambda ,p,v])/(z2[

lambda ,p,v]-z1[lambda ,p,v]);

a2[lambda_ ,p_ ,v_]:= lambda *(p*v-z2[lambda ,p,v])/(z1[

lambda ,p,v]-z2[lambda ,p,v]);

rL[x_,lambda_ ,p_,v_]:=(a1[lambda ,p,v]*Exp[-z1[lambda

,p,v]*x]+a2[lambda ,p,v]*Exp[-z2[lambda ,p,v]*x])/(

a1[lambda ,p,v]*Exp[-z1[lambda ,p,v]*x]/z1[lambda ,p

,v]+a2[lambda ,p,v]*Exp[-z2[lambda ,p,v]*x]/z2[

lambda ,p,v]);

rD[x_,lambda_ ,p_,v_]:=( Exp[-z1[lambda ,p,v]*x]-Exp[-

z2[lambda ,p,v]*x])/(Exp[-z1[lambda ,p,v]*x]/z1[

lambda ,p,v]-Exp[-z2[lambda ,p,v]*x]/z2[lambda ,p,v

]);

lambda1 =1;p1 =0.6;v1 =3.65;

lambda2 =1.7;p2=0.5; v2=2;

lambda1+lambda2+v2 -v1 -2*z1[0,lambda2 ,p2 ,v2]

lambda1*v1*(1-p1)-lambda2*v2*(1-p2)

z1[0,lambda1 ,p1,v1]-z1[0,lambda2 ,p2 ,v2]

Plot[{rL[x,lambda1 ,p1,v1],lambda1 ,z1[lambda1 ,p1 ,v1],

rL[x,lambda2 ,p2,v2]},{x,0,3.5}, PlotLegends ->

Placed [{" Hazard rate of L with \[ Lambda ]==1,p

==0.6,v==3.65" ," Hazard rate of Exp(Subscript [\[

Lambda], min ](0 ,1 ,3.65 ,0.6))","Hazard rate of Exp

(Subscript [\[ Lambda], max ](0 ,1 ,3.65 ,0.6))","

Hazard rate of L with \[ Lambda ]==1.7 ,p==0.5 ,v

==2"}, Scaled [{0.61 , 0.75}]] , PlotRange ->All]

lambda3 =1.7;p3 =0.58; v3 =2.3;
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lambda1+lambda3+v3 -v1 -2*z1[lambda3 ,p3 ,v3]

lambda1*v1*(1-p1)-lambda3*v3*(1-p3)

lambda1*v1*p1-lambda3*v3*p3

lambda3+v3-lambda1 -v1

Plot[{rD[x,lambda1 ,p1,v1],rD[x,lambda3 ,p3,v3],rL[x,

lambda1 ,p1,v1],rL[x,lambda3 ,p3 ,v3]},{x,0,3},

PlotLegends ->Placed[LineLegend [{" Subscript[r, D]

with \[ Lambda ]==1,p==0.6 ,v==3.65" ," Subscript[r, D

] with \[ Lambda ]==1.7 ,p==0.58 ,v==2.3" ," Subscript[

r, L] with \[ Lambda ]==1,p==0.6,v==3.65" ,"

Subscript[r, L] with \[ Lambda ]==1.7 ,p==0.58 ,v

==2.3"}] , Scaled [{0.68 ,0.75}]] , PlotRange ->All]

lambda4 =2;p4 =0.6;

v4=0.2;v5=0.5; v6 =1.0;v7=2.0;v8=4.0; v9 =8.0;

Plot[{rL[x,lambda4 ,p4,v4],rL[x,lambda4 ,p4,v5],rL[x,

lambda4 ,p4,v6],rL[x,lambda4 ,p4 ,v7],rL[x,lambda4 ,

p4 ,v8],rL[x,lambda4 ,p4,v9]},{x,0,4}, PlotLegends ->

Placed[LineLegend [{"v==0.2" ,"v==0.5" ,"v==1.0" ,"v

==2.0" ,"v==4.0" ,"v==8.0"} , LegendLayout ->{" Column

",2}], Scaled [{0.75 ,0.78}]] , PlotRange ->All]

83


	Contact Processes on Lattices and Trees
	Notation and Basic Concepts
	Lattices
	Regular Trees
	Periodic Trees and Galton-Watson Trees
	General Finite Graphs

	Contact Processes on Configuration Models
	Random Regular Graphs
	Configuration Models with i.i.d. Degrees
	Poisson Degree Distribution and Erdős–Rényi Graphs
	Scale-Free Graphs
	Dynamic Scale-Free Graphs

	Contact Processes in Random Environments I
	Broman's Randomly Evolving Environment
	Remenik's Dynamic Random Environment
	Dynamic Bond Percolation (Setup)
	Dynamic Bond Percolation (Homogeneous)
	Dynamic Bond Percolation (Long Range)
	Other Variants

	Contact Processes in Random Environments II
	Introduction
	Coupling of Graphical Representation
	Coupling of Renewal Processes via Hazard Rates
	The Point Process of Valid Infections
	Coupling of Point Processes of Valid Infections
	Application to Broman's Randomly Evolving Environment
	Discussions

	Index
	Bibliography
	Appendix
	The Extinction Time of Contact Processes on Finite Graphs
	Mathematica Code for Plotting Hazard Rates


