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#### Abstract

Galileon models form a class of models where an additional scalar field is added to the Lagrangian describing the general theory of relativity. The addition of the scalar field causes a wide array of phenomena within our universe to change. Among those phenomena are both the expansion of the universe and the formation of large scale structures. We will study how they are both changed within a subclass of the Galileon models, called the Galileon ghost condensate models. First, we explore the parameter space of the model to find the values that give rise to non-singular evolutions of the expansion of the universe. Then, we examine how the large scale structures would form within those universes. To do that we use the spherical collapse model, in which the evolution of a spherical overdensity is tracked. The spherical overdensity models how a relatively small perturbation leads to the formation of dark matter halos. We will show that the Galileon ghost condensate models still allow for a large degree of freedom within the spherical collapse, which would allow further research to constrain its parameter space.
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## Introduction

In 1915 Albert Einstein introduced his theory of general relativity to the world. This theory is governed by the Einstein equations which describe how the spacetime is curved by the presence of mass and energy and how this curvature leads to gravity. But he quickly discovered that his theory predicted an expanding universe, which defied the common conception that the universe must be static. Wanting to rectify what he saw as a problem he introduced the cosmological constant into his equations.

Then in 1922 Russian physicist Alexander Friedmann found a solution of the Einstein equations which models an expanding universe for any value of the cosmological constant. At first, Einstein considered this solution to be unphysical, thinking that the universe must be static. But as Hubble made some observations which confirmed that the universe was expanding, Einstein had to concede that Friedmann's solutions were right [Bel12]. Furthermore, Einstein together with the Dutch physicist Willem de Sitter managed to slightly modify Friedmann's universe by removing the cosmological constant. Thereafter, Einstein, reportedly, called the cosmological constant his "biggest blunder" [Gam56].

This remained the main model in cosmology through almost the rest of the 20th century, until in 1998 two teams of astrophysicists independently discovered that the expansion rate of the universe was increasing [ $\left.\mathrm{RFC}^{+} 98, \mathrm{PAG}^{+} 99\right]$. As a consequence, the cosmological constant had to be reintroduced into the Einstein's equations. But the vacuum energy, which is the main theory for how this constant emerges, provides a theoretical value which differs from the observed value by around 60 orders of magnitude [JJKT15]. This lead to people searching for alternative explanations of dark energy, as the force driving the accelerating expansion of the universe is now called.

One such possible explanation is to introduce an additional scalar field to the Einstein's equations. In particular, if we require that the equations of motion contain at most second order derivatives of this scalar field, we get the Generalised Galileon model, also known as Horndeski gravity [Hor74]. Besides generalising many other theories with an additional scalar field, this model also acts as a low energy limit of most other theories of Modified Gravity [HS24].

To constrain the space of possible Generalised Galileon models, it is useful to look at how these models influence the development of large scale structures of the Universe. In particular, spherical collapse is the process through which small spherical overdensities in the early Universe evolved and later collapsed to form halos in the centre of which we now find the galaxies.

In Chapter 2 we shall first provide an overview of the theory of general relativity and cosmology. Afterwards we shall derive the spherical collapse model and briefly discuss how it behaves in unmodified gravity.

Chapter 3 first introduces the Galileon model in general. Then we will slowly narrow our focus to the two models we will study: covariant cubic Galileon and Galileon Ghost condensate. Along the way, we will explore what kind of modifications should be made to spherical collapse to accommodate those two models. Lastly, we will explore how the evolution of the universe changes due to the modifications to gravity.

Then, Chapter 4 will contain numerical simulations of the models we just discussed. First, the background evolution of the universe will be simulated with different initial conditions. Then, for some of those initial conditions we will simulate how the spherical collapse happens and compare that to spherical collapse in unmodified gravity.

Finally, in Chapter 5 we will discuss the results of the simulations and suggest some further areas of research.

## Conventions

Einstein's summation notation will be used in this thesis. This means that whenever two indices, one upper and one lower, are repeated, then this implies a sum of all the values of the index. Furthermore, unless otherwise stated, Greek indices shall range over temporal and spatial components $\{0,1,2,3\}$, while Latin indices range only over the spatial components $\{1,2,3\}$. Partial derivatives will sometimes be written using the symbol $\partial_{i}:=\frac{\partial}{\partial x^{i}}$. Throughout the entirety of this thesis we will use units where $c=1$.
$\square$

## General Relativity

In 1915 Albert Einstein introduced his general theory of relativity. In it spacetime is described as a four-dimensional manifold whose curvature generates gravity. This curvature is governed by the Einstein equations in which the matter content of the universe is connected to the curvature. As gravity is the force that holds together the Universe at the large scales, it is general relativity that underlies modern cosmology.

### 2.1 Spacetime

In Newtonian mechanics we look at time and space as two entirely separate objects. But with the formulation of special relativity, Einstein found that space and time are intrinsically linked and should be considered as one object: spacetime. Later, mathematician Hermann Minkowski found that spacetime can be described as a four-dimensional space $\mathbb{R}^{4}$ on which the inner product is given by the matrix $\eta=\operatorname{diag}(-1,1,1,1)$, where the first basis vector is the time vector and the other three are standard basis vectors of the three-dimensional space. This space is called the Minkowski manifold, where a manifold is a space which locally resembles $\mathbb{R}^{n}$ for some dimension $n$.

In general relativity, though, we want spacetime to be able to curve and change. So, instead of $\eta$ we will use a general metric $\mathbf{g}$ with components $g_{\mu v}$. This metric is a tensor field whose values depend both on the time and on the position. We will usually denote the components of the metric using the line element $d s$ :

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}, \tag{2.1}
\end{equation*}
$$

where we apply the Einstein summation notation. A metric must be symmetric $g_{\mu \nu}=g_{\nu \mu}$. So, instead of writing the off-diagonal components of the metric twice as in $g_{12} d x^{1} d x^{2}+g_{21} d x^{2} d x^{1}$, we will write them as $2 g_{12} d x^{1} d x^{2}$.

Spacetime must also locally resemble Minkowski space. Therefore, for every point $p$ there must be some coordinates so that at that point $g_{\mu v}$ has the same components as $\eta$. Those coordinates are called normal coordinates centred at $p$. Furthermore, a metric must be non-degenerate $g:=\operatorname{det}(\mathbf{g}) \neq 0$ and infinitely differentiable. Therefore, $g$ must be continuous. It must also be negative in at least one point. As such, $g<0$ on the entire spacetime. The non-degeneracy condition also ensures that $g_{\mu v}$ has an inverse, which we denote by $g^{\mu \nu}$.

Notice that even in Euclidean coordinates we have to add additional terms to the partial derivatives if we want to differentiate a vector in nonstandard coordinates, such as the polar coordinates. But in a general manifold there are no standard coordinates, so to make a proper derivative we have to introduce additional terms in all coordinates. In this way, we can introduce a whole class of derivatives called the covariant derivatives. When working with manifolds with a metric there is a covariant derivative which is particularly useful: the Levi-Civita connection $\nabla_{\mu}$.

Just as with every covariant derivative, the Levi-Civita connection, when applied on a scalar field $\phi$, gives a covector field given by the normal partial derivatives $\nabla_{\mu} \phi=\partial_{\mu} \phi$. However, when applied on a vector field $v^{v}$ it gives

$$
\begin{equation*}
\nabla_{\mu} v^{v}=\partial_{\mu} v^{v}+\Gamma_{\mu \lambda}^{v} v^{\lambda} \tag{2.2}
\end{equation*}
$$

where $\Gamma_{\mu \lambda}^{\nu}$ are called the Christoffel symbols and they are given by

$$
\begin{equation*}
\Gamma_{\mu \lambda}^{v}=\frac{1}{2} g^{v \rho}\left(\partial_{\mu} g_{\lambda \rho}+\partial_{\lambda} g_{\nu \rho}-\partial_{\rho} g_{\mu \lambda}\right) \tag{2.3}
\end{equation*}
$$

For a covector field $\omega_{v}$ this covariant derivative would give

$$
\begin{equation*}
\nabla_{\mu} \omega_{\nu}=\partial_{\mu} \omega_{\nu}-\Gamma_{\mu \nu}^{\lambda} \omega_{\lambda} \tag{2.4}
\end{equation*}
$$

while for a general tensor $T_{\mu_{1} \ldots \mu_{n}}^{v_{1} \ldots v_{k}}$ we would contract $\Gamma_{\mu \lambda}^{\nu}$ with each of the indices and then either add resulting term for the upper indices or subtract it for the lower indices [Car19, Eq. 3.17].

The property of the Levi-Civita connection that makes it special is $\nabla_{\rho} g_{\mu \nu}=$ 0 . This allows us to raise $\omega^{\mu}:=g^{\mu v} \omega_{v}$ and lower $v_{\mu}:=g_{\mu v} v^{v}$ the indices without the covariant derivative interfering. It also ensures that the
derivative of the inner product of two vectors $v^{\mu} u_{v}:=g_{\mu v} v^{\mu} u^{v}$ acts as we would expect $\nabla_{\rho}\left(v^{\mu} u_{v}\right)=\nabla_{\rho}\left(v^{\mu}\right) u_{v}+v^{\mu} \nabla_{\rho}\left(u_{v}\right)$. Since we will only be using the Levi-Civita connection, we will call it simply the covariant derivative.

Using the Christoffel symbols we can also define the Riemann curvature tensor

$$
\begin{equation*}
R_{\sigma \mu \nu}^{\rho}=\partial_{\mu} \Gamma_{v \sigma}^{\rho}-\partial_{\nu} \Gamma_{\mu \sigma}^{\rho}+\Gamma_{\mu \lambda}^{\rho} \Gamma_{\nu \sigma}^{\lambda}-\Gamma_{\nu \lambda}^{\rho} \Gamma_{\mu \sigma}^{\lambda} . \tag{2.5}
\end{equation*}
$$

This tensor represents the curvature of the spacetime. An intuitive explanation for how this expression is derived can be found in [Car19, Sec. 3.6].

We can then contract the Riemann curvature tensor to get the Ricci tensor $R_{\mu \nu}:=R^{\rho}{ }_{\mu \rho v}$. This tensor can be contracted once again to get the Ricci scalar $R=R_{\mu}^{\mu}$, also known as the scalar curvature. All other scalars formed through contractions of the Riemann tensor can be written as some multiple of the the Ricci scalar [Car19, p. 129]. So, we can think of it as an in some form unique scalar that characterises the curvature of spacetime.

### 2.2 Einstein Equation

To see what kind of equations govern the evolution of the metric $g_{\mu \nu}$ we will use the Lagrangian formulation of mechanics. Therein, we have the action $S$ which is given by

$$
\begin{equation*}
S=\int \mathcal{L} d V_{g} \tag{2.6}
\end{equation*}
$$

with $\mathcal{L}$ being the Lagrangian density and $d V_{g}=\sqrt{-g} d^{4} x$ being the pseudoRiemannian volume form. This volume form ensures that the integral is coordinate independent. The principle of stationary action then says that the physical system must obey the equation $\delta S=0$. For the metric $g_{\mu \nu}$ this means that $S\left[g_{\mu \nu}+\delta g_{\mu v}\right]-S\left[g_{\mu v}\right]$ must be equal to 0 to the first order in $\delta g_{\mu v}$.

We are using Lagrangian formulation, because it is easy to see whether an expression is coordinate invariant, as we would expect from any physical theory. The only requirement is for the Lagrangian to consist of only proper scalar functions. This allows us to easily modify the equations of GR and to introduce new fields, as we will do in Chapter 3.

As we saw in the previous section the Ricci scalar $R$ is in some form the simplest scalar characterising the curvature of spacetime, as such we can try to set $\mathcal{L}=R$. This happens to be correct in the absence of matter. Our
universe, however, contains matter, so we also have to add the matter Lagrangian $\mathcal{L}_{m}$, whose precise form depends on the configuration of matter. In this way we get the Einstein-Hilbert action

$$
\begin{equation*}
S=\int\left[\frac{1}{2 \kappa} R+\mathcal{L}_{m}\right] \sqrt{-g} d^{4} x . \tag{2.7}
\end{equation*}
$$

Here we have also introduced the constant $\kappa$. This constant is needed to rectify the dimensions, as a Lagrangian density has the dimensions of energy per volume, while the Ricci scalar has the dimensions of inverse length squared. Note that we are working in units with $c=1$, so time and length have the same units.

By applying the principle of stationary action, we get the Einstein field equation (EFE)

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}=\kappa T_{\mu \nu} . \tag{2.8}
\end{equation*}
$$

Here $T_{\mu \nu}:=-\frac{2}{\sqrt{-g}} \frac{\delta S_{m}}{\delta g^{\mu \nu}}$ is the energy-momentum tensor, which can be obtained from $S_{m}=\int \mathcal{L}_{m} \sqrt{-g} d x^{4}$. The expression $R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}$ is often written as $G_{\mu \nu}$ and it is called the Einstein tensor.

By taking the non-relativistic limit of this equation and comparing to Newton's law of gravitation we can conclude that $\kappa=8 \pi G$ with $G$ the gravitational constant [Car19, Sec. 4.2].

In addition, the Ricci tensor must satisfy the contracted Bianchi identity $\nabla^{\mu} R_{\mu \nu}=\frac{1}{2} \nabla_{\nu} R$ [Lee18, Prop. 7.18]. This identity can be rewritten as $\nabla^{\mu} G_{\mu \nu}=0$. From this and the Einstein equation (2.8) we find the following expression:

$$
\begin{equation*}
\nabla^{\mu} T_{\mu v}=0 \tag{2.9}
\end{equation*}
$$

On a flat spacetime this gives the conservation of energy and conservation of momentum equations. This is why this identity is often called the conservation of energy equation or the continuity equation. In curved spacetime, however, the Christoffel symbols become non-zero, so energy and momentum are not globally conserved any more. But we still can find normal coordinates at each point so that the covariant derivative reduces to the normal derivative in that point. Therefore, the above equation implies local conservation of energy and momentum.

### 2.3 Cosmology

To study how the entire universe behaves, we assume that it is homogeneous and isotropic in space, i.e. the universe is the same at every point
and in every direction. This turns out to be true as long as we look at large enough scales. As the universe still evolves in time, the spacetime can be foliated into spacelike slices, where each slice represents the universe at one point in time. From the homogeneity and isotropy it also follows that each of the slices must be invariant under all possible spatial translations and rotations. We call those kind of spaces maximally symmetric spaces.

A maximally symmetric space can only have three possible geometries [Car19, Sec. 8.1]. It can be hyperbolic, spherical or flat. According to our best observations our universe is flat [ $\left.\mathrm{AAA}^{+} 20\right]$, therefore we shall only work with this case. The spacetime can then be neatly represented as $\mathbb{R} \times$ $\mathbb{R}^{3}$, where $\mathbb{R}$ represents the time direction and $\mathbb{R}^{3}$ represents space, while the spacetime metric can be represented as

$$
\begin{equation*}
d s^{2}=-d t^{2}+a^{2}(t) \delta_{i j} d x^{i} d x^{j} \tag{2.10}
\end{equation*}
$$

where $t$ is the time coordinate, $x^{i}$ are the space coordinates, $\delta_{i j}$ is the three dimensional Euclidian metric and $a(t)$ is the scale factor. The scale factor encodes the expansion of the universe. Often, the scale factor is normalised through a change of coordinates so that it is equal to 1 in the present. This metric is know as the Friedmann-Lemaître-Robertson-Walker (FLRW) metric.

The coordinates used above are the comoving coordinates. They are the special coordinates in which the metric does not have any cross terms $d t d x^{i}$ and the coefficient of the time component $d t$ does not depend on the spatial components.

For the universe to be homogeneous and isotropic, the matter and energy in the universe must also have the same properties. We can therefore model them as a perfect fluid with density $\rho$ and pressure $p$. The energymomentum tensor of perfect fluids is

$$
\begin{equation*}
T_{\mu \nu}=(\rho+p) U_{\mu} U_{v}+p g_{\mu v}, \tag{2.11}
\end{equation*}
$$

where $U_{\mu}$ is the four-velocity of the fluid. A moving fluid is however not isotropic and therefore it won't create an isotropic metric. The fluid must thus be at rest in comoving coordinates, which means that

$$
\begin{equation*}
U^{\mu}=(1,0,0,0) \tag{2.12}
\end{equation*}
$$

This is exactly the reason why comoving coordinates are called that; the matter moves together with the coordinates.

By putting the FLRW metric and the energy-momentum tensor into the EFE (2.8) we get the two Friedmann equations

$$
\begin{align*}
\left(\frac{\dot{a}}{a}\right)^{2} & =\frac{\kappa}{3} \rho  \tag{2.13}\\
\frac{\ddot{a}}{a} & =-\frac{\kappa}{6}(\rho+3 p) . \tag{2.14}
\end{align*}
$$

Here the overdot represents a derivative with respect to time. Often the first of these two equations is simply called the Friedmann equation, while the other equation is called the second Friedmann equation. In most cases, Equation (2.13) alone is enough to solve for $a(t)$, which is why the second equation is rarely used.

Usually, we don't use $\dot{a}$ to characterise the rate of expansion of the universe, but rather we use the Hubble parameter

$$
\begin{equation*}
H:=\frac{\dot{a}}{a} . \tag{2.15}
\end{equation*}
$$

The value of the Hubble parameter right now is called the Hubble constant and it is denoted with $H_{0}$. According to current observations, $H_{0}$ is around $70 \mathrm{~km} / \mathrm{s} / \mathrm{Mpc}$ (pc stands for parsec, which is around 3 lightyears). Unfortunately, there are different ways of measuring this constant, and they give us two different values of $73 \pm 1$ and $67.3 \pm 0.6 \mathrm{~km} / \mathrm{s} / \mathrm{Mpc}\left[\mathrm{RYM}^{+} 22\right.$, $\left.\mathrm{AAA}^{+} 20\right]$. This discrepancy is called the Hubble tension and it forms one of the biggest unanswered questions in cosmology.

By rewriting the zero component of the continuity equation (2.9) we get

$$
\begin{equation*}
\frac{\dot{\rho}}{\rho}=-3(1+w) H . \tag{2.16}
\end{equation*}
$$

Here $w:=\frac{p}{\rho}$ is the equation of state parameter. For most kinds of cosmological fluids $w$ is constant. In that case, we can integrate the above equation with respect to $a$ to get

$$
\begin{equation*}
\rho \propto a^{-3(1+w)} . \tag{2.17}
\end{equation*}
$$

The two most well-known types of cosmological fluids are matter and radiation. Matter consists of nonrelativistic particles whose collisions with each other are negligible. As such, matter has practically zero pressure. It follows that the equation of state parameter of matter is equal to $w_{M}=0$. According to Eq. 2.17, the energy density of matter goes as $a^{-3}$. This can
be explained by the amount of matter in the universe staying the same, but the volume of the universe increasing by $a^{3}$, which leads to a decrease in the number density of the particles.

Radiation consists of electromagnetic radiation, i.e. photons. Besides the decreasing number density, the energy of each photon also decreases by a factor of $a^{-1}$ due to cosmological redshift. This leads to $\rho_{R} \propto a^{-4}$ and therefore $w_{R}=\frac{1}{3}$. Similar behaviour is also observed in massive particles moving at speeds close to the speed of light.

Matter can also be subdivided into two different parts: baryonic matter and dark matter. Baryonic matter is the usual visible matter, but it only constitutes around $15 \%$ of all matter. The rest is dark matter, which is called so because it does not interact with light. We have only observed it through gravitational effects and never directly. As such, we do not know what it is exactly, but the most favoured explanation says that it must be some form of cold dark matter (CDM). This means that dark matter consist of massive particles which move slowly. Furthermore, those particles must interact weakly with each other and with the rest of the universe through means other than gravity.

These two (or three) fluids alone are not enough to explain the behaviour of the universe. In particular, the second Friedmann equation (2.14) would then imply that the expansion of the universe is decelerating as $\rho$ is always positive and $p$ is always non-negative for any combination of radiation and matter. We know, however, from observations that the expansion of the universe is accelerating [ $\mathrm{RFC}^{+} 98, \mathrm{PAG}^{+} 99$ ]. So, we have to add something to the model to rectify this problem. There are many different theories as to what could be added and all those theories we call by the umbrella term dark energy.

The most standard theory of dark energy is the addition of a third type of cosmological fluid: vacuum energy. Vacuum energy is an intrinsic energy of space, which stays constant at every point in space, even though the universe expands. This translates into $\rho_{D E} \propto a^{0}$. The equation of state of vacuum energy is then $p_{D E}=-\rho_{D E}$. The second Friedmann equation (2.14) then shows, as we wanted, that the expansion of the universe can accelerate as long as $\rho_{D E}$ is large enough.

If we look at the expression of the energy-momentum tensor (2.11), then we see that vacuum energy contributes a term $p_{D E} \mathcal{G}_{\mu \nu}=-\rho_{D E} g_{\mu v}$. It is customary to bring this term to the other side of the EFE (2.8):

$$
\begin{equation*}
G_{\mu v}+\Lambda g_{\mu v}=\kappa T_{\mu v} . \tag{2.18}
\end{equation*}
$$

Here $\Lambda=\kappa \rho_{D E}$ is called the cosmological constant. This constant together with dark matter gives the name to $\Lambda$-CDM, also known as the standard
model of cosmology. Everything we have discussed in this section is part of this model.

Density parameters are often used instead of energy densities. They are defined by

$$
\begin{equation*}
\Omega_{i}:=\frac{\kappa \rho_{i}}{3 H^{2}} . \tag{2.19}
\end{equation*}
$$

Here $i$ represents the different kinds of cosmological fluids. Using these density parameters, we can rewrite the first Friedmann equation (2.13) in a simple form:

$$
\begin{equation*}
\Omega_{m}+\Omega_{r}+\Omega_{D E}=1 \tag{2.20}
\end{equation*}
$$

This suggests that the density parameters represent the fraction of energy in some region of space which comes from the corresponding fluid.

If we look at the history of our universe, we will find three different eras. First there was the radiation-dominated era, where $\Omega_{r} \approx 1$. But as radiation density decays the quickest, the Universe soon entered into the matter-dominated era, where $\Omega_{r} \approx 1$. Right now, we find ourselves at the point where dark energy starts to dominate over matter, as the matter energy density decays, while the dark energy density remains constant. The current values of the density parameters are $\Omega_{D E 0}=0.68 \pm 0.01$, $\Omega_{m 0}=0.32 \pm 0.01$ and $\Omega_{r 0} \approx 10^{-4}$ [AAA $\left.{ }^{+} 20\right]$. In the future, the universe shall enter the dark energy dominated era. The evolution of the density parameters is shown in Fig. 2.1.


Figure 2.1: Evolution of the density parameters in the $\Lambda$-CDM model as a function of the scale factor. The current values are set to $\Omega_{D E 0}=0.68, \Omega_{m 0}=0.32$ and $\Omega_{r 0}=8.516 \cdot 10^{-5}$.

### 2.4 Perturbation Theory

Up until now we were working with the assumption that the universe is homogeneous. But even on the larger scales this is only approximately true. As such, we will divide the universe into homogeneous background, which was described before, and into perturbations of this background. So long as we look at large enough scales, we can assume that the perturbations are small relative to the background. In those cases, we can use linear perturbation theory, where we ignore second order and higher perturbation terms.

If we take the FLRW metric $g_{\mu v}$ as the background, then a general perturbed metric $g_{\mu \nu}+\delta g_{\mu \nu}$ can be written as follows:

$$
\begin{equation*}
d s^{2}=-(1+2 \hat{A}) d t^{2}+2 \hat{B}_{i} d t d x^{i}+a(t)^{2}\left(\delta_{i j}+h_{i j}\right) d x^{i} d x^{j} \tag{2.21}
\end{equation*}
$$

Here, the 10 degrees of freedom of the perturbation are distributed between the single scalar degree of freedom $\hat{A}$, the three degrees of freedom of the vector $\hat{B}_{i}$ and the six degrees of freedom of the symmetric tensor $h_{i j}$. Furthermore, remember that $\delta_{i j}$ refers to the three dimensional Euclidean metric.

Note that those components of $\delta g_{\mu \nu}$ only act as tensors on the spatial slices and not on the entire spacetime. As such, we cannot use the covariant derivative associated with the full metric. Instead, we must use the covariant derivative associated with the metric $\delta_{i j}$ of the spatial slices, which we will denote as $D_{i}$. Note that we don't use the metric $\delta_{i j}+h_{i j}$ as the perturbations are defined with respect to the flat background space.

Using this, we can further decompose the perturbation $\delta g_{\mu \nu}$ into pure scalar, vector and tensor parts. The scalar $\hat{A}$ stays the same as $A=\hat{A}$. Then, we use Helmholtz decomposition on $\hat{B}_{i}$ :

$$
\begin{equation*}
\hat{B}_{i}=D_{i} B+B_{i} . \tag{2.22}
\end{equation*}
$$

Here $B$ is a scalar and $B_{i}$ is a divergence-free vector. The divergence-free condition $D^{i} B_{i}=0$ ensures that this decomposition is unique. Furthermore, a divergence-free vector has two degrees of freedom and a scalar has one degree of freedom, which lets us see how the three degrees of freedom of $\hat{B}_{i}$ are divided.

Similarly, we can decompose the tensor $h_{i j}$ as

$$
\begin{equation*}
h_{i j}=2\left(C \delta_{i j}+D_{(i} D_{j)} E+2 D_{(i} E_{j)}+E_{i j}\right) \tag{2.23}
\end{equation*}
$$

Here $C$ and $E$ are scalars, $E_{i}$ is a divergence-free tensor and $E_{i j}$ is a symmetric TT-tensor, which means that it is traceless $E^{i}{ }_{i}=0$ and transverse $D^{i} E_{i j}=0$. This symmetric TT-tensor has two degrees of freedom.

The above procedure is called the Scalar-Vector-Tensor (SVT) decomposition. An important feature of this decomposition is that it is unique. Furthermore, the scalar, vector and tensor parts do not mix at linear order. Therefore this decomposition allows us to treat those three parts separately from each other [Ste90]. Also note that in this case vector actually refers to divergence-free vectors and tensor refers to TT-tensors.

We have now defined four scalars $A, B, C, E$, two vectors $B_{i}, E_{i}$ and a tensor $E_{i j}$. However, not all different combinations of those components give rise to different physical systems. After all, in GR coordinate transformations must leave the system unchanged. And as the spacetime is four-dimensional, the number of degrees of freedom of the perturbations must decrease by four.

Therefore, let us look at a coordinate transformation $x^{\mu} \mapsto \tilde{x}^{\mu}=x^{\mu}+$ $\xi^{\mu}$, where $\xi^{\mu}$ is small. Coordinate independence then implies that the metric

$$
\begin{equation*}
d \tilde{s}^{2}=-(1+2 \hat{\tilde{A}}) d \tilde{t}^{2}+2 \hat{\tilde{B}}_{i} d \tilde{t} d \tilde{x}^{i}+a(\tilde{t})^{2}\left(\delta_{i j}+\tilde{h}_{i j}\right) d \tilde{x}^{i} d \tilde{x}^{j} \tag{2.24}
\end{equation*}
$$

has the same form as $d s^{2}$.
To find the transformation laws for the perturbation components, we use the SVT decomposition on $\tilde{\xi}^{\mu}$. In that case the coordinate transformations can be written as $\tilde{t}=t+T$ and $\tilde{x}^{i}=x^{i}+D^{i} L+L^{i}$. This give us at linear order the following expressions

$$
\begin{align*}
d \tilde{t} & =d t+T^{\prime} d t+D_{i} T d x^{i}  \tag{2.25}\\
d \tilde{x}^{i} & =d x^{i}+D^{i} L d t+L^{\prime i} d t+D_{j} D^{i} L d x^{j}+D_{j} L^{i} d x^{j},  \tag{2.26}\\
a(\tilde{t}) & =a(t)+a^{\prime}(t) T \tag{2.27}
\end{align*}
$$

Then, we put these equations into Eq. (2.24), while keeping everything at linear order. If we compare the result with Eq. (2.21), we get the following transformation laws

$$
\begin{equation*}
\tilde{A}=A-T^{\prime}, \quad \tilde{B}=B+T-a^{2} L^{\prime}, \tilde{C}=C-H T, \quad \tilde{E}=E-L \tag{2.28}
\end{equation*}
$$

for the scalar components,

$$
\begin{equation*}
\tilde{B}_{i}=B_{i}-a^{2} L_{i}^{\prime}, \quad \tilde{E}_{i}=E_{i}-L_{i} \tag{2.29}
\end{equation*}
$$

for the vector components and

$$
\begin{equation*}
\tilde{E}_{i j}=E_{i j} \tag{2.30}
\end{equation*}
$$

for the tensor component.
We can now combine the two vector components to get a gauge-invariant quantity (a quantity that does not change under coordinate transformations):

$$
\begin{equation*}
\Phi_{i}=a^{2} E_{i}^{\prime}-B_{i}=a^{2} \tilde{E}_{i}^{\prime}-\tilde{B}_{i} \tag{2.31}
\end{equation*}
$$

Similarly, we can combine the scalar components:

$$
\begin{align*}
& \Psi=A-\left(a^{2} E^{\prime}-B\right)^{\prime}=\tilde{A}-\left(a^{2} \tilde{E}^{\prime}-\tilde{B}\right)^{\prime},  \tag{2.32}\\
& \Phi=-C+H\left(a^{2} E^{\prime}-B\right)=-\tilde{C}+H\left(a^{2} \tilde{E}^{\prime}-\tilde{B}\right) . \tag{2.33}
\end{align*}
$$

In this way, we have reduced the number of degrees of freedom to the two scalars $\Psi, \Phi$, the two vector degrees of freedom $\Phi_{i}$ and the two tensor degrees of freedom $E_{i j}$, which gives us, just as expected, 6 degrees of freedom in total.

In the rest of this thesis only scalar perturbations will be needed. As such, we will set the other perturbations to zero. Furthermore, we will choose the coordinate frame such that $T=a^{2} E^{\prime}-B$ and $L=E$. In that case we have $B \rightarrow 0, E \rightarrow 0$ and the metric becomes

$$
\begin{equation*}
d s^{2}=-(1+2 \Psi) d t^{2}+(1-2 \Phi) \delta_{i j} d x^{i} d x^{j} \tag{2.34}
\end{equation*}
$$

This choice of a coordinate frame is called the Newtonian gauge, because in the Newtonian limit $\Psi$ becomes the gravitational potential. Furthermore, if there is no anisotropic stress, i.e. if the pressure is the same in all directions at each point, then $\Phi=\Psi$ [Bau22, p. 217]. And all models we will consider do not have anisotropic stress. The Christoffel symbols and the Ricci scalar can be found in appendix A.1.

### 2.5 Spherical Collapse

Let us now look at a particular type of perturbation. We assume that in the early universe there is a spherical region of radius $R$, where there is a small overdensity $\delta \rho_{m}$ of dark matter. This overdensity has the same size in the entire spherical region, so that the overall density $\bar{\rho}_{m}+\delta \rho_{m}$ of matter has a top-hat profile. We will also assume that the collapse happens without introducing any kind of stresses. Then, the perturbation to the energy-momentum tensor can be expressed purely using the scalar $\delta \rho_{m}$. This allows us to only consider the scalar perturbations in the metric. So, we can use the perturbed metric in the Newtonian gauge (2.34).

We will also assume that the time derivatives of the metric and scalar field perturbations are negligible when compared to their spatial derivatives. This assumption is called quasi-static approximation (QSA). Furthermore, we will use the Newtonian slow speed limit, in which the fourvelocity $U^{\mu}$ of the fluid as in Eq. (2.11) can be expressed as $(1, \mathbf{v})$. Here, $\mathbf{v}$ represents the three dimensional velocity of the fluid.

To get the equation which governs this spherical collapse, we will contract the continuity equation (2.9) with $U_{\mu}$ and with $g_{\mu \alpha}+U_{\mu} U_{\alpha}$. Note that we don't use here the entire energy momentum tensor, but only the matter part. Then, the contracted equations in the Newtonian limit become

$$
\begin{align*}
\dot{\rho}_{m}+\nabla \cdot\left(\rho_{m} \mathbf{v}\right)+3 \rho_{m} H & =0,  \tag{2.35}\\
\dot{\mathbf{v}}+(\mathbf{v} \cdot \nabla) \mathbf{v}+2 H \mathbf{v}+\frac{1}{a^{2}} \nabla \Phi & =0 . \tag{2.36}
\end{align*}
$$

Here, we have also used that matter as a perfect fluid is pressureless. Also notice that both $\mathbf{v}$ and $\Phi$ are small and therefore their products can be ignored. These two equations are the continuity and Euler equations of pressureless fluids respectively in comoving coordinates.

Then, we can split the density $\rho_{m}$ into the background density $\bar{\rho}_{m}$ and the overdensity $\delta \rho_{m}$. We also define the overdensity parameter $\delta=\delta \rho_{m} / \bar{\rho}_{m}$, so that $\rho_{m}=\bar{\rho}_{m}(1+\delta)$. Then, we put this into Eq. (2.35) and separate the background and the foreground parts to get the following equations

$$
\begin{align*}
\dot{\bar{\rho}}_{m}+3 \bar{\rho}_{m} H & =0  \tag{2.37}\\
\dot{\delta}+(1+\delta) \nabla \cdot \mathbf{v} & =0 . \tag{2.38}
\end{align*}
$$

Furthermore, we assume that during the spherical collapse there is no shear and that the overdensity does not rotate. In that case we can write [PWB10]

$$
\begin{equation*}
\nabla \cdot[(\mathbf{v} \cdot \nabla) \mathbf{v}]=\frac{1}{3}(\nabla \cdot \mathbf{v})^{2} . \tag{2.39}
\end{equation*}
$$

Now, we take the divergence of the Euler equation (2.36), the time derivative of the foreground continuity equation (2.38) and combine them. This gives us the following equation

$$
\begin{equation*}
\ddot{\delta}+2 H \dot{\delta}-\frac{4}{3} \frac{\dot{\delta}^{2}}{1+\delta}=(1+\delta) \frac{\nabla^{2} \Phi}{a^{2}} . \tag{2.40}
\end{equation*}
$$

We also assume that the overall mass of the spherical region with the overdensity is conserved during the entire collapse. This means that the
following equation must be constant in time:

$$
\begin{equation*}
M=\frac{4 \pi}{3} R^{3} \rho_{m}(1+\delta)=\text { const. } \tag{2.41}
\end{equation*}
$$

Then, we take the second time derivative of the equation above, combine it with Equations (2.37) and (2.40) and use that $\bar{\rho}_{m} \propto a^{-3}$ to finally get the equation governing the evolution of radius of the overdense region:

$$
\begin{equation*}
\frac{\ddot{R}}{R}=H^{2}+\dot{H}-\frac{1}{3} \frac{\nabla^{2} \Phi}{a^{2}} . \tag{2.42}
\end{equation*}
$$

Notice that up until here we have not used the Einstein equations (2.8). As such, the equation above is independent of the specific Lagrangian for the metric. It is only now that we will specify that we are using standard GR. To do that, we take the 00-component of EFE (2.8) in the Newtonian limit and linearise the equation. By doing that, we get the Poisson equation:

$$
\begin{equation*}
\nabla^{2} \Phi=4 \pi G a^{2} \bar{\rho}_{m} \delta=\frac{\kappa}{2} a^{2} \bar{\rho}_{m} \delta \tag{2.43}
\end{equation*}
$$

Here $G$ is the gravitational constant.
By combining this with Eq. (2.42), we get

$$
\begin{equation*}
\frac{\ddot{R}}{R}=H^{2}+\dot{H}-\frac{4 \pi G}{3} a^{2} \bar{\rho}_{m} \delta . \tag{2.44}
\end{equation*}
$$

If we assume that we are in a matter dominated universe, then background matter density goes as $\bar{\rho}_{m}=\frac{1}{6 \pi G} \frac{1}{t^{2}}$. In this case, the equation above has an analytic parametric solution

$$
\begin{align*}
R & =A(1-\cos \theta),  \tag{2.45}\\
t & =B(\theta-\sin \theta)  \tag{2.46}\\
1+\delta & =\frac{9}{2} \frac{(\theta-\sin \theta)^{2}}{(1-\cos \theta)^{3}}, \tag{2.47}
\end{align*}
$$

with an additional condition $A^{3}=G M B^{2}$ [Bau22, sect. 5.4.1].
In this analytic solution we see that at first $\delta$ is small and so we can linearise its equation. We then get $\delta \propto t^{\frac{2}{3}} \propto a$. So, in the beginning the region with overdensity behaves like the rest of the universe. But, then it starts slowly to decouple and and grow less fast, until at $\theta=\pi$ the overdense region starts to shrink. Then, at $\theta=2 \pi$ the overdense region collapses into a singular point.

This model allows us to model the formation of dark matter halos, inside which the galaxies later form. In reality, this halo does not collapse into a single point. This does not happen, because the initial overdensity is not perfectly spherically symmetric and it has some angular momentum. As a result, the halo will virialise and settle into a state where the kinetic and potential energy balance each other according to the virial theorem

$$
\begin{equation*}
T=-\frac{1}{2} V . \tag{2.48}
\end{equation*}
$$

Here $T$ is the kinetic energy and $V$ is the potential energy of the overdensity. But, as the time of virialisation is similar to the time of collapse, we will use the collapse to signify that a dark matter halo has formed.

Often, it is easier to use linear equations to analyse the formation of large scale structures. Gravitational collapse is, however, a non-linear process and so it cannot be described by linear equations. To find where collapse has happened, we can use the spherical collapse model. To do that we linearise the solution for $\delta$ and look at what happens at the time of collapse $t_{\text {coll }}=2 B \pi$. Using that we find the critical overdensity:

$$
\begin{equation*}
\delta_{c}=\frac{3}{20}\left(\frac{6 t_{\text {coll }}}{B}\right)^{\frac{2}{3}}=\frac{3}{20}(12 \pi)^{\frac{2}{3}} \approx 1.69 . \tag{2.49}
\end{equation*}
$$

Then when using the linear equations, it is assumed that a halo has formed, wherever the overdensity has reached the critical value.

The critical overdensity can, for example, be used to calculate the halo mass function using the Press-Schechter theory [Bau22, sect. 5.4.4]. This halo mass function gives the relative abundance of halos with a certain mass. And as halo mass function can also be calculated from observations, we can compare different models using the halo mass function.


## Galileon Model

The usual way to explain dark energy is to add a cosmological constant $\Lambda$ to the Einstein Field Equations as in Eq. (2.18). This constant represents vacuum energy, i.e. energy present even in vacuum. It arises due to the fact that quantum fields cannot have zero energy [RZ02]. A conservative calculation shows that $\Lambda_{\text {theory }} \approx 10^{-60} M_{p l}^{4}$ in Planck units, where $M_{p l}:=(8 \pi G)^{-1 / 2}$ is the Planck mass. However, the observed value is $\Lambda_{\mathrm{obs}} \approx 10^{-120} M_{p l}^{4}$ which is 60 orders of magnitude smaller than the calculated value [JJKT15]. This discrepancy is called the cosmological constant problem or the vacuum catastrophe. This leads us to consider other theories of dark energy. In particular, those that work by modifying the way gravity works.

In this chapter, we will present Horndeski gravity, which is a theory of modified gravity where you add an additional scalar field $\varphi$ while ensuring that the equations of motion remain second order. Then, we will focus on two particular models, called covariant cubic Galileon and the Galileon ghost condensate models. In particular, we will explore how those two models change the way that the spherical collapse happens. To do that we will also have to look at how they affect the evolution of the size of the universe.

### 3.1 Horndeski Gravity

Horndeski gravity, also known as generalised Galileon model, is the most general way to add a scalar field $\varphi$ to the Einstein-Hilbert action so that the resulting equations of motion do not contain derivatives of the third or higher order. One way to look at the scalar field is that it represents an
additional particle which is coupled to the gravitational field. However, we can also treat Horndeski gravity as a low-energy effective action of gravity which characterizes the expanding FLRW universe and thus also dark energy [HS24]. This interpretation shows why studying Horndeski theory is much more useful than the literal interpretation of $\varphi$ as a particle would suggest.

The Horndeski action is given by

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g}\left[\sum_{i=2}^{5} \mathcal{L}_{i}+\frac{1}{2 \kappa} R+\mathcal{L}_{m}\right] \tag{3.1}
\end{equation*}
$$

with

$$
\begin{align*}
\mathcal{L}_{2}= & G_{2}(\varphi, X) \\
\mathcal{L}_{3}= & G_{3}(\varphi, X) \square \varphi \\
\mathcal{L}_{4}= & G_{4}(\varphi, X) R+G_{4 X}\left[(\square \varphi)^{2}-\left(\nabla_{\mu} \nabla_{\nu} \varphi\right)^{2}\right] \\
\mathcal{L}_{5}= & G_{5}(\varphi, X) G_{\mu \nu} \nabla^{\mu} \nabla^{v} \varphi-\frac{1}{6} G_{5 X}\left[(\square \varphi)^{3}-3 \square \varphi\left(\nabla_{\mu} \nabla_{\nu} \varphi\right)^{2}\right. \\
& \left.+2\left(\nabla^{\mu} \nabla_{\nu} \varphi\right)\left(\nabla^{\nu} \nabla_{\rho} \varphi\right)\left(\nabla^{\rho} \nabla_{\mu} \varphi\right)\right] . \tag{3.2}
\end{align*}
$$

Here $X:=\nabla^{\mu} \varphi \nabla_{\mu} \varphi$ is the kinetic term of the scalar field, $G_{\mu \nu}$ is the Einstein tensor and $G_{i}(\phi, X)$ are free functions of the scalar field and the kinetic term. We also use the notation $\square \varphi:=\nabla^{\mu} \nabla_{\mu} \varphi,\left(\nabla_{\mu} \nabla_{\nu} \varphi\right)^{2}:=$ $\left(\nabla^{\mu} \nabla^{v} \varphi\right)\left(\nabla_{\mu} \nabla_{\nu} \varphi\right)$ and $G_{i X}:=\partial G_{i} / \partial X$.

The free functions $G_{i}$ can be combined into the four alpha parameters $\alpha_{K}, \alpha_{B}, \alpha_{M}$ and $\alpha_{T}$, which are functions of time. Together with the Hubble parameter $H$ and the current values of the density parameters $\Omega_{i}$, they completely determine the behaviour of Horndeski gravity in linear perturbation theory as long as $\dot{\varphi} \neq 0$. The precise expression for these parameters can be found in [BS14].

Unlike the free functions $G_{i}$, the alpha parameters can be given a physical interpretation:

- $\alpha_{K}$ is the kineticity parameter. It roughly corresponds to the kinetic energy of the scalar perturbations. It has contributions from all four free functions $G_{i}$.
- $\alpha_{B}$ is the braiding parameter. It signifies the mixing of the kinetic terms of the scalar with the kinetic terms of the metric. It has contributions from $G_{3}, G_{4}$ and $G_{5}$.
- $\alpha_{M}$ is the Planck mass run rate. It can be seen as the rate of change of the Planck mass $M_{p l}$ and hence the gravitational constant $G$. Anisotropic stress is introduced by this parameter. It has contributions from $G_{4}$ and $G_{5}$.
- $\alpha_{T}$ is the tensor speed excess. It represents the deviation of the speed of gravitational waves from the speed of light. Anisotropic stress is introduced by this parameter. It has contributions from $G_{4}$ and $G_{5}$.


### 3.2 Generalised Cubic Galileon

2017 saw the first detection of a neutron star merger using both gravitational waves and electromagnetic detectors. This event confirmed that the speed of gravitational waves is equal to the speed of light to within a factor of $10^{-15}$ [LVFI17]. It is, therefore, reasonable to assume that $\alpha_{T}$ is equal to zero.

Then, the definition of $\alpha_{T}$ given in [BS14] implies that

$$
\begin{equation*}
2 G_{4 X}-2 G_{5 \varphi}-(\ddot{\varphi}-\dot{\varphi} H) G_{5 X}=0 \tag{3.3}
\end{equation*}
$$

Here $G_{5 \varphi}:=\partial G_{i} / \partial \varphi$. Note that $G_{i}$ do not contain second order derivatives of $\varphi$, therefore $G_{5 X}$ must be zero and $G_{4 X}=G_{5 \varphi}$.

However, we will only look at shift-symmetric models, i.e. the models whose $G_{i}$ functions do not explicitly depend on $\varphi$. They are called that, because their Lagrangian does not change under a shift of the scalar field $\varphi \rightarrow \varphi+c$ with constant $c$. This leads us to set $G_{4}$ and $G_{5}$ to zero.

We are now only left with the $G_{2}(X)$ and $G_{3}(X)$ terms. This also implies that $\alpha_{M}=0$, which means that there is no anisotropic stress introduced by the modification to gravity. Therefore, $\Psi=\Phi$ still holds as long as the stress-energy tensor $T^{i j}$ does not introduce any anisotropic stress.

These assumptions allow us to simplify the action (3.1) to

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g}\left[G_{2}(X)+G_{3}(X) \square \varphi+\frac{1}{2 \kappa} R+\mathcal{L}_{m}\right] \tag{3.4}
\end{equation*}
$$

This action represents the shift-symmetric generalised cubic Galileon models.

By varying this action with respect to the metric we get the modified Einstein field equations:

$$
\begin{align*}
& G_{2 X} \nabla_{\mu} \varphi \nabla_{\nu} \varphi-\frac{1}{2} G_{2} g_{\mu \nu}+G_{3 X} \square \varphi \nabla_{\mu} \varphi \nabla_{\nu} \varphi \\
& \quad-\nabla_{(\mu} G_{3} \nabla_{\nu)} \varphi+\frac{1}{2} g_{\mu \nu} \nabla^{\rho} G_{3} \nabla_{\rho} \varphi+\frac{1}{2 \kappa} G_{\mu \nu}=\frac{1}{2} T_{\mu v} \tag{3.5}
\end{align*}
$$

while by varying the action with respect to the scalar field we get the equation of motion for the scalar field:

$$
\begin{equation*}
\nabla^{\mu}\left(2 G_{2 X} \nabla_{\mu} \varphi+2 G_{3 X} \square \varphi \nabla_{\mu} \varphi-G_{3 X} \nabla_{\mu} X\right)=0 \tag{3.6}
\end{equation*}
$$

We have already seen that two alpha parameters $\alpha_{M}, \alpha_{T}$ are equal to 0 in this model. The other two alpha parameters are given by

$$
\begin{align*}
H^{2} M_{p l}^{2} \alpha_{K} & =2 X\left(G_{2 X}+2 X G_{2 X X}\right)-12 \dot{\varphi} X H\left(G_{3 X X}\right)  \tag{3.7}\\
H M_{p l}^{2} \alpha_{B} & =\dot{\varphi} X G_{3 X} . \tag{3.8}
\end{align*}
$$

Furthermore, the speed of sound $c_{s}$ of the scalar perturbations of $\varphi$ is given by

$$
\begin{equation*}
\alpha c_{s}^{2}=-2\left(1+\alpha_{B}\right)\left(\frac{H^{\prime}}{H}+\alpha_{B}\right)-2 \alpha_{B}^{\prime}-3 \Omega_{m}-4 \Omega_{r} \tag{3.9}
\end{equation*}
$$

where prime refers to the derivative with respect to the $e$-fold time $\ln a$, $\Omega_{i}:=\rho_{i} /\left(3 M_{p l}^{2} H^{2}\right)$ are the matter and radiation density parameters for $i=m, r$ respectively and $\alpha:=\alpha_{K}+6 \alpha_{B}^{2}$ [AFPS24].

At the larger scales, there are many unknowns about how gravity works, which gives us the freedom to modify it. However, we do not have the same amount of freedom within the Solar System, considering how well we have tested gravity at these scales [Uza11]. As such, all theories of modified gravity must reduce to ordinary general relativity at the scale of a solar system. In particular, we want to get the Poisson equation (2.43) in the Newtonian limit.

To test when this constraint holds in generalised cubic Galileon models, we will assume that there is a spherical mass $M$ of radius $R_{M}$. This mass represents the Sun in our solar system. Furthermore, we will divide the matter density into the background density $\bar{\rho}_{m}$ and the perturbation $\bar{\rho}_{m}(t) \delta(t, \mathbf{x})$ just as we did in Section 2.5. Similarly, we will separate the scalar field $\varphi(t, \mathbf{x})=\bar{\varphi}(t)+\delta \varphi(t, \mathbf{x})$.

Now, we expand equations (3.5) and (3.6) to the second order around the perturbations. We will also assume that the gravitational potential $\Phi$ and its first order spatial derivatives are negligible compared to its second order spatial derivatives. Then, by using the quasi-static approximation the two equations become

$$
\begin{align*}
& \frac{\nabla^{2} \Phi}{a^{2}}=\frac{\bar{\rho}_{m} \delta}{2 M_{p l}^{2}}+\alpha_{B} H \frac{\nabla^{2} \chi}{a^{2}}  \tag{3.10}\\
& \frac{\nabla^{2} \chi}{a^{2}}+\lambda^{2}\left[\frac{\left(\nabla_{i} \nabla_{j} \chi\right)^{2}}{a^{4}}-\frac{\left(\nabla^{2} \chi\right)^{2}}{a^{4}}\right]=-\frac{\lambda^{2}}{2 M_{p l}^{2}} \bar{\rho}_{m} \delta . \tag{3.11}
\end{align*}
$$

Here $\chi:=\delta \varphi / \dot{\bar{\varphi}}$ is an auxiliary field, $\left(\nabla_{i} \nabla_{j} \chi\right)^{2}:=\left(\nabla^{i} \nabla^{j} \chi\right)\left(\nabla_{i} \nabla_{j} \chi\right)$ is calculated using the Euclidean metric and

$$
\begin{equation*}
\lambda^{2}:=-\frac{2 \alpha_{B}}{H \alpha c_{s}^{2}} \tag{3.12}
\end{equation*}
$$

As the matter distribution is spherically symmetric, we can also assume that the scalar field has the same symmetry. We use this assumption to write Eq. (3.11) purely in terms of the radial distance $r$, then we multiply it by $a^{4} r^{2}$ and integrate it with respect to $r$ to get

$$
\begin{equation*}
a^{2} r^{2} \frac{\mathrm{~d} \chi}{\mathrm{~d} r}-2 \lambda^{2} r\left(\frac{\mathrm{~d} \chi}{\mathrm{~d} r}\right)^{2}=-a^{4} \lambda^{2} G m(r) \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
m(r):=4 \pi \int_{0}^{r} r^{\prime 2} \bar{\rho}_{m} \delta\left(r^{\prime}\right) d r^{\prime} \tag{3.14}
\end{equation*}
$$

is the mass of the overdensity in the spherical region with radius $r$ whose centre coincides with the centre of the mass $M$.

The above equation can be solved algebraically for $\frac{\mathrm{d} \chi}{\mathrm{d} r}$ :

$$
\begin{equation*}
\frac{\mathrm{d} \chi}{\mathrm{~d} r}=\frac{a^{2} r}{4 \lambda^{2}}\left(1-\sqrt{1+\frac{r_{V}^{3}}{r^{3}}}\right) \tag{3.15}
\end{equation*}
$$

Here $r_{V}^{3}:=8 \lambda^{4} G m$ is called the Vainshtein radius. Notice that $m(r)=M$ for the region $r \geq R_{M}$ outside of the sun. As we are not interested in the insides of the sun, we will work purely in that region from here onwards. To make that clear we will use the capital letter $R$ for the distance from the sun, and $R_{V}^{3}:=8 \lambda^{4} G M$ for the Vainshtein radius.

By putting the above solution back into Eq. (3.11) and then combining the resulting equation with Eq. (3.10) we get the modified Poisson equation

$$
\begin{equation*}
\nabla^{2} \Phi=4 \pi G a^{2} \mu^{N L} \bar{\rho}_{m} \delta \tag{3.16}
\end{equation*}
$$

where

$$
\begin{align*}
\mu^{N L} & :=1+2\left(\mu^{L}-1\right)\left(\frac{R}{R_{V}}\right)^{3}\left[\sqrt{1+\frac{R_{V}^{3}}{R^{3}}}-1\right]  \tag{3.17}\\
\mu^{L} & :=1+\frac{2 \alpha_{B}^{2}}{\alpha c_{s}^{2}} \tag{3.18}
\end{align*}
$$

By comparing the modified Poisson equation (3.16) with the ordinary Poisson equation (2.43), we see that $\mu^{N L}$ quantifies the effect of the modified gravity. Also notice that by linearising $\mu^{N L}$ around the overdensity $\delta$ we get $\mu^{L}$. Hence the superscripts: $L$ for linear and $N L$ for non-linear.

The Galileon model reduces to GR in the limit $R \ll R_{V}$ where $\mu^{N L}=1$. Therefore, we require from any Galileon theory that the Vainshtein radius $R_{V}$ is much larger than the radius of our solar system. This mechanism is called Vainshtein screening. Furthermore, notice that the Vainshtein radius depends purely on $\alpha_{B}$. Therefore, the Vainshtein screening arises from the term $G_{3} \square \varphi$ in the Lagrangian. In fact, this screening arises even when $G_{4} \neq 0$ as long as $G_{3}$ is present. We have shown the Vainshtein mechanism for a fairly simple system. But it is still present in more complicated systems [JJKT15, Kob19].

Other models of modified gravity can have different screening mechanisms. Vainshtein screening, for example, emerges form the second order derivative of $\varphi$ becoming relatively large near massive objects, while kinetic screening emerges due to the first order derivatives becoming large. Other screening mechanisms depend on the effective mass of the additional field growing near regions of high density or on the coupling to matter becoming weak [JJKT15]. For our models, though, only the Vainshtein mechanism applies.

### 3.3 Spherical Collapse

While the Galileon models were introduced to explain dark energy, they also change other aspects of how the universe behaves, such as the formation of large scale structures. In Section 2.5 we have looked at the spherical collapse model of how dark matter halos form. Now, we want to change this model so as to accommodate the Galileon modified gravity theories. This would allow us to compare those models of modified gravity with the $\Lambda$-CDM model.

Notice that the assumptions used to derive the modified Poisson equation (3.16) are also used in the spherical collapse model. Furthermore, generalised cubic Galileon models only add scalar degrees of freedom and there is no anisotropic stress, therefore the equations (2.40) and (2.42) still hold.

By combining Eq. (2.42) with the modified Poisson equation (3.16) we
get the equation governing the radius of the overdense region:

$$
\begin{equation*}
\frac{\ddot{R}}{R}=H^{2}+\dot{H}-\frac{4 \pi G}{3} a^{2} \mu^{N L} \bar{\rho}_{m} \delta . \tag{3.19}
\end{equation*}
$$

To make numerical simulation of the above equation easier, we will perform a change of variables

$$
\begin{equation*}
y=\frac{R}{R_{i}}-\frac{a}{a_{i}}, \tag{3.20}
\end{equation*}
$$

with $R_{i}$ being the initial value of the radius of the perturbation and $a_{i}$ being the initial value of the scale factor. This change of variables gives us the equation

$$
\begin{equation*}
y^{\prime \prime}=-\frac{H^{\prime}}{H} y^{\prime}+\left(1+\frac{H^{\prime}}{H}\right) y-\frac{\Omega_{m}}{2} \mu^{N L} \delta\left(y+\frac{a}{a_{i}}\right), \tag{3.21}
\end{equation*}
$$

with the primes representing a derivative with respect to $\ln a$ and $\Omega_{m}$ being the matter density parameter defined in Eq. (2.19). All functions of time will henceforth be reparametrised in terms of the scale factor $a$. This is possible because the scale factor increases monotonically with time. By setting $\mu^{N L}=1$ we get the equation governing spherical collapse in the $\Lambda$-CDM model.

Using the conservation of mass (2.41) we can write the overdensity as

$$
\begin{equation*}
\delta=\left(1+\delta_{i}\right)\left(1+\frac{a_{i}}{a} y\right)^{-3}-1 \tag{3.22}
\end{equation*}
$$

where $\delta_{i}$ is the initial overdensity at $a_{i}$.
Notice that the mass used in the definition of Vainshtein radius is the mass of the overdensity alone, i.e. $4 \pi \bar{\rho}_{m} \delta / 3$. This gives us

$$
\begin{equation*}
\frac{R^{3}}{R_{V}^{3}}=\frac{1}{4 \Omega_{m} H^{2} \lambda^{4}} \frac{1}{\delta} \tag{3.23}
\end{equation*}
$$

Now, only the background parameters $H, \Omega_{m}, \Omega_{r}$ and $\alpha_{B}$ are left unspecified in Equation (3.21). They will be treated separately in the following sections as they have to be calculated from the background equations.

To do the numerical simulations we need to know initial conditions. We will always take the initial scale factor to be $a_{i}=10^{-5}$, which is well into the radiation dominated era. Then, it is obvious from the definition that $y_{i}=0$. Furthermore, it follows from Equation (3.22) that $y_{i}^{\prime}=-\frac{\delta_{i}^{\prime}}{3(1+\delta)}$.

In Section 2.5, we saw that at first $\delta \propto a$, and thus $\delta^{\prime}=\delta$. Since $\delta$ is a small perturbation we will assume that $(1+\delta) \approx 1$, which gives $y_{i}^{\prime}=-\delta_{i} / 3$. And finally $\delta_{i}$ will be chosen so that the collapse happens at some chosen time. Usually, we will choose for the collapse to happen right now, i.e. $a_{\text {coll }}=1$.

However, remember that the spherical collapse model is needed to calculate the critical overdensity $\delta_{c}$, which is then further used to get observable quantities. To determine it we need the linearised equation describing the evolution of $\delta$. We already know the non-linear version of this equation Eq. (2.40). By combining it with the modified Poisson equation (3.16) and then linearising the result we get

$$
\begin{equation*}
\delta^{\prime \prime}+\left(2+\frac{H^{\prime}}{H}\right) \delta^{\prime}=\frac{3}{2} \Omega_{m} \mu^{L} \delta . \tag{3.24}
\end{equation*}
$$

### 3.4 Background Equations

To be able to model the spherical collapse we still need to calculate the quantities $H, \Omega_{m}, \Omega_{r}$ and $\alpha_{B}$, which we can get by solving the background equations. Remember that the background is homogeneous and isotropic in space, as such all background parameters only depend on time. Since in the rest of this chapter we will only deal with the background parameters, we will write them without the overlines.

By putting the background parameters into the modified Einstein field equations (3.5) we get the following two equations, where the first equation comes from the 00 -component and the second comes from the spatial components:

$$
\begin{array}{r}
3 M_{p l}^{2} H^{2}=\rho_{m}+\rho_{r}-2 G_{2 X} \dot{\varphi}^{2}-G_{2}+6 H G_{3 X} \dot{\varphi}^{3} \\
M_{p l}^{2}\left(2 \dot{H}+3 H^{2}\right)=2 G_{3 X} \dot{\varphi}^{2} \ddot{\varphi}-G_{2}-\frac{1}{3} \rho_{r} . \tag{3.26}
\end{array}
$$

These two equations can be seen as the modified versions of the two Friedmann equations $(2.13,2.14)$. Then, from $\mathrm{Eq}(3.6)$ we get the equation of motion for the background scalar field $\varphi$ :

$$
\begin{align*}
& 2 G_{2 X X} \dot{\varphi}^{2} \ddot{\varphi}-G_{2 X} \ddot{\varphi}+3 \dot{H} G_{3 X} \dot{\varphi}^{2}-6 H G_{3 X X} \ddot{\varphi} \dot{\varphi}^{3} \\
&+6 H G_{3 X} \dot{\varphi}^{3} \ddot{\varphi}-3 H G_{2 X} \dot{\varphi}+9 H^{2} G_{3 X} \dot{\varphi}^{2}=0 . \tag{3.27}
\end{align*}
$$

The background equations cannot be solved without specifying $G_{2}$ and $G_{3}$. Henceforth, we will use two models, which are called the Galileon
ghost condensate (GGC) and the covariant cubic Galileon (G3). GGC is given by

$$
\begin{equation*}
G_{2}=a_{1} X+a_{2} X^{2}, \quad G_{3}=3 a_{3} X, \tag{3.28}
\end{equation*}
$$

and G3 is given by the same expressions, but with $a_{2}=0$.
In this model the modified Friedmann equation (3.25) becomes

$$
\begin{equation*}
3 M_{p l}^{2} H^{2}=\rho_{m}+\rho_{r}-a_{1} \dot{\varphi}^{2}+3 a_{2} \dot{\varphi}^{4}+18 a_{3} H \dot{\varphi}^{3} \tag{3.29}
\end{equation*}
$$

Just as in Section 2.3, we define the dimensionless parameters

$$
\begin{equation*}
x_{1}:=-\frac{a_{1} \dot{\varphi}^{2}}{3 M_{p l}^{2} H^{2}}, \quad x_{2}:=\frac{a_{2} \dot{\varphi}^{4}}{M_{p l}^{2} H^{2}}, x_{3}:=\frac{6 a_{3} \dot{\varphi}^{3}}{M_{p l}^{2} H^{\prime}} \tag{3.30}
\end{equation*}
$$

so that the Friedmann equation can be rewritten into

$$
\begin{equation*}
\Omega_{m}+\Omega_{r}+\Omega_{\varphi}=1, \tag{3.31}
\end{equation*}
$$

where $\Omega_{\varphi}:=x_{1}+x_{2}+x_{3}$ is the effective density parameter of the scalar field $\varphi$. Notice that to get the G3 model we just have to set $x_{2}=0$.

Using the Friedmann equation we can compute $\Omega_{m}$ from the other parameters. To find the dynamical system governing the other four parameters we will differentiate them with respect to $\ln a$ (denoted by prime). Remember from Section 2.3 that $\rho_{r}$ scales as $a^{-4}$, which means that $\Omega_{r} \propto$ $a^{-4} \mathrm{H}^{-2}$. This gives the following system of differential equations:

$$
\begin{align*}
x_{1}^{\prime} & =2 x_{1}\left(\varepsilon_{\varphi}-h\right),  \tag{3.32}\\
x_{2}^{\prime} & =2 x_{2}\left(2 \varepsilon_{\varphi}-h\right),  \tag{3.33}\\
x_{3}^{\prime} & =x_{3}\left(3 \varepsilon_{\varphi}-h\right),  \tag{3.34}\\
\Omega_{r}^{\prime} & =-2 \Omega_{r}(2+h), \tag{3.35}
\end{align*}
$$

where $\varepsilon_{\varphi}:=\ddot{\varphi} /(H \dot{\phi})$ and $h:=\dot{H} / H^{2}=H^{\prime} / H$. By solving the above equations we can get all the background parameters we need for spherical collapse. But first, we have to find the expressions for $\varepsilon_{\varphi}$ and $h$ in terms of the parameters above.

To do that we rewrite the second Friedmann equation (3.26) and the equation of motion (3.27) using the dimensionless parameters:

$$
\begin{align*}
x_{3} \varepsilon_{\varphi}-3 x_{1}-x_{2}-\Omega_{r}-3-2 h & =0,  \tag{3.36}\\
6 x_{1}+4 x_{2}+3 x_{3}+2\left(x_{1}+2 x_{2}+x_{3}\right) \varepsilon_{\phi}+x_{3} h & =0 . \tag{3.37}
\end{align*}
$$

Then we combine these equation and get

$$
\begin{align*}
\varepsilon_{\varphi} & =-\frac{1}{q_{s}}\left[4\left(3 x_{1}+2 x_{2}\right)-x_{3}\left(3 x_{1}+x_{2}+\Omega_{r}-3\right)\right]  \tag{3.38}\\
h & =-\frac{1}{q_{s}}\left[2\left(3 x_{1}+x_{2}+\Omega_{r}+3\right)\left(x_{1}+2 x_{2}\right)+2 x_{3}\left(6 x_{1}+3 x_{2}+\Omega_{r}+3\right)+3 x_{3}^{2}\right] \tag{3.39}
\end{align*}
$$

with

$$
\begin{equation*}
q_{s}:=4\left(x_{1}+2 x_{2}+x_{3}\right)+x_{3}^{2} . \tag{3.40}
\end{equation*}
$$

Now, we have found all the equations necessary to simulate the evolution of the background. It only remains to connect the dimensionless parameters we used in this section with the quantities used in the previous section. The expressions for $\Omega_{m}$ and $H^{\prime} / H=h$ have already been found. And the alpha parameters are given by

$$
\begin{align*}
\alpha_{B} & =-\frac{1}{2} x_{2}  \tag{3.41}\\
\alpha_{K} & =6\left(x_{1}+2 x_{2}+x_{3}\right)  \tag{3.42}\\
\alpha & =\frac{3}{2} q_{s} . \tag{3.43}
\end{align*}
$$

Then, using

$$
\begin{equation*}
\alpha_{B}^{\prime}=-\frac{1}{2} x_{3}^{\prime}=-\frac{1}{2} x_{3}\left(3 \varepsilon_{\varphi}-h\right) \tag{3.44}
\end{equation*}
$$

we can find the expressions for $\alpha c_{s}^{2}$ and all the other necessary quantities.
There are also some other quantities which could be interesting to know. For example, the Hubble parameter can be calculated as follows

$$
\begin{equation*}
\frac{H^{2}}{H_{0}^{2}}=\frac{\Omega_{r 0}}{a^{4} \Omega_{r}} \tag{3.45}
\end{equation*}
$$

where $H_{0}$ and $\Omega_{r 0}$ are the current values of the Hubble parameter and the radiation density parameter.

From the modified Friedmann equations $(3.25,3.26)$ we can find the effective energy density $\rho_{\varphi}$ and pressure $p_{\varphi}$ of the scalar field. Using those we can find the effective equation of state parameter

$$
\begin{equation*}
w_{\varphi}:=\frac{p_{\varphi}}{\rho_{\varphi}}=\frac{3 x_{1}+x_{2}-x_{3} \varepsilon_{\varphi}}{3 \Omega_{\varphi}} . \tag{3.46}
\end{equation*}
$$

As discussed in Section 2.3, this parameter determines how the scalar field affects the expansion of the universe. In particular, when $w_{\varphi}>-1 / 3$, then $\phi$ decelerates the expansion of the universe, while when $w_{\varphi}<-1 / 3$, then it accelerates the expansion.

### 3.5 Stability Analysis

For the dynamical system (3.32)-(3.35) to represent the physical world, it has to be well-behaved. A solution starting with physically meaningful initial conditions should remain physical. Furthermore, any solution with which we want to model our universe should approach the de Sitter universe, i.e. a universe that is dominated by dark energy with $w_{D E}=-1$. In this section we will show that there is a region of the phase space in which all solutions are indeed well-behaved.

First, we notice that the dynamical system is not defined on the region given by $q_{s}=0$, but outside of that region it is continuously differentiable. By the Picard-Lindelöf theorem [Mei07, Th. 3.19] any initial condition $x_{0} \in$ $\mathbb{R}^{4} \backslash\left\{q_{s}=0\right\}$ at $a_{0} \in \mathbb{R}$ has a unique solution $x(a)$ in some open interval around $a_{0}$ for which $x\left(a_{0}\right)=x_{0}$.

Then, it is trivial to see that any solution that starts at a hyperplane given by $x_{1}=0, x_{2}=0, x_{3}=0$ or $\Omega_{r}=0$ must always stay on that hyperplane. It follows by uniqueness that all solutions must remain on the same side of those hyperplanes. So, all four components of a solution $x(a)$ must maintain their sign. This allows us to restrict our attention to the solutions with $x_{1}<0, x_{2} \geq 0, x_{3}>0$ and $\Omega_{r} \geq 0$. Here the choice $x_{2}>0$ corresponds to the GGC model and the choice $x_{2}=0$ corresponds to the G3 model. The condition $\Omega_{r} \geq 0$ follows from it being the energy density parameter of radiation, as the energy of radiation cannot be negative. The reasons for the other choices will become clear later.

From the Friedmann equation (3.31) we can calculate that

$$
\begin{equation*}
\Omega_{m}^{\prime}=-\Omega_{m}(3+2 h) \tag{3.47}
\end{equation*}
$$

This can also be seen from the definition 2.19 and from the fact the matter density $\rho_{m}$ goes as $a^{-3}$. By similar reasoning as before we see that all solutions must stay on the same side of the hyperplane $\Omega_{m}=0$. Just as for $\Omega_{r}$ we shall restrict our attention to the region where $\Omega_{m} \geq 0$.

There also exists another density parameter $\Omega_{\varphi}:=x_{1}+x_{2}+x_{3}$, and, similarly to $\Omega_{m}$ and $\Omega_{r}$, we want to restrict our attention to the region given by $\Omega_{\varphi} \geq 0$. But first, we have to check whether a solution that starts in that region stays in that region. To do that we will examine the
behaviour of the solutions near $\Omega_{\varphi}$. In particular, we will look at $q_{s} \Omega_{\varphi}^{\prime}$ with the substitution $x_{1}=\Omega_{\varphi}-x_{2}-x_{3}$. In that case we get

$$
\begin{equation*}
q_{s} \Omega_{\varphi}^{\prime}=8\left(x_{2}+x_{3}\right)^{2}+x_{3}^{2}+\Omega_{\varphi} p\left(\Omega_{\varphi}, x_{2}, x_{3}\right) \tag{3.48}
\end{equation*}
$$

where $p\left(\Omega_{\varphi}, x_{2}, x_{3}\right)$ is a polynomial. Then, we notice that $q_{s}=4 \Omega_{\varphi}+$ $4 x_{2}+x_{3}^{2}>0$ whenever $\Omega_{\varphi} \geq 0$, because $x_{2} \geq 0$ and $x_{3}>0$. Therefore, $\Omega_{\varphi}^{\prime}>0$ on the hyperplane $\Omega_{\varphi}=0$ where the system is defined. As such, no solution can cross this hyperplane from $\Omega_{\varphi} \geq 0$.

It follows that any solution that starts in the region $\Omega_{\varphi} \geq 0$ stays in that region. In addition, this implies that no solution in the given region approaches the hyperplane $\Omega_{\varphi}=0$ as $a \rightarrow \infty$.

Notice that $q_{s}>\Omega_{\varphi} \geq 0$, therefore the aforementioned fact also shields our solutions from going towards $q_{s}=0$. The solutions cannot even approach the region where $q_{s}=0$.

However, the previous reasoning does not work when $\Omega_{\varphi}=q_{s}=0$. So, in our region it does not work for the origin, which physically represents a universe without any dark energy or radiation and with unmodified gravity. But, sufficiently close to the origin we can assume that the second and higher order terms can be ignored in favour of the linear terms. Then, we get

$$
\begin{equation*}
q_{s}\left(\varepsilon_{\varphi}-h\right) \approx-6 x_{1}+4 x_{2}+3 x_{3}>0 \tag{3.49}
\end{equation*}
$$

In our region $q_{s}>0$, therefore $\varepsilon_{\varphi}-h>0$. Then by looking at Equation (3.32) we see that $x_{1}^{\prime}<0$ near the origin. It follows that the $x_{1}$ component of any solution in our region must go away from the origin if the solution is close enough to the origin. Therefore, no solution in our region can approach or reach the origin. Notice that all three sign conditions for $x_{i}$ have been used, so this can be seen as an explanation for those choices.

It is important to note that the previous statements only hold if we go forward in time. If, on the other hand, we go backwards in time then an almost reverse statement holds: any solution which is sufficiently close to the hyperplane $\Omega_{\varphi}$ shall cross it into the region where $\Omega_{\varphi}<0$ and then most, if not all, solutions will cease to exist as they go into the region where $q_{s}=0$. This will be important in Chapter 4, because through observations it is easier to get what those values are today than what they were in the early universe.

The Friedmann equation (3.31) then places the last restriction on our region with it being given by $0 \leq \Omega_{m}, \Omega_{r}, \Omega_{\varphi} \leq 1$. This restriction agrees with the physical interpretation of the energy density parameter as the
fraction of energy in some region which comes from its corresponding source.

We have now defined a region given by $x_{1}<0, x_{2} \geq 0, x_{3}>0$ and $0 \leq$ $\Omega_{m}, \Omega_{r}, \Omega_{\varphi} \leq 1$ and shown that any solution that starts in this region shall remain in it as long as we go forwards in time. This region is, however, unbounded. So now, we will look at the behaviour of the solutions which start far away from the origin.

Notice that for any point far away from the origin at least one of the parameters $x_{1}, x_{2}$ or $x_{3}$ must be large. Then, from $0 \leq \Omega_{\varphi} \leq 1$ we get $-x_{2}-x_{3} \leq x_{1} \leq 1-x_{2}-x_{3}$. This, on its own part, implies that if any of the three parameters is large, then $x_{1}$ must also be large. Furthermore, it implies that $x_{1} \approx-x_{2}-x_{3}$. So, we have $x_{1} \ll 0$ and $x_{2}+x_{3} \gg 0$. We will now assume that the parameters are sufficiently large so that linear terms and second order terms containing $\Omega_{r}$ can be ignored in favour of the second order terms of the form $x_{i} x_{j}$. Under these conditions we can show that $\varepsilon_{\varphi}-h, 2 \varepsilon_{\varphi}-h, 3 \varepsilon_{\varphi}-h<0$. Then, the equations (3.32)-(3.34) imply that $x_{1}^{\prime}>0$ and $x_{2}^{\prime}, x_{3}^{\prime}<0$. Therefore, the solutions in our region cannot go to infinity as $a \rightarrow \infty$. Instead, all solution must have bounded forward orbits.

Now, we want to find which points the solutions can approach. To do that we will look at the fixed points within or at the border of our region. Notice that any fixed point must have $\Omega_{r}^{\prime}=0$. This condition is satisfied if $\Omega_{r}=0$ or if $h=-2$. We shall first look at the case where $h=-2$. In this case precisely two of the three parameters $x_{i}$ must be equal to zero, as otherwise either $q_{s}=0$ or $\varepsilon_{\varphi}$ must be equal to two different values at the same time.

The case where $x_{2}=x_{3}=0$ leads to a contradiction and does not give any fixed points. The case where $x_{1}=x_{2}=0$ and $x_{3} \neq 0$ gives us the fixed point with $x_{3}=-4$ and $\Omega_{r}=3$. But, this fixed point is well outside our region of interest. So, we will ignore it. Lastly, the case where $x_{1}=x_{3}=0$ gives us a line of fixed points $\Omega_{r}=1-x_{2}$. Physically, these solutions correspond to a universe without any matter. Furthermore, $w_{\varphi}=\frac{1}{3}$, so the scalar field acts just like radiation and those universes will at some point start to contract.

To compute the stability of the fixed points on this line we will use its Jacobian. The full expression for the Jacobian is given in appendix A.2,
while for these fixed points the Jacobian is given by

$$
\left(\begin{array}{cccc}
2 & 0 & 0 & 0  \tag{3.50}\\
3 x_{2}-4 & x_{2} & x_{2}+1 & x_{2} \\
0 & 0 & -1 & 0 \\
3-3 x_{2} & 1-x_{2} & 1-x_{2} & 1-x_{2}
\end{array}\right) .
$$

This matrix has eigenvalues $-1,0,1$ and 2 with the corresponding eigenvectors being $(0,0,1,0),(0,1,0,-1),(0,1,-1,0)$ and $(1,0,0,0)$.

By the centre manifold theorem [Mei07, Th. 5.21] we know that these fixed points must each have a 1-dimensional local centre manifold, a 1dimensional local stable manifold and a 2-dimensional local unstable manifold with all being tangent to the respective eigenvectors. The centre manifold is just the line of fixed points $\Omega_{r}=1-x_{2}$. At the same time, if we reduce our system by setting $x_{1}=0$, then the stable manifold remains locally unchanged. Therefore, the stable manifold must be completely contained in the hyperplane given by $x_{1}=0$. It follows by the non-hyperbolic Hartman-Grobman theorem [Mei07, th. 5.21] that solutions in our region do not approach this set of fixed points as $a \rightarrow \infty$.

We have found all fixed points with the condition $h=-2$, now we continue to the fixed points with $\Omega_{r}=0$. Once again, we start with the the cases where two of the $x_{i}$ parameters are zero. First, the case where $x_{1}=$ $x_{2}=0$ gives us the fixed point with $x_{3}=1$. This fixed point physically corresponds to a universe without any matter or radiation. Furthermore, as $w_{\varphi}=\frac{3}{5}$, this universe shall eventually start to contract.

The Jacobian of this point is given by

$$
\left(\begin{array}{cccc}
\frac{12}{5} & 0 & 0 & 0  \tag{3.51}\\
0 & \frac{6}{5} & 0 & 0 \\
-\frac{9}{5} & -\frac{3}{5} & \frac{3}{5} & 1 \\
0 & 0 & 0 & -\frac{2}{5}
\end{array}\right) .
$$

This matrix has eigenvalues $\frac{12}{5}, \frac{6}{5}, \frac{3}{5}$ and $-\frac{2}{5}$ with the corresponding eigenvectors being the standard basis vectors. By the stable manifold theorem [Mei07, Th. 5.9] we know that there is a 1-dimensional local stable manifold. The reduced dynamical system with $x_{1}=0$ still has a 1-dimensional local stable manifold for this fixed point. Therefore this stable manifold must be contained in the hyperplane $x_{1}=0$. This implies that no solutions starting in our given region will approach this fixed point as $a \rightarrow \infty$.

Now, we proceed with finding the fixed points. The case where $\Omega_{r}=$ $x_{1}=x_{3}=0$ gives us the fixed point given by $x_{2}=1$. But this point lies
on the line given by $\Omega_{r}=1-x_{2}$ and we have already looked at this set of fixed points.

The case where $\Omega_{r}=x_{2}=x_{3}=0$, gives us the fixed point given by $x_{1}=1$. However, this point lies outside of the region at which we look. We will, therefore, ignore this fixed point.

Finally, we arrive at the last set of fixed points given by $\Omega_{r}=\varepsilon_{\varphi}=h=$ 0 . In this case we get a line of fixed points given by

$$
\begin{equation*}
x_{3}=1-x_{1}-x_{2}, \quad x_{2}=-3\left(x_{1}+1\right) . \tag{3.52}
\end{equation*}
$$

For these fixed points it holds that $\Omega_{\varphi}=1$. They, therefore, represent a universe without any matter or radiation. Furthermore, $w_{\varphi}=-1$, so the scalar field acts like the cosmological constant in these universes. As such, these fixed points represent the de Sitter universe. Hence, those points are called the de Sitter fixed points. Notice that our region only contains the portion of this line for which $-2 \leq x_{1} \leq-1$.

The Jacobian of these fixed points is given by

$$
\frac{1}{q_{s}}\left(\begin{array}{cccc}
24 x_{1} & 4 x_{1} x_{3} & -4 x_{1} x_{2} & -8 x_{1}^{2}  \tag{3.53}\\
6 x_{2} x_{3} & 3 x_{2}\left(3 x_{1}+2\right) & 12 x_{1} x_{2} & -4 x_{2}\left(x_{1}-2\right) \\
-4 x_{2} x_{3} & 8 x_{1} x_{2} & 6 x_{3}\left(x_{1}-1\right) & 8 x_{3} \\
0 & 0 & 0 & -4 q_{s}
\end{array}\right)
$$

This matrix has eigenvalues $0,-4,-3$ and -3 . By the centre manifold theorem [Mei07, Th. 5.21] these fixed points have a 1-dimensional centre manifold which we know to be the line of the de Sitter fixed points. We can confirm this by noticing that the eigenvector $(1,-3,2,0)$ of the eigenvalue 0 gives the direction for the line of the de Sitter fixed points. Then, by the non-hyperbolic Hartman-Grobman theorem [Mei07, Th. 5.21] we know that there is some neighbourhood of the centre manifold so that the solutions which start in this open set approach the de Sitter fixed points. So, the collection of the de Sitter fixed points forms the de Sitter attractor.

We have now classified all the relevant fixed points and we found one attractor which the solutions in our region can approach. In addition, this attractor represents the de Sitter universe and we know that our universe is approaching that kind of state. Under the assumption that there are no other attractors within our region, we can say that all solutions starting there shall approach the de Sitter universe. And the numerical simulations indeed show that to be the case.

### 3.6 Tracker Solution

In the previous section we have shown for both the GGC and the G3 model that there exists an attractor which must be approached by all physically relevant solutions. However, in the G3 model we can make an even stronger statement: there exists a tracker solution which attracts other physically relevant solutions [DFT10] and which itself approaches the de Sitter fixed point. It has even been shown that any solution of the G3 model that does not approach the tracker solution fast enough has a poor fit to observational data [BLBP14].

This tracker solution is given by the condition that $H \dot{\varphi}$ is constant. By differentiating this condition we get the equation $\varepsilon_{\varphi}=-h$. From it we get the following condition

$$
\begin{equation*}
x_{3}=-2 x_{1} . \tag{3.54}
\end{equation*}
$$

Using this we can rewrite Eq. (3.46) to get the following expression for the equation of state parameter:

$$
\begin{equation*}
w_{D E}=-1+\frac{2}{3} h . \tag{3.55}
\end{equation*}
$$

In a matter-dominated universe the terms corresponding to the radiation and the scalar field can be neglected when compared to the matter terms. In that regime the Friedmann equations (3.25) and (3.26) give us $h \approx-\frac{3}{2}$. So, in a universe following the tracker the scalar field $\varphi$ has $w_{D E} \approx-2$ during matter dominance. But this contradicts the observations of our universe [NDFT10]. So, the G3 model is unlikely to represent our universe.

But it can still serve well to compare with the GGC models. In particular, because the tracker has an analytic solution for the Hubble parameter given by

$$
\begin{equation*}
\frac{H}{H_{0}}=\sqrt{\frac{1}{2}\left(\Omega_{r 0} a^{-4}+\Omega_{m 0} a^{-3}+\sqrt{\left(\Omega_{r 0} a^{-4}+\Omega_{m 0} a^{-3}\right)^{2}}+4 \Omega_{\varphi 0}\right)}, \tag{3.56}
\end{equation*}
$$

where $H_{0}, \Omega_{m 0}, \Omega_{r 0}$ and $\Omega_{\varphi 0}$ represent the current values of the Hubble parameter and the matter, radiation and scalar field energy density parameters respectively. Then, if we use that $H \dot{\varphi}$ is constant and that radiation density $\rho_{r} \propto a^{-4}$, we can write the two remaining free terms of the system as

$$
\begin{equation*}
x_{1}=-\Omega_{\varphi 0} \frac{H_{0}^{4}}{H^{4}}, \quad \Omega_{r}=\frac{\Omega_{r 0}}{a^{4}} \frac{H_{0}^{2}}{H^{2}} . \tag{3.57}
\end{equation*}
$$

Notice that $\Omega_{m 0}$ can be determined as follows $\Omega_{m 0}=1-\Omega_{r 0}-\Omega_{\varphi 0}$. Therefore, in the G3 model with the tracker solution, the background evolution can be solved analytically and it is completely determined by $\Omega_{r 0}$ and $\Omega_{\varphi 0}$. This gives us all the required information to simulate spherical collapse with Eq. (3.21).

The best fit value for $\Omega_{m 0}$ in this model was found to be $0.266 \pm 0.004$ [ $\left.\mathrm{PFH}^{+} 18\right]$. We will, for simplicity, round that number to $\Omega_{m 0}=0.27$. For $\Omega_{r 0}$ we will take the $\Lambda$-CDM value $8.516 \cdot 10^{-5}$ as given in Section 2.3. This gives $\Omega_{\varphi 0}=0.73$. With these values we calculate the evolution of the density and the equation of state parameters. It is given in Fig. 3.1. In the figure we can see that the evolution of the density parameters happens roughly in the same way as in the $\Lambda$-CDM model (Fig. 2.1). The equation of state parameter indeed goes to $w_{\varphi}=-2$, while during the radiation dominated era it is even lower. When approaching the dark energy dominated era $w_{\varphi}$ goes to -1 , thereby replicating the behaviour of the cosmological constant $\Lambda$.


Figure 3.1: Evolution of the density parameters $\Omega_{i}$ and the equation of state parameter $w_{\varphi}$ in the G3 model with the tracker solution as a function of the scale factor. The current values of the density parameters are set to $\Omega_{\varphi 0}=0.73, \Omega_{m 0}=0.27$ and $\Omega_{r 0}=8.516 \cdot 10^{-5}$.


## Simulations

First, we will numerically solve the background equations for different initial values. We will also characterise what initial values give solutions that exist far enough into the past. Then, the spherical collapse will be modelled for several of the initial values. In addition, we will look at how changes in initial parameters affect the critical overdensity.

All initial value problems in this chapter are solved using the RungeKutta method of order 5(4) as it is implemented in scipy.integrate.solve_ivp.

### 4.1 Background

To simulate the evolution of the background in the GGC model we need to find appropriate initial conditions. For the current radiation density parameter value we will continue to use the $\Lambda$-CDM value $\Omega_{r 0}=8.516$. $10^{-5}$. In [PBFT19] the GGC model was fit to two different datasets which they called Planck and PBRS. Planck gave $x_{1}^{(0)}=-1.26 \pm 0.2, x_{2}^{(0)}=1.64 \pm$ 0.5 and $x_{3}^{(0)}=0.34 \pm 0.4$ as the maximum likelihood values, while PBRS gave $x_{1}^{(0)}=-1.27 \pm 0.1, x_{2}^{(0)}=1.74 \pm 0.2$ and $x_{3}^{(0)}=0.23 \pm 0.1$. Here $x_{i}^{(0)}$ refers to the current value of the corresponding parameter $x_{i}$ with $i=1,2,3$.

The dynamical system (3.32)-(3.35) can then be solved backwards in time with the above initial conditions. The resulting background evolution can be seen in Fig. 4.1. Remember that the scale factor $a$ is normalised, so that its current values is $a=1$. The figure shows that the evolution does not differ qualitatively between the Planck and PBRS initial conditions.

However, both simulations show an additional period between the
matter and radiation dominated eras where the scalar field dominates. This period is not seen in either the G3 (Fig. 3.1) or the $\Lambda$-CDM (Fig. 2.1) models. Though, notice that the equation of state parameter $w_{\varphi}$ of the scalar field is between the equation of state parameters of matter $w_{m}=0$ and of radiation $w_{r}=\frac{1}{3}$. So, this should not have a significant effect on the expansion of the universe.


Figure 4.1: Evolution of $\Omega_{m}, \Omega_{r}, \Omega_{\varphi}, w_{\varphi}$ (top) and $-x_{1}, x_{2}$ and $x_{3}$ (bottom) in the GGC model as a function of the scale factor. The initial conditions are given by $x_{1}^{(0)}=-1.26$, $x_{2}^{(0)}=1.64, x_{3}^{(0)}=0.34, \Omega_{r 0}=8.516 \cdot 10^{-5}$ (left) and by $x_{1}^{(0)}=-1.27, x_{2}^{(0)}=1.74, x_{3}^{(0)}=$ $0.23, \Omega_{r 0}=8.516 \cdot 10^{-5}$ (right) at the present era $a=1$. The simulation is performed backwards in time.

It might, however, have an effect on the spherical collapse, since Eq. (3.21) has an explicit dependence on $\Omega_{m}$, which does change due to the intermediary era dominated by the scalar field. As such, we would like to get some GGC models where there is no additional period of scalar field domination. This can be achieved by reducing $x_{3}^{(0)}$ to 0.334 for the Planck
values and to 0.221 for the PBRS values. We will call the models with these values Modified Planck and Modified PBRS or MPlanck and MPBRS for short. The resulting evolution can be see in Fig. 4.2.

The resulting evolution of $x_{1}, x_{2}$ and $x_{3}$ does not differ significantly in form from the unmodified Planck and PBRS cases. However, the absolute values of these parameters is roughly an order of magnitude smaller. This leads to the absence of the additional period where the scalar field dominates.


Figure 4.2: Evolution of $\Omega_{m}, \Omega_{r}, \Omega_{\varphi}, w_{\varphi}$ (top) and - $x_{1}, x_{2}$ and $x_{3}$ (bottom) in the GGC model as a function of the scale factor. The initial conditions are given by $x_{1}^{(0)}=-1.26$, $x_{2}^{(0)}=1.64, x_{3}^{(0)}=0.334, \Omega_{r 0}=8.516 \cdot 10^{-5}$ (left) and by $x_{1}^{(0)}=-1.27, x_{2}^{(0)}=1.74$, $x_{3}^{(0)}=0.221, \Omega_{r 0}=8.516 \cdot 10^{-5}$ (right) at the present era $a=1$. The simulation is performed backwards in time.

A follow-up question is what happens when we decrease $x_{3}^{(0)}$ even further. If we set $x_{3}^{(0)}$ to 0.22 in PBRS, then the system will reach the singularity $q_{s}=0$ at $a \approx 10^{-3}$, while if we set $x_{3}^{(0)}$ to 0.333 in Planck, then the
system will reach the singularity even faster at $a \approx 10^{-1}$. Notice that this is well within the $95 \%$ confidence intervals given in [PBFT19].

We now want to see for which initial values the system will and for which it won't reach the singularity $q_{s}=0$. To do that we will hold $\Omega_{m 0}=$ $1-x_{1}^{(0)}-x_{2}^{(0)}-x_{3}^{(0)}-\Omega_{r 0}$ and $\Omega_{r 0}$ constant and then we will vary $x_{2}^{(0)}$ and $x_{3}^{(0)}$, while calculating $x_{1}^{(0)}$ from the other parameters so that the Friedmann equation (3.31) is satisfied. We will do that for $\Omega_{m 0}=0.28,0.30,0.32$. The result can be seen in Fig. 4.3. In that figure a small blue dot was placed at the initial conditions for which the solution exists at least up until $a=10^{-7}$. This region will be called non-singular region, while the other region where the solutions reach $q_{s}=0$ will be called singular.


Figure 4.3: The values of $x_{2}^{(0)}$ and $x_{3}^{(0)}$ at $\Omega_{m 0}=0.28,0.30,0.32$ and $\Omega_{r 0}=8.516 \cdot 10^{-5}$, so that the solutions starting at those values do not reach the singularity $q_{s}=0$ and exist up until $a=10^{-7}$. The red lines are given by $2 x_{2}^{(0)}+3 x_{3}^{(0)}+6 \Omega_{m 0}=6$ and represent the boundaries between the singular and non-singular regions.

In Fig. 4.3, there is also a red line in each of the graphs. This line is given by the equation $2 x_{2}^{(0)}+3 x_{3}^{(0)}+6 \Omega_{m 0}=6$. As can be seen, it describes the boundary between the singular and non-singular region extremely well. In fact we have also fit the boundary of each graph to a line and we got $x_{3}^{(0)}=(1.439 \pm 0.002)-(0.666 \pm 0.001) \cdot x_{2}^{(0)}$ at $\Omega_{m 0}=0.28$, $x_{3}^{(0)}=(1.398 \pm 0.002)-(0.6666 \pm 0.0009) \cdot x_{2}^{(0)}$ at $\Omega_{m 0}=0.30$ and $x_{3}^{(0)}=$ $(1.359 \pm 0.003)-(0.666 \pm 0.001) \cdot x_{2}^{(0)}$ at $\Omega_{m 0}=0.32$. The equation for the red lines is well within the bounds given by the fit.

If we neglect $\Omega_{r 0}$ as it is small compared to the other values, we can rewrite the equation for the red lines to $6 x_{1}^{(0)}+2 x_{2}^{(0)}+3 x_{3}^{(0)}=0$. We will now define the quantity $d_{0}:=6 x_{1}^{(0)}+2 x_{2}^{(0)}+3 x_{3}^{(0)}$. From Fig. 4.3 it seems as if the solutions reach the singularity whenever $d_{0}<0$, while they continue to exist if $d_{0}>0$. Note that $d_{0}=0.02, d_{0}=0.03, d_{0}=0.002, d_{0}=$ 0.001 for Planck, PBRS, Modified Planck and Modified PBRS respectively. This suggests us to look at what happens when $d_{0}$ is small.

The evolution in Fig. 4.4 is given by the same initial parameters as PBRS but with $x_{3}^{(0)}=0.22+2 \cdot 10^{-15}$; this gives $d_{0}=6 \cdot 10^{-15}$. So, we see that we can come really close to the surface $d_{0}=0$, while still having a nonsingular solution. Though, it is difficult to see how small exactly we can make $d_{0}$ due to numerical errors. For example, if we use the standard settings of scipy.integrate.solve_ivp, then the solution as above but with varying $x_{3}^{(0)}$ will reach the singularity already at $x_{3}^{(0)}=0.22+1.5 \cdot 10^{-15}$. However, if we increase the tolerances to the maximum value allowed, then the singularity won't be reached until around $x_{3}^{(0)}=0.22+0.5 \cdot 10^{-15}$.

The behaviour of the solutions with small $d_{0}$ is similar to what we see in Fig. 4.4. In them the $x_{2}$ term quickly becomes much smaller than the $x_{1}$ and $x_{2}$. As a result, the solutions behave similarly to the G3 tracker solution with $w_{\varphi} \approx-2$ during the matter dominated era. However, they separate from the tracker solution at the transition between the matter and radiation dominated eras. This comes as a result of the $x_{1}$ term becoming much smaller than $x_{3}$ during that era.

Now, we will examine what happens when $d_{0}$ becomes relatively large. Figure 4.4 is made using once again the same initial parameters as PBRS but now with $x_{3}^{(0)}=0.32$; this gives $d_{0}=0.3$. Here, we see the same scalar field dominated era between the matter and radiation dominated eras as in Fig. 4.1, however this era is much more prominent and takes up more time here than in Planck and PBRS.


Figure 4.4: Evolution of $\Omega_{m}, \Omega_{r}, \Omega_{\varphi}, w_{\varphi}$ (left) and $-x_{1}, x_{2}$ and $x_{3}$ (right) in the GGC model as a function of the scale factor. The initial conditions are given by $x_{1}^{(0)}=-1.27$, $x_{2}^{(0)}=1.74, x_{3}^{(0)}=0.22+2 \cdot 10^{-15}, \Omega_{r 0}=8.516 \cdot 10^{-5}$ at the present era $a=1$. The simulation is performed backwards in time.


Figure 4.5: Evolution of $\Omega_{m}, \Omega_{r}, \Omega_{\varphi}, w_{\varphi}$ (left) and $-x_{1}, x_{2}$ and $x_{3}$ (right) in the GGC model as a function of the scale factor. The initial conditions are given by $x_{1}^{(0)}=-1.27$, $x_{2}^{(0)}=1.74, x_{3}^{(0)}=0.32, \Omega_{r 0}=8.516 \cdot 10^{-5}$ at the present era $a=1$. The simulation is performed backwards in time.

### 4.2 Collapse

In Section 3.3 we have seen that the initial conditions of the dynamical system (3.21) are given by $a_{i}=10^{-5}, y_{i}=0, y_{i}^{\prime}=-\delta_{i} / 3$ and $\delta_{i}$ is chosen so that the collapse happens at some chosen time $a_{\text {coll }}$. We will calculate $\delta_{i}$
using scipy.integrate.solve_bvp. This function requires a test solution which will then be relaxed into the desired solution. As the test solution we will use the analytical expression for spherical collapse given in Section 2.5.

First, we will solve spherical collapse for the GGC model with the Planck, Modified Planck, PBRS and Modified PBRS initial conditions for the background. Those solutions will be compared with the $\Lambda$-CDM and G3 tracker solutions. For the background of $\Lambda$-CDM and G3 tracker we will take the same values as in Fig. 2.1 and Fig. 3.1 respectively.


Figure 4.6: Evolution of the radius of the spherical overdensity for different models. The initial conditions are chosen so that $a_{\text {coll }}=1$. The initial overdensities are given by $\delta_{i}=1.36 \cdot 10^{-4}, \delta_{i}=1.44 \cdot 10^{-4}, \delta_{i}=3.34 \cdot 10^{-4}, \delta_{i}=5.23 \cdot 10^{-4}, \delta_{i}=1.53 \cdot 10^{-4}$ and $\delta_{i}=1.49 \cdot 10^{-4}$ for $\Lambda$-CDM, G3 with tracker, Planck, PBRS, Modified Planck, Modified PBRS

If we choose the collapse to happen during the present era $a_{\text {coll }}=1$, then we get Fig. 4.6. It shows how the radius of the spherical overdensity
changes with time. In it we see that the spherical overdensities behave similarly in all models. Their trajectories only slightly differ when the overdensities have reached their maximal extent.

Now, we will look at the critical overdensities of the aforementioned models. Figure 4.7 shows how the critical overdensity changes if we vary the collapse time. We notice that in all models except for G3 either the critical overdensity starts to decrease as $a_{\text {coll }}$ increases or it is almost starting to decrease. Another pattern we notice is that Planck and PBRS models have a much steeper slope at early $a_{\text {coll }}$. Notice that this happens at a critical point of $\Omega_{\varphi 0}$. Therefore, this could come due to the intermediary scalar field dominated era in those models.


Figure 4.7: Evolution of critical overdensity $\delta_{c}$ as a function of collapse time $a_{\text {coll }}$ for the $\Lambda$-CDM model, the G3 model with tracker and the 4 GGC models.

Lastly, we will look at the critical density changes if we change the initial conditions for the background evolution in the GGC models. As it is difficult to vary the terms $x_{1}, x_{2}$ and $x_{3}$ on their own, we will instead vary $d_{0}, \Omega_{m 0}$ and $x_{1}^{(0)}$. We will take the initial values of the Planck, PBRS, MPlanck and MPBRS and then vary one of the three parameters while holding the other parameters still. Notice, however, that here we assume that the only difference between Planck and MPlanck, and PBRS and MPBRS is their $d_{0}$ value. This gives us Fig. 4.8.


Figure 4.8: Evolution of the critical overdensity $\delta_{c}$ as a function of the reparametrised initial conditions $d_{0}, \Omega_{m 0}$ and $x_{1}^{(0)}$ for the background evolution.


## Discussion

In Section 3.5 we have shown that a solution that starts in a certain reasonable region cannot reach the region $q_{s}=0$, where the dynamical system for the background becomes singular, as long as we go forwards in time. However, in Chapter 4 we had to solve that equation backwards in time. While doing that, we found that there is a fairly clear boundary between the solutions which reach $q_{s}=0$ and those that do not. This boundary is given by $d_{0}=0$.

Furthermore, the solutions seem to have a clear behaviour as they go away from the boundary. Close to $d_{0}=0$, there is no scalar field dominated era between the matter and radiation dominated eras. However, $w_{\varphi}=-2$ during the matter dominated era. Then, as $d_{0}$ increases, $w_{\varphi}$ shall increase in the matter dominated era. Around $d_{0} \approx 10^{-3}, w_{\varphi}$ rises to roughly 0.3 during the matter dominated era. But at the same time, the intermediary scalar field dominated era appears. As $d_{0}$ increases further, the intermediary era becomes more prominent. As such it seems that the physical solutions appear in a fairly narrow band of $d_{0}$.

In further research, the backwards asymptotics of the background dynamical system could be studied more. In particular the exact shape of the boundary between the singular and non-singular regions. This could also allow to better specify the values of $x_{1}, x_{2}$ and $x_{3}$ in the present era together with their confidence interval. As, for example, in [PBFT19] the $95 \%$ confidence interval contains both trajectories which reach $q_{s}=0$ and trajectories without a clear matter dominated era.

Then, we saw that different models can give fairly diverging values of critical overdensity in the spherical collapse model. Furthermore, even only within the GGC model different initial conditions can give rise to different critical overdensities. At the same time, each of $d_{0}, \Omega_{m 0}$ and $x_{1}^{(0)}$
seems to influence $\delta_{c}$ fairly consistently and monotonically.
Further research could conduct a more systematic search through the different possible initial conditions of the GGC model to see how they influence the value of the critical overdensity. Furthermore, the critical overdensities could be converted into observable quantities, which then could be used in further research to constrain the possible initial conditions of the GGC model.


## Miscellaneous Expressions

## A. 1 Christoffel Symbols

The perturbed FLRW metric in the Newtonian Gauge is

$$
\begin{equation*}
d s^{2}=-(1+2 \Psi) d t^{2}+a^{2}(t)(1-2 \Phi) \delta_{i j} d x^{i} d x^{j} . \tag{A.1}
\end{equation*}
$$

In this gauge the linearised Christoffel symbols are given by

$$
\begin{array}{lr}
\Gamma_{0 \mu}^{0}=\partial_{\mu} \Psi & \Gamma_{i j}^{0}=a^{2} \delta_{i j}(H-\dot{\Phi}-2 H(\Psi+\Phi)) \\
\Gamma_{00}^{i}=a^{-2} \delta^{i j} \partial_{j} \Phi & \Gamma_{j i}^{j}=-\partial_{i} \Phi \\
\Gamma_{j 0}^{i}=(H-\dot{\Phi}) \delta_{j}^{i} & \Gamma_{j k}^{i}=\Gamma_{j k}^{i j}-2 \delta_{(j}^{i} \partial_{k)} \Phi+\delta_{j k} \delta^{i l} \partial_{l} \Phi,
\end{array}
$$

where $\Gamma_{j k}^{\prime i}$ are the Christoffel symbols of the Euclidean metric $\delta_{i j}$. The linearised Ricci tensor components and the Ricci scalar are

$$
\begin{align*}
R_{00} & =\frac{\nabla^{2} \Psi}{a^{2}}-3 \dot{H}+3 \ddot{\Phi}+3 H \dot{\Psi}+6 H \dot{\Phi}-3 H^{2} \\
R_{i 0} & =3 H \partial_{i}(\Psi-\Phi) \\
R_{i j} & =a^{2} \delta_{i j}\left[3 H^{2}+\dot{H}-\ddot{\Phi}-6 H \dot{\Phi}-H \dot{\Psi}-2\left(\dot{H}+3 H^{2}\right)(\Psi+\Phi)+2 \frac{\nabla^{2} \Phi}{a^{2}}-\frac{\nabla^{2} \Psi}{a^{2}}\right] \\
R & =6\left(\dot{H}+2 H^{2}\right)-6 \ddot{\Phi}-6 H(\dot{\Psi}+4 \dot{\Phi})-12\left(\dot{H}+2 H^{2}\right) \Psi+6 \frac{\nabla^{2} \Phi}{a^{2}}-4 \frac{\nabla^{2} \Psi}{a^{2}} . \tag{A.3}
\end{align*}
$$

And the 00-component of the Einstein tensor is given by

$$
\begin{equation*}
G_{00}=3 H^{2}+6 H \dot{\Phi}+3 \frac{\nabla^{2} \Phi}{a^{2}}-\frac{\nabla^{2} \Psi}{a^{2}} \tag{A.4}
\end{equation*}
$$

## A. 2 Jacobian

The Jacobian of the dynamical system (3.32)-(3.35) has the following components:

$$
\begin{aligned}
& \frac{\partial x_{1}^{\prime}}{\partial x_{1}}=2 \varepsilon_{\varphi}-2 h+\frac{2 x_{1}}{q_{s}}\left(12 x_{1}+14 x_{2}+15 x_{3}+2 \Omega_{r}-4 \varepsilon_{\varphi}+4 h-6\right), \\
& \frac{\partial x_{1}^{\prime}}{\partial x_{2}}=\frac{2 x_{1}}{q_{s}}\left(14 x_{1}+8 x_{2}+7 x_{3}+4 \Omega_{r}-8 \varepsilon_{\varphi}+8 h+4\right), \\
& \frac{\partial x_{1}^{\prime}}{\partial x_{3}}=\frac{2 x_{1}}{q_{s}}\left(15 x_{1}+7 x_{2}+6 x_{3}+3 \Omega_{r}-4 \varepsilon_{\varphi}+4 h-2 x_{3} \varepsilon_{\varphi}+2 x_{3} h+3\right), \\
& \frac{\partial x_{1}^{\prime}}{\partial \Omega_{r}}=\frac{2 x_{1}}{q_{s}}\left(2 x_{1}+4 x_{2}+3 x_{3}\right), \\
& \frac{\partial x_{2}^{\prime}}{\partial x_{1}}=\frac{2 x_{2}}{q_{s}}\left(12 x_{1}+14 x_{2}+18 x_{3}+2 \Omega_{r}-8 \varepsilon_{\varphi}+4 h-18\right), \\
& \frac{\partial x_{2}^{\prime}}{\partial x_{2}}=4 \varepsilon_{\varphi}-2 h+\frac{2 x_{2}}{q_{s}}\left(14 x_{1}+8 x_{2}+8 x_{3}+4 \Omega_{r}-16 \varepsilon_{\varphi}+8 h-4\right), \\
& \frac{\partial x_{2}^{\prime}}{\partial x_{3}}=\frac{2 x_{2}}{q_{s}}\left(18 x_{1}+8 x_{2}+6 x_{3}+4 \Omega_{r}-8 \varepsilon_{\varphi}+4 h-4 x_{3} \varepsilon_{\varphi}+2 x_{3} h\right), \\
& \frac{\partial x_{2}^{\prime}}{\partial \Omega_{r}}=\frac{2 x_{2}}{q_{s}}\left(2 x_{1}+4 x_{2}+4 x_{3}\right), \\
& \frac{\partial x_{3}^{\prime}}{\partial x_{1}}=\frac{x_{3}}{q_{s}}\left(12 x_{1}+14 x_{2}+21 x_{3}+2 \Omega_{r}-12 \varepsilon_{\varphi}+4 h-30\right), \\
& \frac{\partial x_{3}^{\prime}}{\partial x_{2}}=\frac{x_{3}}{q_{s}}\left(14 x_{1}+8 x_{2}+9 x_{3}+4 \Omega_{r}-24 \varepsilon_{\varphi}+8 h-12\right), \\
& \frac{\partial x_{3}^{\prime}}{\partial x_{3}}=3 \varepsilon_{\varphi}-h+\frac{x_{3}}{q_{s}}\left(21 x_{1}+9 x_{2}+6 x_{3}+5 \Omega_{r}-12 \varepsilon_{\varphi}+4 h-6 x_{3} \varepsilon_{\varphi}+2 x_{3} h-3\right), \\
& \frac{\partial x_{3}^{\prime}}{\partial \Omega_{r}}=\frac{x_{3}}{q_{s}}\left(2 x_{1}+4 x_{2}+5 x_{3}\right), \\
& \frac{\partial \Omega_{r}^{\prime}}{\partial x_{1}}=\frac{2 \Omega_{r}}{q_{s}}\left(12 x_{1}+14 x_{2}+12 x_{3}+2 \Omega_{r}+4 h+6\right), \\
& \frac{\partial \Omega_{r}^{\prime}}{\partial x_{2}}=\frac{2 \Omega_{r}}{q_{s}}\left(14 x_{1}+8 x_{2}+6 x_{3}+4 \Omega_{r}+8 h+12\right), \\
& \frac{\partial \Omega_{r}^{\prime}}{\partial x_{3}}=\frac{2 \Omega_{r}}{q_{s}}\left(12 x_{1}+6 x_{2}+6 x_{3}+2 \Omega_{r}+4 h+2 x_{3} h+6\right), \\
& \frac{\partial \Omega_{r}^{\prime}}{\partial \Omega_{r}}=-4-2 h+\frac{2 \Omega_{r}}{q_{s}}\left(2 x_{1}+4 x_{2}+2 x_{3}\right) .
\end{aligned}
$$
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