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1. Introduction  

Advancements in computer and big data technologies have increased the application of artificial 

intelligence (AI) (Duan et al., 2019). AI can bring various changes and opportunities to the 

private and public sectors (Wirtz et al., 2018). Considering the potential, the private sector, 

particularly technology companies such as Google and Microsoft, makes significant 

investments in AI to explore its application in decision-making processes (Liu, 2021; Wirtz et 

al., 2018). AI finds its application in various private sector domains, such as dating apps, social 

media feeds, bank loans, misinformation detection, and problematic social media behaviour 

(Bambauer & Risch, 2021; Liu, 2021). Consequently, AI has also found its way into the public 

sector, as the governments of China and the United States recognise its potential for public 

services (Wirtz et al., 2018). The application of AI in the public sector, particularly in the 

judiciary, is becoming increasingly significant in terms of legal disputes and the criminal justice 

system (Aini, 2020; Barysė & Sarel, 2022; Završník, 2020). AI finds its application in the 

judiciary as a support tool for sentencing and document generation, while also impacting the 

judicial decision-making process itself (Aini, 2020; Barysė & Sarel, 2022). AI serves as a 

support tool in legal applications to enhance document screening, online legal services, and 

even algorithm prediction (Buocz, 2018; Susskind, 2023). Consequently, AI’s influence extends 

beyond the courtroom’s physical realm to impact the judicial decision-making process itself 

(Barysė & Sarel, 2022).  

While still in its early stages, the era of AI legal-solvers is anticipated to arrive soon, driven by 

ongoing advancements in technology (Sourdin, 2018; Susskind, 2013). In China, internet courts 

already facilitate online dispute resolution with the aid of AI. Similarly, in the state of Wisconsin 

(United States), judges employ AI to generate recommendations for criminal sentencing 

(Barysė & Sarel, 2022). The Netherlands is a frontrunner in digitalisation, making it expected 

that AI will eventually find its way into the Dutch judicial decision-making process (Van Gelder, 

2018; Van Wingerden, 2020). Nevertheless, despite the availability of innovations like AI, they 

have not been implemented on a large scale within the judiciary (Barendrecht, 2019). As 

mentioned by Van Wingerden (2020), AI has entered the Dutch judiciary, albeit outside of the 

judicial   decision-making   processes   itself.   AI   is   currently   utilised   as   a   risk   prediction  
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consultation tool in cases of temporary custody and as a database for consistent sentencing in 

the  Netherlands.  Furthermore,  AI  applications based on data from previous cases and verdicts 

to estimate sentencing are explored, although these are still far from implementation.  

Judges stand to benefit from the implementation of AI in the judiciary (Barysė & Sarel, 2022). 

Automation can reduce effort and increase efficiency in searching documents, retrieving legal 

data, and accurately applying the law (Aini, 2020; Barysė & Sarel, 2022; Kulk & Deursen, 

2020). Moreover, one of the key benefits of AI lies in its ability to comprehensively review 

evidence according to the set standards and generate predictions of judgement results, tasks that 

humans may struggle with due to the complexity of the cases (Aini, 2020; Barysė & Sarel, 

2022). This is especially true in complex cases where identifying patterns may be limited by 

human capacity (Barysė & Sarel, 2022). Additionally, this is particularly important given 

instances where judges may struggle to maintain consistent sentencing due to external factors 

like fatigue and emotional instability, influenced by their characteristics (Buocz, 2018; Van 

Wingerden, 2020). Furthermore, AI can enhance individual legal protection and reduce 

discrimination by analysing individual characteristics, leading to fairer treatment of cases with 

varying degrees of inequality (Kulk & Deursen, 2020).  

On the contrary, in recent times, many legal and computer science scholars have extensively 

discussed and criticised the integration of AI in decision-making processes, including the 

judiciary (Bambauer & Risch, 2021; Barysė & Sarel, 2022). Many have raised normative 

objections, viewing the algorithms of AI as fraught with risks of discrimination and errors 

(Bambauer & Risch, 2021). According to Susskind (2023), judicial decision-making, 

particularly in complex cases involving principles, policy, and morality, is far beyond the 

capabilities of current computers. Moreover, discrimination can arise from biases embedded by 

AI programmers. AI’s self-learning algorithms with non-representative data can lead to 

discriminatory outcomes based on societal stigmatisation, stereotyping, and bias related to race, 

ethnicity, or age (Barysė & Sarel, 2022; Kulk & Deursen, 2020). Objections have been raised 

regarding how algorithms weigh data and the automation of decision-making itself. 

Discrepancies in outcomes for similar cases may violate dignity interests, or algorithms may 

treat individuals similarly despite facing vastly different socioeconomic circumstances 

(Bambauer  &  Risch,  2021).  Additionally,  AI  applications may dimmish individual autonomy  
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and legal protection by restricting their options and operating in a manner not easily understood 

by all, resulting in a ‘black box’ scenario that obscures the stages of judicial decision-making 

(Bambauer & Risch, 2021; Kulk & Deursen, 2020; Završník, 2020). 

1.1 Problem statement  

While scholars debate AI’s role in criminal sentencing, they generally agree that its 

implementation significantly impacts the common perception of the legal process (Susskind, 

2013; Završník, 2020). Nevertheless, many judicial tasks still rely on human intelligence, as AI 

cannot replace them or engage with individuals empathetically and responsively (Sourdin, 

2018). Critics advocate various reforms to tackle these issues, including improving 

transparency, imposing fiduciary duties, regulating algorithms, and even prohibiting certain 

processing methods altogether (Bambauer & Risch, 2021). Similar to other fields, AI can learn 

to interpret and apply legal principles by analysing legislation and case law, making its 

application to factual circumstances viable. With advancements in AI and increased investment, 

the development of more sophisticated AI applications within judicial decision-making is 

probable within the next decade (Sourdin, 2018). Implementing AI could reduce congestion in 

civil courts and manage the growing volume and complexity of cases, preventing less-complex 

cases from being sidelined due to capacity limitations (Yalcin et al., 2022). Access limitations 

to the judiciary create significant challenges for citizens seeking resolutions. The judiciary’s 

distance, complexity, and high costs can hinder individuals from seeking justice, ultimately 

undermining access to justice and creating a serious social problem (O’Donnell, 2004; 

Susskind, 2023; Yalcin et al., 2022). Failure to report incidents undermines the judiciary’s 

ability to fulfil its duties, leaving offenders unidentified and unpunished. Affected are less likely 

to recover losses or receive necessary support (Bosick et al., 2012). Consequently, it is 

predictable that courts view AI as a potential solution to this issue (Yalcin et al., 2022). 

Perceptions of AI’s role in judicial decision-making and trust in the justice system are vital 

indicators of effective public administration (Yalcin et al., 2022). If citizens believe that judges 

give unfair sentences or take into account unsuitable considerations, they might start to doubt 

the integrity of the public administrative system as a whole (Roberts & Plesničar, 2014). 

Governments  and  international  organisations  are  actively  discussing  policies  regarding  the  
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integration of AI applications in courts, which is pivotal for upholding the rule of law (Yalcin 

et al., 2022). Public trust in governmental institutions, including the judiciary, influences 

citizen’s willingness to report crimes, highlighting the significance of considering public 

opinion in social policy decisions, irrespective of regulatory actions (Bambauer & Risch, 2021; 

Yalcin et al., 2022). Nevertheless, legal scholarship frequently overlooks the examination of 

citizen’s reactions to decision systems involving AI. Yet, understanding these responses is 

crucial. Failure to do so will ultimately undermine the legitimacy of legal reforms and hinder 

their implementation (Bambauer & Risch, 2021; Yalcin et al., 2022). As mentioned by Yalcin 

et al. (2022), public preferences provide information about AI and human errors, helping 

policymakers understand how the public views the processes involved in decision-making. 

Opinions regarding the decision-maker (AI versus humans) vary depending on the 

circumstances. In decision-making processes with limited consequences, anomalies do not have 

significant effects, leading citizens to be more accepting of AI decision-makers (Filiz et al., 

2023). However, a poor decision in certain situations, such as judicial proceedings, can have 

serious consequences, making citizens less inclined to trust AI with high-stakes decisions (Filiz 

et al., 2023; Mahmud et al., 2022; Susskind, 2023). This highlights the need for policymakers 

to approach high-stakes decision-making processes differently from those with lower stakes 

(Bambauer & Risch, 2021). 

Considering the Netherlands leading position in digitalisation, it is expected that AI will 

eventually integrate into the Dutch judicial decision-making process (Van Gelder, 2018; Van 

Wingerden, 2020). Helberg et al. (2020) conducted a survey experiment with a Dutch sample 

to investigate human perceptions of algorithmic decision-making applications. However, their 

research was broad and did not focus on any specific sector. In contrast, this study focuses on 

the Dutch judiciary, examining not just perceived fairness, a part of preferences, but preferences 

as a whole (Yalcin et al., 2022). Building on existing literature and addressing the potential for 

criminal injustice, it is crucial to investigate whether trust in AI and human judges varies with 

the complexity (stakes at risk) of legal cases.  

This inquiry results in the following research question: 

‘Do Dutch citizens preferences for utilising AI versus human decision-making in the judiciary 

change when the stakes at risk vary in terms of incident gravity and severity of punishment?’ 
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1.2 Scientific relevance  

This study contributes to the increasing amount of literature on public involvement in scientific 

research, which has been stimulated by ongoing technological advancements as more people 

use online applications (Lotfian et al., 2021). It offers empirical insights into how citizens 

(laypeople) respond when presented with a choice between AI and human judicial decision-

makers. While prior studies by Yalcin et al. (2022) and Bambauer and Risch (2021) examined 

citizen preferences regarding AI in courtrooms using a sample of US citizens, their findings 

might not directly apply to the Dutch population. As mentioned by Yalcin et al. (2022), as cross-

country characteristics may influence general trust in the judiciary, potential differences may 

impact public trust in judges. For instance, AI judicial decision-making may be trusted more in 

nations with low judicial trust and vice versa. Consequently, there are notable differences in the 

general level of trust and acceptance of AI systems between nations. Western-European nations 

with lower acceptance rates of AI systems include the Netherlands (18%) (Gillespie et al., 

2023). Additionally, factors such as the case itself, legal culture, presence of attorneys, and prior 

experience influence public perception of the judiciary (Yalcin et al., 2022). This research seeks 

to address this gap by investigating citizen perceptions of AI and human judicial decision-

making within the context of the Dutch jurisdiction. Nevertheless, this study aligns with prior 

research by Yalcin et al. (2022), Bambauer and Risch (2021), and Sela (2018), which generally 

suggests less citizen favourability towards AI decision-making. This research contributes to the 

ongoing discourse regarding the application of AI in judicial decision-making (Osborne, 2010). 

Particularly, this study contributes to the scientific discourse in the Netherlands regarding the 

possible integration of AI into the judicial decision-making process, as empirical research-based 

discourse is a fundamental component of scientific inquiry (Hardy et al., 2010). 

1.3 Societal relevance  

As outlined in paragraph 1.2, this study offers empirical insights into the preferences of Dutch 

citizens regarding judgments delivered by AI versus human judges. However, the significance 

of this research extends beyond academic discourse; it holds crucial relevance in societal 

contexts, especially for public administrators and software engineers. Notably, the focus here is 

on  the  Netherlands,  a  country  that  has  received  limited  attention  in  prior  studies.  Public  
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administrators can use the findings of this study to optimise the integration of AI within the 

judicial system, build public trust, raise awareness of court digitalisation, and conduct further 

investigations involving stakeholders (Yalcin et al., 2022). They can utilise survey data to 

collect factual information, including subjective evaluations of administrative services, such as 

those within the judiciary (Stipak, 1980). This is essential for considering public opinion in 

social policy decisions and, consequently, the legitimacy of reforms (Bambauer & Risch, 2021; 

Yalcin et al., 2022). As detailed in paragraph 1.1, less-complex cases are increasingly sidelined 

from court proceedings due to capacity constraints, leading to underreporting and 

compromising the efficiency of the criminal justice system, thereby exacerbating challenges for 

individuals seeking resolutions (Bosick et al., 2012; Yalcin et al., 2022). In the Netherlands, 

accessibility to the judiciary is declining due to rising registry expenses, lengthy waiting times, 

and complex procedures. Consequently, there is a growing interest in implementing IT 

solutions, such as AI, to decrease these burdens on the judicial system for citizens (Van Gelder, 

2018). However, before incorporating social policy, such as potentially introducing AI into the 

Dutch judiciary, it is essential to consider the opinions of citizens, regardless of whether 

policymakers ultimately heed or override them. Failure to do so will undermine the legitimacy 

of legal reforms and obstruct their implementation. This research will contribute to this topic 

by providing a dataset on the extent of consumer preferences regarding how citizens perceive 

AI in the judiciary (Bambauer & Risch, 2021). Consequently, software developers can utilise 

this research to understand the elements that citizens consider problematic or beneficial, in what 

types of cases, and conduct their studies to determine how to develop their products, as this 

research only focuses on preferences rather than specific application characteristics (Yalcin et 

al., 2022). 
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2. Theoretical framework 

In this chapter, the different theories utilised in this research will be examined. The theories will 

be discussed separately, later the theories will be discussed with each other. This section will 

serve as the basis for answering the research question and the hypotheses.  

2.1 AI sentencing  

In the coming decades, the court system will undergo significant transformation, altering how 

legal services are provided. Despite the legal profession’s slow adoption of new technology, it 

is steadily progressing (Susskind, 2013). As emphasised by Sourdin (2018), legal technology 

can be classified into three approaches. Firstly, it assists and advises individuals within the 

judiciary. Secondly, it substitutes tasks traditionally performed by humans with technology. 

Finally, it introduces disruptive technology that fundamentally challenges and modifies long-

standing practices in the judiciary, thereby fundamentally altering the nature of the work that 

judges do (Sourdin, 2018; Susskind, 2013). This includes utilising predictive analysis to 

redefine the adjudicative role. AI is a crucial element that currently typically falls outside of the 

sentencing process and usually falls into the first two categories of legal technology. For 

instance, first-level legal technology implementations may involve the online provision of 

justice-related information and processes (Sourdin, 2018). Some technologies may advance to 

the third-level, implementing AI sentencing by fully replacing the human decision-making 

process. As emphasised by Ryberg & Roberts (2022), the court is an important public 

institution, and punishment needs to be carefully considered. The state’s power over the lives 

of citizens reaches its peak during the sentencing process. Legal punishment encompasses 

various forms of deprivation of property and liberty that would be considered wrongful 

treatment under normal circumstances. These potential consequences necessitate a compelling 

justification. 

The complexity of AI-based sentencing arises from the ambiguity surrounding the scope of its 

technological application, whether it involves replacing human decision-makers or serving as a 

substitute (Ryberg & Roberts, 2022; Sourdin, 2018). Firstly, the term AI lacks a precise 

definition, as there is no universally accepted definition (Nowotko, 2021; Ryberg & Roberts, 

2022).   Some    interpret   AI   as   technology   capable   of   replicating   human   intelligence  
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accurately, prompting philosophical inquiries about whether such systems can achieve human-

like thought processes and consciousness. Conversely, AI in a weaker sense refers to systems 

that execute tasks without emulating human reasoning. This framework includes a wide range 

of computer-driven algorithms, from simple to complex machine-learning models (Ryberg & 

Roberts, 2022). As mentioned by Jussupow et al. (n.d.), the algorithmic approach underlying 

AI should be described as mathematical models integrated with problem-solving methods 

employed by computers. However, other terms are also utilised to refer to this concept, namely 

the mathematical approach, automated system, algorithm, computer program software, 

recommender system, machine, AI, and supercomputer. The algorithmic approach should be 

understood as a computer agent that employs rule-based or non-rule-based (machine-learning) 

methods to generate an output.  

Employing AI in sentencing encompasses diverse applications (Ryberg & Roberts, 2022). AI 

sentencing could operate as an (online) service utilising vast amounts of structured and 

unstructured legal data. It would understand legal issues communicated in natural language, 

identify patterns in these issues, make deductions, provide legal advice, and deliver this advice 

through a computer-generated voice (Susskind, 2013). As emphasised by Ryberg and Roberts 

(2022), AI can serve as a tool to assist judges during sentencing, or it may entirely supplant 

human decision-making. Alternatively, various forms of collaboration between human judges 

and algorithms can be foreseen. AI could handle decisions in minor offences, while human 

judges retain authority over sentences in more serious or intricate cases. At one end of the 

spectrum, AI utilisation in sentencing might involve a basic algorithm aiding a judge in 

considering a single sentencing factor. On the opposite end of the spectrum, Araujo et al. (2020) 

and Ryberg & Roberts (2022) state that it might involve a completely automated judge 

delivering verdicts via technological processes, utilising an expanding array of personal data, 

which algorithms subsequently analyse to make independent, data-driven decisions, without 

human intervention. 

This study will centre on the implementation of AI in sentencing procedures within the Dutch 

judicial system. AI sentencing, as referred to here, entails a fully automated robotic judge 

delivering judgments through technological means. This process involves the utilisation of an 

increasingly  diverse  set  of  personal  data,  which  algorithms  subsequently  analyse  to make 
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impartial, data-driven decisions (sentences) independently of human intervention (Araujo et al., 

2020; Ryberg & Roberts, 2022). This relies on an AI system designed with human-like cognitive 

processes and awareness (Ryberg & Roberts, 2022). This AI system incorporates a non-rule-

based algorithmic machine learning model, derived from historical judicial rulings (Jussupow 

et al., n.d.). Such AI sentencing constitutes a distinct category of legal technology, marking a 

significant shift in the role of judges and potentially altering the fundamental nature of justice 

itself (Sourdin, 2018). 

2.2 Algorithm aversion 

In numerous fields, both experts and citizens exhibit resistance to adopting algorithm-driven AI 

applications (Dietvorst et al., 2015; Jussupow et al., n.d.). Even though AI is increasingly the 

better choice in terms of output quality in terms of speed and accuracy, they frequently prefer 

to rely on less competent human decision-makers (Dietvorst et al., 2015; Filiz et al., 2023; 

Jussupow et al., n.d.). Early-stage disruptive technologies like AI sentencing are often dismissed 

as superficial and unlikely to succeed (Susskind, 2023). Research shows resistance from 

citizens and decision-makers to using algorithms in decision-making, preferring to assign 

responsibilities to human specialists or handle themselves (Araujo et al., 2020; Filiz et al., 

2023). This behaviour illustrates a common phenomenon referred to as algorithm aversion, 

indicating a tendency to reject automated systems, such as AI decision-makers (Alon-Barkat & 

Busuioc, 2022; Dietvorst et al., 2015). Nevertheless, this is not always the case, as research by 

Alon-Barkat & Busuioc (2022) did not find consistent evidence for a universal tendency toward 

automation bias. Moreover, some decision-makers appreciate algorithmic support as they prefer 

to adjust to algorithmic judgment instead of human judgment (Jussupow et al., n.d.). As 

emphasised by Filiz et al. (2023), in decision-making processes with limited consequences, 

anomalies do not have significant effects, and individuals are more likely to opt for algorithmic 

decision-makers. In low-stakes scenarios like using a dating app or getting a weather forecast, 

the worst outcomes are minor, such as meeting an unsuitable candidate or wearing inappropriate 

clothing. While some prefer algorithms for certain tasks, they may avoid them in high-stakes 

decisions like judicial decision-making, where errors can have serious consequences (Filiz et 

al., 2023; Mahmud et al., 2022). Therefore, understanding the drivers of algorithm aversion 

behind such a decision is of great importance in maximising the merits of algorithms (Mahmud  
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et al., 2022). Jussupow et al. (n.d) mentioned that algorithm aversion stems from comparing 

computational methods to intuitive approaches. Despite lacking a universal definition, it 

describes the reluctance to use algorithms once flaws are noticed. However, some individuals 

exhibit aversion even before noticing imperfections. A broader definition sees algorithm 

aversion as a biased assessment, leading to negative attitudes and behaviours toward algorithms 

compared to human agents. Consequently, Filz et al. (2023) state that it is only possible to speak 

about algorithm aversion once the algorithm provides the highest quality result or probability 

of success. Others consider algorithm aversion present as soon as subjects exhibit fundamental 

disapproval of an algorithm despite its possible superiority.  

Mahmud et al.’s (2022) algorithm aversion framework comprehensively examines various 

factors shaping individuals’ attitudes and behaviours regarding algorithmic decision-making. 

These factors span psychological, personality, familiarity, demographic, algorithmic, task-

related, and high-level dimensions. This research focuses on task-related factors, such as 

decision domain and experience. In domains characterised by risk and volatility, individuals 

often prefer human decision-making, even when highly effective algorithms are available, as 

the context of the situation can significantly influence these decisions (Filiz et al., 2023; 

Mahmud et al., 2022). As said the phenomenon of algorithm aversion is influenced by various 

factors, particularly in the context of complex and less complex decision-making scenarios and 

the stakes at risk (Mahmud et al., 2022). In complex cases with high stakes and serious 

consequences at risk, individuals tend to exhibit greater aversion to algorithmic decision-

making, even though algorithms have the potential to provide more accurate and effective 

solutions (Filiz et al., 2023; Mahmud et al., 2022; Susskind, 2023). The framing of a case 

significantly influences the choice between an AI or human decision-maker, as citizens tend to 

be more risk-averse when losses are emphasised (Levy, 1992). As the perceived stakes rise, 

citizens prefer human decision-making, likely due to feelings of uncertainty about the results 

and potential consequences (Bambauer & Risch, 2021; Mahmud et al., 2022). Citizens are 

therefore less likely to trust AI with making important decisions, potentially stemming from a 

bias toward losses, as they prioritise avoiding losses over the potential but unknown gains of a 

superior algorithmic decision-maker (Levy, 1992; Mahmud et al., 2022). Mahmud et al. (2022) 

indicate   that   in   high-risk   finance,   demand   forecasting,   and   medical   decision-making,  
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individuals generally prefer human advisors over algorithms. Research by Yalcin et al. (2022) 

shows that trust in algorithm judges is lower in complex legal cases than in straightforward 

ones. Conversely, studies regarding less risky decisions, such as selecting media feeds, have 

shown a preference for algorithms perceived as less risky in this context (Araujo et al., 2020). 

Mahmud et al. (2022) noted that the degree of algorithm aversion is influenced by demographic 

factors like age, gender, and educational attainment. Different age groups of citizens have 

different perspectives on algorithms. For instance, whereas younger generations accept and 

trust algorithms more, older generations believe algorithms are less useful and therefore less 

reliable (Gillespie et al., 2023; Mahmud et al., 2022). Furthermore, studies in a variety of fields, 

most notably justice, have shown that women are more averse to making arbitrary decisions, 

supporting the notion that gender plays a role in algorithm aversion (Mahmud et al., 2022). 

Moreover, citizens who achieve lower levels of education also value algorithms less because 

educated citizens are more likely to trust and accept algorithms than people without a university 

degree (Gillespie et al., 2023; Mahmud et al., 2022). 

To implement algorithm-driven AI judicial decision-making in the Dutch legal system, this 

study attempts to investigate algorithm aversion (Dietvorst et al., 2015; Jussupow et al., n.d.). 

Even though algorithms may be objectively superior, algorithm aversion is the tendency to 

distrust or disapprove of them, which results in negative attitudes and behaviours toward them, 

especially when compared to human decision-makers (Filiz et al., 2023). In particular, since 

citizens typically prefer human decision-making when the stakes are higher and choose 

algorithms in less risky scenarios, this research specifically investigates whether people exhibit 

algorithm aversion in AI sentencing (Araujo et al., 2020; Bambauer & Risch, 2021). 

2.3 Hypotheses  

The theory discussed above has led to the following two hypotheses: 

H1: Citizens tend to favour AI decision-making over human judgment when the stakes at risk 

are low in judicial cases in the Netherlands. 

H2: Citizens tend to favour human decision-making over AI judgment when the stakes at risk 

are high in judicial cases in the Netherlands.  
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3. Research design  

The purpose of this research is to investigate whether there exists a variation in the preference 

among the Dutch population for legal cases to be adjudicated by either an algorithmic decision-

maker, AI sentencing, or a human decision-maker, depending on the fluctuation of stakes 

concerning the case gravity and punishment severity (collectively, the stakes at risk). Therefore, 

this study employs the following research question: 

‘Do Dutch citizens preferences for utilising AI versus human decision-making in the judiciary 

change when the stakes at risk vary in terms of incident gravity and severity of punishment?’ 

To address the research question, this study employs quantitative methods in conjunction with 

a between-subjects design and an experimental (qualitative) vignette survey. A binomial logistic 

regression model is employed to determine the relationship between Dutch citizens’ preferences 

for an AI or human judicial decision-maker. Additionally, chi-square tests are utilised to identify 

any significant associations between demographic variables and the choices made by 

participants in this study. This chapter will explain the research methods and design in more 

detail. 

3.1 Methodology  

3.1.1 Experimental vignette survey 

This study employs an experimental vignette survey to address the research question. Utilising 

the vignette methodology instead of a conventional questionnaire prevents bias and unreliable 

self-reports from participants, making the research suitable for studying human attitudes and 

behaviour (Alexander & Becker, 1978). To elicit responses or gather information on specific 

phenomena, vignette studies involve providing participants with concise, detailed descriptions 

of individuals, behaviours, situations, or events. These descriptions are usually provided in 

written or visual formats (Törrönen, 2018). A vignette study consists of two main components: 

the vignette experiment, the focal point, and a conventional survey to measure respondent 

demographics. These demographic factors serve as covariates in the analysis (Atzmüller & 

Steiner, 2010). Vignette studies offer participants carefully constructed and real-world 

scenarios, enabling the evaluation of dependent variables like intentions, attitudes, and 

behaviours. Which improves experimental realism and increases researchers’ ability to control  
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and modify independent variables more successfully (Aguinis & Bradley, 2014). Vignette 

studies are useful for analysing Dutch citizens’ preferences for AI or human decision-making 

in judicial sentencing. By adjusting the stakes (case gravity and punishment severity), four 

scenarios can be created. In a between-subjects design, each respondent is exposed to only one 

scenario, ensuring they receive the same vignette with differing independent variables. With 

these designs, causal claims are obtained by comparing the behaviour of individuals in one 

experimental condition with that of individuals in another (Charness et al., 2012).  

3.1.2 Vignette randomisation   

The survey software tool for this research, Qualtrics, was employed to measure citizen 

preferences regarding the utilisation of AI in sentencing. By utilising Qualtrics’ randomisation 

feature, the application ensured that the four scenarios were randomly and equally distributed, 

employing varying stakes at risk to detect any shifts in citizen preference (Bambauer & Risch, 

2021). Opting to present respondents with just one scenario in a study, rather than multiple 

scenarios, strategically prevents participants from guessing the study’s purpose and potentially 

altering their responses to conform with social norms rather than expressing genuine opinions. 

This is vital for preserving the research’s integrity, ensuring that responses reflect individual 

viewpoints rather than external influences (Aguinis & Bradley, 2014). By doing so, it becomes 

possible to make causal claims about the effects of the vignette factors on the outcome variable 

(Steiner et al., 2017). While this approach may lead to lower response rates per vignette, 

compared to exposing participants to all vignettes, it mitigates the risk of making the treatment 

too conspicuous, which could bias the results (Aguinis & Bradley, 2014). 

3.1.3 Vignette design 

In survey studies, the wording of vignettes is crucial for eliciting accurate responses from 

participants. Vignettes, which consist of varying scenarios, serve as brief descriptions to gather 

respondent’s judgments (Atzmüller & Steiner, 2010). Given the sample’s focus on Dutch 

citizens, conducting the survey in Dutch was essential. These vignettes must be clearly written 

to ensure participants can easily comprehend the scenarios presented to them, as a lack of 

disciplinary knowledge and language proficiency among respondents can obstruct 

communication (Chereni et al., 2020). As indicated by Hupe. (2019), a vignette’s language and 

presentation   should  be   straightforward.   This   helps  reduce  ambiguity  and   ensures   that 
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respondents accurately interpret and respond to the situations. Following the vignette, 

respondents are asked to indicate their preference for which adjudicator they would favour in 

their specific hypothetical scenario. 

As stated in paragraph 3.1.2, respondents receive a vignette with one of the two options for each 

independent variable. The combinations of the independent variables are listed in Table 3.1. 

Due to its length, only the first scenario is presented below; the other combinations of 

independent variables can be found in Appendix 1 (English) and Appendix 2 (Dutch). 

 

Scenario 1: 

‘Please review the following information carefully: 

You were on your way home from work during rush hour. Due to the traffic jam, you wanted to 

inform your family about your late arrival. You began to grab your phone and write a message 

to them. Unfortunately, the text message distracted you from paying attention to the road, 

resulting in your car colliding with someone else's vehicle and causing severe injuries to the 

driver of that car. This leads to the conclusion that the accident occurred due to your fault, 

resulting in a relatively high-level punishment: a potential civil traffic fine of €420 (for using 

your phone while driving), along with a two-month prison sentence and a one-year suspension 

from driving (for causing a serious traffic accident due to negligence). Following the court’s 

decision, you have been convicted of ‘Causing a serious traffic accident with negligence.’ After 

your conviction, you are informed that a new program has been implemented offering you two 

options for selecting your sentence: human decision-making by a traffic court judge or 

algorithmic decision-making by an AI system incorporating a machine learning model based 

on past decisions in similar cases. 

What option do you choose?’ 

 

Case gravity

High-gravity accident Low-gravity accident

High-severity punishment Scenario 1 Scenario 3

Low-severity punishment Scenario 2 Scenario 4

Punishment severity

Table 3.1 – Independent variable combinations (scenario’s) 
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The differences between the independent variables have been clarified by emphasising the case 

severity (high-gravity versus low-gravity) and the punishment severity (high-severity versus 

low-severity). In the hypothetical case of a high-gravity accident, an individual caused a serious 

traffic accident due to negligence while using their phone, resulting in severe injuries to the 

driver of the other car. According to the Ministerie van Justitie en Veiligheid (2023), the 

‘Wegenverkeerswet 1994 (WVW 1994)’ (the road traffic law) outlines the guidelines for 

prosecuting traffic accidents and dangerous traffic behaviour. The directive of the Dutch Public 

Prosecution Service follows this prosecution policy. The corresponding sanctions for each of 

the four scenarios are listed in Table 3.2. 

Table 3.2 – Corresponding sanctions for each vignette design, independent variable combination, according to the Dutch Public 

Prosecution Service (Ministerie van Justitie en Veiligheid, 2023) 

 

 

 

 

 

  

 

 

3.1.4 Individual consent and demographics  

Before presenting the vignette, respondents were asked to consent to the use of their provided 

data for research purposes (Appendix 1). This is in line with researchers’ ethical and 

professional obligations to safeguard respondent privacy and ensure informed consent. These 

measures encompass data linkage, passive data collection, and the archiving of replication data 

(Plutzer, 2019). Because anonymous surveys tend to reveal more socially inappropriate 

attitudes, beliefs, and behaviours, it is noteworthy that the questions are structured to prevent 

data  from  being  linked  to  individuals,  thereby  enhancing respondent honesty (Lelkes et al., 

S1: High-severity 

punishment 

S2: Low-severity 

punishment

S3: High-severity 

punishment 

S4: Low-severity 

punishment

420 EUR fine for phone usage while driving                                      

100 EUR fine for causing a minor accident

Low-Gravity 

accident

Scenarios (S)

High-gravity 

accident

Corresponding sanctions for each scenario

420 EUR fine for phone usage while driving                                   

Two-month prison sentence                                                         

One-year suspension from driving 

420 EUR  fine for phone usage while driving                          

1,000 EUR for causing a serious traffic accident due to 

negligence

420 EUR fine for phone usage while driving                                   

100 EUR fine for causing a minor accident                                                    

Two-month suspension from driving 
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2012). A country’s sample should be nationally representative in terms of gender, age, and 

education (Gillespie et al., 2023). As stated by Hughes et al. (2016), following the vignette, 

respondents were asked demographic questions to encourage inclusivity, improve sample 

description for clarity, and facilitate generalisation and possible replication of findings. While 

demographics may provide insights into behaviour, it is essential to recognise that identity does 

not dictate actions. By collecting demographic information, researchers can verify if the survey 

reached the intended participants (Dutch citizens) and assess if the sample comprehensively 

represents the target population. The demographic questions are outlined in Appendix 1.  

To address both H1 and H2, the investigation following the vignette examines the preferences 

of Dutch citizens regarding their preferred adjudicator in hypothetical scenarios. This enables 

the observation of shifts in their perceptions based on the stakes involved. As theorised in 

Chapter 2, individuals tend to display algorithmic aversion in AI sentencing, particularly as the 

stakes at risk increase. Studies suggest that citizens typically favour human decision-making as 

risks increase, while showing a preference for algorithms in less critical situations (Araujo et 

al., 2020; Bambauer & Risch, 2021).  

3.2 Respondents 

The survey exclusively targeted Dutch nationals with no additional participation criteria other 

than being part of the Dutch population. The survey was initiated on May the 2nd 2024 and 

remained active until May the 6th 2024. It was distributed through various channels, including 

direct and anonymous channels to personal contacts and students across different institutions. 

Participants were urged to share the survey link with their contacts . Upon closure, a total of N 

= 98 respondents completed the survey, each presented with the same hypothetical vignette but 

with different variable options (scenarios). However, 2 respondents were excluded for failing 

whether they hold the Dutch nationality, resulting in a final analysis pool of N = 96 respondents. 

The distribution of the survey link in Qualtrics was randomised for each respondent. As stated 

by   (Sandelowski, 1995),  to guarantee that the sampling strategy utilised in qualitative research 

is adequate, a large enough sample size is crucial. Claims of achieving theoretical saturation or 

information redundancy are not supported by small-sized samples. 
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This study employed a convenience sample, where individuals meeting the study criteria were 

identified in any feasible manner, alongside snowball sampling, where individuals were 

encouraged to share the research with their contacts (Emerson, 2015). Since these methods 

primarily resulted in educated and young respondents, purposive sampling was also employed. 

This involved targeting less educated respondents to achieve a more representative sample of 

the Dutch population (Campbell et al., 2020). However, while the convenience and snowball 

sampling approaches facilitated the attainment of a sufficient number of respondents, they may 

have influenced the outcome. Utilising these sampling methods introduces unexpected 

uncontrolled variables, such as individuals from similar geographical areas, socio-economic 

statuses, or ethnic backgrounds, resulting in a less representative sample of the full Dutch 

population (Emerson, 2015). While these sampling types have limitations in drawing 

statistically significant conclusions, they provide valuable insights into a range of attitudes and 

opinions, including consumer perceptions of algorithm use in the judiciary (Galloway, 2005). 

A significant proportion of respondents completed a form of higher education, either at a 

university (WO) or university of applied sciences (HBO), with 60,83% holding Bachelor’s and 

Master’s degrees combined. This percentage is notably higher than the national average, as of 

2023, where 36.4% of the population had higher education qualifications (Ministerie van 

Onderwijs, Cultuur en Wetenschap, 2024). The respondent group skewed towards a younger 

demographic, with 58,33% respondents falling within the 18-24 age group. This demographic 

representation is not reflective of the Dutch population, where, as of 2024, the 18-24 age group 

constituted only 9% (Centraal Bureau voor de Statistiek, n.d.). Additionally, the sample 

exhibited a slight gender imbalance, with 42.71% men and 56.25% women. As of 2021, the 

Dutch population consisted of 49.7% men and 50.3% women (VZinfo, n.d.). The obtained data 

regarding the demographics can be found on the next page (Table 3.3). 
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Table 3.3 – Demographics of survey respondents  

 

3.3 Data analysis 

This study employs a binomial logistic regression model to analyse the vignette survey data. 

This model predicts whether an observation falls into one of two categories of a dichotomous 

dependent variable based on one or more independent variables, which can be either continuous 

or categorical. Specifically, H1 and H2 are tested to evaluate whether the independent variables, 

namely, accident severity and punishment gravity, affect the single independent variable: Dutch 

citizen’s preference between AI and human judicial decision-makers, as outlined in paragraph 

4.1. The binomial logistic regression test has been performed in the software application of 

SPSS (UCLA, n.d.). Moreover, the study utilises the chi-square test to assess independence 

across  two  categorical  variables,  which  has  been  performed  in  the software application of  

Demographic factors 

Age Percentage % Frequency Sample size (N)

Under 18 1.04% 1 96

18-24 58.33% 56

25-34 9.38% 9

35-44 8.33% 8

45-54 11.46% 11

55-64 5.21% 5

65-74 4.17% 4

75-84 2.08% 2

Over 84 0.00% 0

Gender Percentage % Frequency Sample size (N)

Male 42.71% 41 96

Female 56.25% 54

Prefer not to say 0.00% 0

Other 1.04% 1

Highest educational levelPercetage % Frequency Sample size (N)

None 0.00% 0 96

Primary education 5.21% 5

Secondary education 31.25% 30

Bachelor's degree 53.13% 51

Master's degree 8.33% 8

Ph.D. 0.00% 0

Doctorate 0.00% 0

Prefer not to say 2.08% 2
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Microsoft Excel (Franke et al., 2011). As mentioned by Mahmud et al. (2022), age, gender, and 

level of education are examples of demographic factors that influence algorithm aversion. 

Generating the necessity to investigate the potential relationship between the three distinct 

categorical variables of age, gender, and education and the categorical dependent variable that 

represents Dutch citizens’ preferences for AI judges as opposed to human judges.  

3.4. Validity and reliability  

Validity refers to accurately measuring the intended concept (Fitzner, 2007). Another critical 

aspect, reliability, assesses whether a research instrument consistently yields the same results 

under similar conditions across multiple uses (Heale & Twycross, 2015). Ensuring internal 

validity is crucial for this study due to its use of vignettes as a data collection method. This 

involves crafting narratives that are authentic, plausible, and reflective of real-world social 

scenarios, thus enhancing realism compared to traditional surveys (Jenkins et al., 2020; Steiner 

et al., 2017). For instance, using a real-world problem like a traffic dispute, along with clear 

scenarios of incident severity and punishment severity, establishes the stakes involved, thereby 

ensuring high internal validity (Steiner et al., 2017). This increased internal validity contributes 

to construct validity by aligning theoretical concepts with specific measurement procedures 

(Fitzner, 2007). Consequently, the vignette design produces desired outcomes, as the high 

internal validity supports valid inferences regarding the causal relationships between presented 

stimuli and respondents’ reactions to them (Steiner et al., 2017). However, the external validity, 

which concerns the extent to which findings can be applied to other groups or settings, remains 

vulnerable (Fitzner, 2007). As mentioned in section 3.2, the sample utilised is not representative 

of the entire Dutch population, given significant disparities in education level, age, and gender 

compared to the real-world population, thereby lowering internal validity. 
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4. Results  

This chapter will present the results of the statistical testing of the hypotheses and the potential 

association of demographic factors with Dutch citizens’ preferences regarding their choice 

between human and AI judicial decision-makers. The hypotheses will be tested using the 

binomial logistic regression model (paragraph 4.1). The association of demographic factors 

with Dutch citizens’ preferences for judicial decision-makers will be examined using the chi-

square test to explore the potential associations of age, gender, and education with the preferred 

option of judicial decision-making (human versus AI) (paragraph 4.2). 

4.1 Effects of varying stakes at risk 

This section will focus on testing the following two hypotheses: 

H1: ‘Citizens tend to favour AI decision-making over human judgment when the stakes at risk 

are low in judicial cases in the Netherlands.’ 

H2: ‘Citizens tend to favour human decision-making over AI judgment when the stakes at risk 

are high in judicial cases in the Netherlands.’ 

Dutch citizens were asked to provide their reactions to vignettes with varying independent 

variables (accident gravity and punishment severity), resulting in the utilisation of a between-

subject design. For each vignette with varying variables, respondents were asked, ‘What option 

do you choose?’ Figure 4.1 presents the output data from the between-subject design survey, 

with the dependent variable being the type of judicial decision-maker (AI versus human). Each 

case reflects varying independent variables and the associated stakes at risk.  

Figure 4.1 – Preferred judicial decision-maker (AI versus human) for each independent variable combination 
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The y-axis of figure 4.1. shows the number of respondents for each type of decision-maker for 

each combination of independent variables. The x-axis labels represent the combinations: 

HiGrAc_HiSePu (High-gravity accident, High-severity punishment), HiGrAc_LoSePu (High-

gravity accident, Low-severity punishment), LoGrAc_HiSePu (Low-gravity accident, High-

severity punishment), and LoGrAc_LoSePu (Low-gravity accident, Low-severity punishment). 

A binomial logistic regression model was required to determine whether different independent 

variables, namely accident gravity and punishment severity, affect a single categorical 

independent variable (Dutch citizens’ preference between AI and human judicial decision-

makers). The preferred judge type is a dichotomous dependent variable (a nominal variable 

with only two values). This model predicts the likelihood that an observation will fall into one 

of two categories based on one or more categorical independent variables. SPSS Statistics was 

utilised to perform the binomial logistic regression test in this study. SPSS generates multiple 

output tables during the binomial logistic regression analysis, which are presented in Appendix 

3 The following paragraphs will clarify the two primary tables (4.1 and 4.2) to aid in 

understanding the statistical test results. 

 

The first step involved determining how much of the variance in the dependent variable, Dutch 

citizens’ preferences for AI or human judges, could be explained by the model. This amount of 

variance is represented by the R2 coefficient in multiple regression. Table 4.1 (Model Summary) 

should be consulted to accomplish this. Cox & Snell R2 and Nagelkerke R2 are two techniques 

used to measure variation. Nonetheless, it is better to use Nagelkerke R2 for this purpose 

because it is an adaptation of Cox & Snell R2. The Nagelkerke R2 of .06 indicates that 

approximately 6% of the variability in the dependent variable is accounted for by the 

independent variables (the scenarios presented to the respondents with varying independent 

variables). In other words, the model only explains a small portion of the variability in the 

choice between options A and B (AI and human judicial decision-maker) based on the situation. 

Thus,  these  factors  are  unable  to  explain  the  remaining  94%.  Mahmud  et  al. (2022) have  

Table 4.1 – Model summary, SPSS output 

Step

-2 Log 

likelihood

Cox & Snell 

R Square

Nagelkerke R 

Square

1 83.22 0.03 0.06

Model Summary
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proposed a framework that encompasses various variables such as psychological, personality, 

familiarity, demographic, algorithmic, task-related, and high-level dimensions. These variables 

can impact an individual’s attitude toward the utilisation of  AI. 

Table 4.2 – Binomial logistic regression: Accident gravity and punishment severity, affect Dutch citizen preference  

 

The results of the binomial logistic regression model are presented in Table 4.2. The initial 

column represents the combinations of independent variables. The binomial regression assesses 

the likelihood of an event occurring. As shown in the p-column, which indicates potential 

significance, there is no significant variation in the choices Dutch citizens make between human 

and AI judicial decision-makers, as all scores exceed the p-value threshold of .05. (p > .05). 

Consequently, both H1 and H2 are statistically rejected since, in the utilised sample, the 

independent variables (accident gravity and punishment severity, stakes at risk collectively) do 

not significantly influence the dependent variable (Dutch citizens’ preference between AI and 

human judicial decision-makers). The respective p-values are: LoGrAc_LoSePu: p = .332, 

HiGrAc_HiSePu: p = .165, HiGrAc_LoSePu: p = .187, and LoGrAc_HiSePu p = .147, all of 

which exceed the threshold of p > .05. However, it is noteworthy that the p-value for the 

constant term is * p = .048, indicating significance as it is less than .05. This suggests an initial 

preference for the human judicial decision-maker when no independent variables are 

influencing the decision. 

4.2 Demographic effects  

Chi-square needs to be utilised to highlight the potential influence of demographics, such as 

age, education, and gender, on the preference for either AI or human judicial decision-makers 

(Franke et  al., 2011;  Mahmud et al., 2022).  The chi-square test determines whether there is a 

Lower Upper

3.42 3 0.332

-1.06 0.76 1.92 1 0.165 0.35 0.08 1.55

-1.01 0.76 1.74 1 0.187 0.36 0.08 1.63

-1.11 0.76 2.1 1 0.147 0.33 0.07 1.47

-0.89 0.45 3.9 1 0.048 0.41

LoGrAc_HiSePu

Constant 

Note. Number of participants = 96; Cl = confidence interval; Lower = lower limit; Upper = upper limit

Exp (B)

95% CI for Exp(B)

LoGrAc_LoSePu

HiGrAc_HiSePu

HiGrAc_LoSePu

Variables in the Equation

B S.E. Wald df p
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significant association between categorical variables. In this case the dependent variable of 

Dutch citizen’s preference between AI and human judicial decision-makers and the categorical 

variables, the demographics, age, gender, and education. For each chi-square test, it is needed 

to determine a null hypothesis and an alternative hypothesis.  

4.2.1 Association between age and judicator  

As stated by Mahmud et al. (2022), the perception of AI decision-makers varies among different 

age groups. Younger individuals are more inclined to accept AI applications compared to older 

individuals (Gillespie et al., 2023; Mahmud et al., 2022). This underscores the necessity of 

determining whether there is a significant association between Dutch citizens’ preferences for 

AI or human judicial decision-makers and the age of respondents. 

The null hypothesis and alternative hypothesis: 

H0: ‘The age of the respondents is not associated with Dutch citizen’s preference for AI or 

human judicial decision-makers.’ 

H1: ‘The age of the respondents is associated with Dutch citizen’s preference for AI or human 

judicial decision-makers.’  

Table 4.3 – Chi-square of the association between age and preferred judicial decision-maker 

 

As presented in Table 4.3, the p-value of this chi-square test is greater than .05 (p > .05), as X2 

(7, N  =  96)  = .786,  p  > .05.  Consequently,  the  null  hypothesis  (H0)  is  accepted,  and  the  

(O-E)²/E

AI Human AI Human AI Human

Under 18 0 1 1 Under 18 0.167 0.833 Under 18 0.167 0.033

18-24 11 45 56 18-24 9.333 46.667 18-24 0.298 0.060

25-34 1 8 9 25-34 1.500 7.500 25-34 0.167 0.033

35-44 1 7 8 35-44 1.333 6.667 35-44 0.083 0.017

45-54 3 8 11 45-54 1.833 9.167 45-54 0.742 0.148

55-64 0 5 5 55-64 0.833 4.167 55-64 0.833 0.167

65-74 0 4 4 65-74 0.667 3.333 65-74 0.667 0.133

75-84 0 2 2 75-84 0.333 1.667 75-84 0.333 0.067

16 80 96

X
2

3.948

df 7

p -value 0.786

Observed (O) Expected (E)
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alternative hypothesis (H1) is rejected, indicating no significant association between the age of 

respondents and the Dutch citizens’ preferences for AI versus human judicial decision-makers. 

4.2.2 The association between gender and judicator 

As emphasised by Mahmud et al. (2022), the perception of AI decision-makers varies among 

different genders. Research, notably in the field of justice, has shown that women are more 

averse to AI applications compared to men. This underscores the necessity of determining 

whether there is a significant association between Dutch citizens’ preferences for AI or human 

judicial decision-makers and the gender of respondents.  

The null hypothesis and alternative hypothesis: 

H0: ‘The gender of the respondents is not associated with Dutch citizen’s preference for AI or 

human judicial decision-makers.’ 

H1: ‘The gender of the respondents is associated with Dutch citizen’s preference for AI or human 

judicial decision-makers.’ 

Table 4.4  – Chi-square of the association between gender and preferred judicial decision-maker 

 

As stated in Table 4.4, the p-value of this chi-square test is smaller than .05 ( * p < .05), as X2 

(2, N = 96) = .014, p < .05. Consequently, the null hypothesis (H0) is rejected, and the alternative 

hypothesis (H1) is accepted, indicating a significant association between the gender of 

respondents and the Dutch citizens’ preferences for AI versus human judicial decision-makers. 

4.2.3 Association between education and judicator   

As emphasised by Mahmud et al. (2022) and Gillespie et al. (2023), the perception of AI 

decision-makers varies among citizens with different levels of education.  Citizens  with lower  

(O-E)²/E

AI Human AI Human AI Human

Male 10 32 42 Male 7 35 Male 1.286 0.257

Female 5 48 53 Female 8.833 44.167 Female 1.664 0.333

Other 1 0 1 Other 0.167 0.833 Other 4.167 0.833

16 80 96

X
2

8.539

df 2

p -value 0.014

Observed (O) Expected (E)
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levels of education are less likely to trust and accept AI compared to citizens with a university 

degree. This underscores the necessity of determining whether there is a significant association 

between Dutch citizens’ preferences for AI or human judicial decision-makers and the 

educational level of the respondents.  

The null hypothesis and alternative hypothesis: 

H0: ‘The education of the respondents is not associated with Dutch citizen’s preference for AI 

or human judicial decision-makers.’ 

H1: ‘The education of the respondents is associated with Dutch citizen’s preference for AI or 

human judicial decision-makers.’ 

Table 4.5 - Chi-square of the association between education and preferred judicial decision-maker 

 

As emphasised in Table 4.5, the p-value of this chi-square test is smaller than .05 ( * p < .05), 

as X2 (4, N = 96) = .029, p < .05. Consequently, the null hypothesis (H0) is rejected, and the 

alternative hypothesis (H1) is accepted, indicating a significant association between the 

educational level of respondents and the Dutch citizens’ preferences for AI versus human 

judicial decision-makers. 

 

 

 

 

 

 

(O-E)²/E

Education AI Human AI Human AI Human

Primary 0 5 5 Under 18 0.938 4.063 Under 18 0.938 0.216

Secondary 7 23 30 18-24 5.625 24.375 18-24 0.336 0.078

Bachelor 8 43 51 25-34 9.563 41.438 25-34 0.255 0.059

Master 1 7 8 35-44 1.500 6.500 35-44 0.167 0.038

No say 2 0 2 45-54 0.375 1.625 45-54 7.042 1.625

18 78 96

X
2

10.754

df 4

p -value 0.029

Observed (O) Expected (E)
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5. Discussion  

This study examined Dutch citizens’ preferences for AI or human judges (the dependent 

variable) in a hypothetical vignette scenario with four possible combinations of two 

independent variables (punishment severity and accident gravity, together stakes at risk). The 

objective was to find out if Dutch people prefer AI decision-making over human judgment in 

cases with low stakes and, on the other hand if they prefer human decision-making over AI 

judgement in cases with high stakes.  

Three chi-square tests were performed to determine whether demographics affected the sample 

of Dutch citizens used to determine whether they preferred an AI or a human decision-maker. 

Chi-square tests are utilised to assess associations between categorical variables (Franke et al., 

2011). External validity concerns the degree to which results can be generalised to other 

populations (Fitzner, 2007). According to Mahmud et al. (2022), the degree of algorithm 

aversion is influenced by demographic variables, including age, gender, and obtained 

educational level. In contrast to earlier studies by Gillespie et al. (2023) and Mahmud et al. 

(2022), which reported a significant age gap in AI acceptance, the first chi-square test found no 

significant association between the age of respondents and the preferred judicial decision-

maker. However, since the age of the respondents has no significant impact on the results, this 

increases the external validity of the sample that was utilised and, as a result, the reliability of 

the statistical results. Additionally, a significant association was found in the second chi-square 

test assessing the relationship between gender and preferred decision-making. This finding is 

consistent with the findings of Gillespie et al. (2023), which indicated that women, particularly 

in the judiciary, are less inclined than men to make decisions utilising algorithms. But since 

respondents’ gender has a significant impact on the results, this lowers the external validity of 

the sample that was utilised and, in turn, the reliability of the statistical results. Finally, the third 

chi-square test examining the relationship between education and preferred decision-maker also 

revealed a significant association, in line with studies by Mahmud et al. (2022) and Gillespie et 

al. (2023), which indicate that individuals with a university degree accept AI more than people 

without one. However, since respondents’ obtained educational level significantly affects the 

outcomes, this lowers the external validity of the sample utilised and, consequently, the 

reliability of the statistical results. 
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Overall, there is a definite preference for human judicial decision-makers when comparing the 

survey output data. However, the combination of independent variables with the lowest stakes 

at risk shows a slight, relatively small increase. Given that Dutch citizens consistently oppose 

the use of AI in the court, it appears that their preferences are not greatly influenced by the 

independent variables. This lack of significant influence is confirmed by the binomial logistic 

regression model’s results, which show that these independent variables have no discernible 

impact on the dependent variable of a judge’s decision. Consequently, both research hypotheses, 

H1 and H2, need to be rejected, as Dutch citizens do not base their preferences on the level of 

stakes at risk. This study builds upon previous research on whether citizens prefer AI or humans 

in the judiciary. Prior research suggests that individuals exhibit algorithm aversion in AI 

sentencing, with a preference for human decision-making as stakes at risk increase (Araujo et 

al., 2020; Bambauer & Risch, 2021). In high-stakes cases like traffic disputes, individuals prefer 

human decision-makers due to uncertainty about outcomes and concerns over potential 

consequences, leading to decreased trust in algorithmic decisions. (Mahmud et al., 2022).  

Consequently, in a hypothetical scenario involving a minor traffic accident with no injuries 

(low-gravity accident) and a traffic fine (low-severity punishment) (collectively a low-stakes 

situation), individuals would be more inclined to choose an AI decision-maker. Nevertheless, 

upon examining the significance numbers of the binomial logistic regression model, it becomes 

evident that there is no significant association between the preferred judicial decision-maker 

and the stakes at risk. This lack of significance could potentially be attributed to a type-II error. 

A type-II error indicates a false negative, it would mean in this context, that failing to find an 

association between the preferred judicial decision-maker and the stakes at risk, even though 

there might be one in the real population, following Chapter 2 (Banerjee et al., 2009). 

Nonetheless, these research findings close a knowledge gap about the perception of the Dutch 

population regarding the potential utilisation of AI in the Dutch judiciary. While future research 

on this topic is needed, the results of this study suggest that the general AI aversion theory may 

not apply to the sample population, as there is no significant difference in preferences between 

high and low stakes at risk. 
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6. Limitations and further research 

The stakes at risk is an important factor in the assessment of whether Dutch citizens prefer an 

AI or human judicial decision-maker; however, it is far from the only factor that may influence 

the acceptance or rejection of AI in the judiciary. First, of all, the application of AI in judicial 

decision-making affects the resources needed, in terms of efficiency and effort, to retrieve data, 

search through documents, and apply the law to a legal case (Aini, 2020; Barysė & Sarel, 2022; 

Kulk & Deursen, 2020). Citizen preference is relatively sensitive to merits as speed, and 

consequently costs, often prioritised over the accuracy of the decision-maker (Bambauer & 

Risch, 2021). Other factors, such as level of transparency and equality of treatment can also be 

at stake. However, these factors are often questioned by scholars as to which type of decision-

maker they belong (Bambauer & Risch, 2021).  

Erfanian et al. (2020) and O'Dell et al. (2012) highlight that respondents may interpret the 

vignettes utilised in this study differently or incorrectly, and these vignettes can never fully 

capture the real-world elements being examined. Participants in vignette surveys are often 

presented with hypothetical scenarios, which may not accurately reflect actual situations. The 

method of obtaining information through vignettes, and the assumptions participants make 

during interpretation, can influence their responses, and thus the results of the vignettes 

(Erfanian et al., 2020). Additionally, as Erfanian et al. (2020) emphasised, vignettes typically 

focus on isolated scenarios, thereby oversimplifying reality. Consequently, respondents’ 

reactions may not fully reflect the nuances and complexities of their actual decision-making 

processes. Further research might consider to utilise video or real-life events instead of written 

vignettes, as these could provide deeper insights into individuals’ behaviours and the situations 

they encounter.  

Consequently, as indicated by Emerson (2015), because convenience and snowball sampling 

techniques introduce uncontrolled random variables like individuals from similar geographic 

areas, socioeconomic statuses, and ethnic backgrounds, the results may not be generalisable to 

larger populations or contexts. This is because the sample utilised is not formally representative 

of the Dutch population of policy interest, resulting in the research producing biased outputs 

for the targeted population (Emerson, 2015; Olsen & Orr, 2016). The sample utilised for this 

research consisted largely of female,  educated,  and young individuals,  potentially influencing  
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the research outcomes. Previous research by Mahmud et al. (2022) suggests that demographic 

variables such as age, gender, and educational level impact the degree of algorithm aversion. 

As emphasised by Mahmud et al. (2022) and Gillespie et al. (2023), these findings partially 

support the results of the chi-square tests conducted in this research, which identified gender 

and educational level as factors influencing preferences for AI and human judicial decision-

making. Consistent with the results of this study’s chi-square test, individuals with a university 

education are more willing to accept AI applications. Moreover, younger generations are also 

more receptive to AI applications, although this trend was not evident in the sample of this 

research, as the chi-square test found no significant association between age and preferred 

judicial decision-making (Gillespie et al., 2023). This necessitates further research into the 

utilisation of an adequate representation of the population of the policy of interest before public 

administrators set policy (Olsen & Orr, 2016). 

Moreover, the research has been conducted in the Netherlands, thus limiting the scope of the 

study. As stated by Gillespie et al. (2023), there are significant differences in the acceptance of 

AI systems across countries. For instance, countries with the highest levels of AI acceptance 

include India (67%), China (66%), Brazil (54%), and South Africa (48%). In contrast, the 

Netherlands has one of the lowest acceptance scores for AI systems at only 18%, which aligns 

with the generally low acceptance scores observed in Western countries. This confines the 

research to the Netherlands and other Western countries with similar scores, highlighting the 

need for additional research to explore public perception regarding the application of AI in the 

judiciary. 

Policy implications 

This research provides the incentive for further investigation into the perception of Dutch 

citizens towards the utilisation of AI in judicial decision-making. The following policy 

implications should be considered: 

- Analyse the perception of citizens: it is required to conduct further research on the Dutch 

population because the methods utilised in this study produced a sample that is not 

representative of the entire Dutch population and is therefore giving a biased 

representation of the complete population (Emerson, 2015; Olsen & Orr, 2016).  
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- The need of public consultation:  it is of essence to comprehend citizen perceptions to 

gauge public attitudes towards potential policy implementation. Neglecting this aspect 

could ultimately erode the legitimacy of legal reforms, like the implementation of AI 

judicial decision-making (Bambauer & Risch, 2021; Yalcin et al., 2022). 

- Investigate other types of legal technology: when further research confirms that the 

Dutch population is averse to AI judicial decision-making, alternative legal technologies 

should be considered, such as online dispute resolution and online legal guidance 

(Susskind, 2023). 

- Prioritise citizens: as mentioned by Susskind (2023), legal professionals may be 

disrupted by new technologies like AI sentencing. However, it’s crucial to consider the 

citizens’ perspective, as new techniques can lead to lower costs and greater convenience. 
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7. Conclusion  

Scholars debate on AI’s (Artificial Intelligence) role in judicial decision-making, but generally 

agree that the implementation of AI significantly affects the current perception of the legal 

process (Susskind, 2013; Završník, 2020). As stated by Bambauer & Risch (2021), critics 

advocate for significant reforms to tackle the problems related to AI implementation in judicial 

decision-making, creating the potential development of more sophisticated AI sentencing 

within the next decade is likely (Sourdin, 2018). AI implementation could alleviate congestion 

in civil courts, preventing less-complex cases from being overlooked due to capacity limitations 

(Yalcin et al., 2022). Consequently, failure to report incidents undermines the legal system’s 

ability to fulfil its duties, impacting the affected (Bosick et al., 2012). However, courts view AI 

as a potential solution to this issue (Yalcin et al., 2022). Public perceptions of AI in judicial 

decision-making and trust in the justice system are crucial for effective governance (Yalcin et 

al., 2022). Governments and international organisations discuss policies regarding the 

integration of AI judges, pivotal for upholding the rule of law (Yalcin et al., 2022). Public trust 

influences citizen’s willingness to report crimes, underscoring the importance of considering 

public opinion in social policy decisions (Bambauer & Risch, 2021; Yalcin et al., 2022). Despite 

this, legal scholarship often overlooks individuals’ reactions to decision systems involving 

algorithms, potentially undermining the legitimacy of legal reforms (Bambauer & Risch, 2021; 

Yalcin et al., 2022). Understanding citizen preferences offers insights into AI and human 

decision-making errors, guiding policymakers in understanding how citizens perceive decision-

making processes (Yalcin et al., 2022). Previous research suggests that attitudes toward 

decision-makers vary based on the stakes at risk, emphasising the need for differentiated 

treatment in high-stakes decision-making processes (Bambauer & Risch, 2021; Yalcin et al., 

2022). This inquiry resulted in the following research question ‘Do Dutch citizens preferences 

for utilising AI versus human decision-making in the judiciary change when the stakes at risk 

vary in terms of incident gravity and severity of punishment?’ Prior research suggests that 

individuals exhibit algorithm aversion in AI sentencing, preferring human decision-making as 

stakes increase (Araujo et al., 2020; Bambauer & Risch, 2021). In high-stakes situations, such 

as a traffic accident with severe injuries, individuals opt for human decision-makers due to 

uncertainty  (Mahmud et al., 2022).  However,  in low-stakes scenarios, individuals may prefer  
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AI decision-makers. Surprisingly, the binomial logistic regression analysis revealed no 

significant association between preferred judicial decision-maker and stakes at risk. Therefore, 

both research hypotheses, H1 and H2, need to be rejected, indicating that Dutch citizen’s 

preferences are not influenced by stakes at risk. However, the lack of significance in the analysis 

could be attributed to type-II error. The sample utilised in the research may not be representative 

to the entire Dutch population, potentially skewing the results (Banerjee et al., 2009). For 

instance, the sample may overrepresent individuals with higher education, females, and 

younger age groups, leading to inaccuracies in the findings. This partially aligns with the chi-

square test conducted, which indicates that participant’s education and gender significantly 

influence their preference between AI and human judicial decision-makers. The answer to the 

main question is that there is no significant relationship between the stakes at risk (case gravity 

and punishment severity) and the preference of Dutch citizens for either an AI or human judicial 

decision-maker. In summary, while scholars and public administrators debate the role of AI in 

criminal sentencing and critics advocate for reforms, this study concludes that there is no 

significant relationship between the stakes at risk of a legal case and Dutch citizen’s preference 

for AI or human judicial decision-makers. 
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Appendix 

Appendix 1 – Survey (English)  

Survey introduction  
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Scenario 1, High-gravity accident – High-severity punishment  

Scenario 2, High-gravity accident – Low-severity punishment  
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Scenario 3, Low-gravity accident – High-severity punishment  

 

Scenario 4, Low-gravity accident – Low-severity punishment  
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Are you a Dutch citizen? 

 

Demographic questions  
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Control question  
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Appendix 2 – Survey (Dutch)  

Survey introduction 
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Scenario 1, High-gravity accident – High-severity punishment  

Scenario 2, High-gravity accident – Low-severity punishment  
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Scenario 3, Low-gravity accident – High-severity punishment  

Scenario 4, Low-gravity accident – Low-severity punishment  
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Are you a Dutch citizen? 

 

Demographic questions 
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Control question 
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Appendix 3 – SPSS Output tables, Binomial logistic regression  

 

 

 

 

 

  


