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1 INTRODUCTION

1 Introduction

Physicists often face problems which exhibit some kind of symmetry, be it a spherically sym-
metric gravitational �eld, a translationally symmetric magnetic �eld, or something more ab-
stract altogether. In these situations, one can often reformulate the problem in a di�erent set
of coordinates that makes it easier to work with. The reformulated problem has fewer degrees
of freedom.

Well-known examples of such techniques arise from celestial mechanics; in an N -body
problem, one can position the frame of reference in such a way that one particle is stationary.
Similarly, spherically symmetric potentials are often studied as 1-dimensional problems, which
is also a case of reducing the degrees of freedom by exploiting symmetries of the problem.

In this report we study the underlying mathematics of reducing the degrees of freedom
of a physical system. To that end, we require a rigorous formulation of classical mechanics
which adopts the language of di�erential geometry. This is done using symplectic manifolds,
which are objects that can be seen as a generalisation of the concept of phase space in physics.
Within this framework, we apply a technique known as symplectic reduction to reduce the
degrees of freedom of a system. To restrict the scope of this text, the reader is assumed to
already be familiar with di�erential geometry.

We will begin by laying the groundworks for the theory of symplectic geometry. In Section
3 we study some preliminary linear algebra, including a linear version of what is known as the
Darboux Theorem. This section additionally serves as a microcosm of the following Section
4, which gives the de�nition of symplectic manifolds and mentions the geometric Darboux
Theorem, though it is not proven in this text. Here some interesting properties of cotangent
bundles are also brought to light.

Section 5 concludes this part of the thesis with a symplectic-geometric reformulation of
certain systems in classical mechanics. Here the relation between phase spaces and symplectic
manifolds is explained, and we treat a small example of the simple pendulum using this new
formulation.

The second part of this report is dedicated to Lie theory and symplectic reduction, the latter
of which will ultimately be our goal. Lie theory is necessary to describe smooth symmetries
of symplectic manifolds, and instrumental in de�ning symplectic reduction. Hence we spend
some time working out the involved mathematics. After formulating some notable theorems
regarding symplectic reduction, we begin applying the theory to physical problems. This is
the focus of the third and �nal part.
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2 CONVENTIONS

Part I

Symplectic Preliminaries

2 Conventions

The following sections are heavily inspired by [3], in particular some of the materials up to
chapter 6 and some of the material from chapter 18 onwards. We will cover part of the contents
of these lecture notes, and work with the same preliminary knowledge about smooth manifolds.
For a comprehensive overview of the general theory of smooth manifolds, we refer to [9]. To
avoid ambiguity, below is a list of conventions and terminology that will be used throughout
this report.

smooth in�nitely di�erentiable
Sn n-sphere
Tn n-torus

RPn,CPn real resp. complex projective space (manifolds of dimensions n resp. 2n)
TpN tangent space at p to a smooth manifold N
TN tangent bundle of a smooth manifold N
T �
pN cotangent space at p to a smooth manifold N

T �N cotangent bundle of a smooth manifold N
ΩkpNq space of di�erential k-forms on a smooth manifold N
X pNq space of smooth vector �elds on a smooth manifold N
C8pNq space of smooth mappings N Ñ R on a smooth manifold N
pdωqp exterior derivative of a di�erential form ω at a point p on the manifold
pdF qp di�erential of a smooth map F at a point p in its domain
F �ω pullback of a di�erential form ω along a smooth map F
X ⌟ ω contraction of a di�erential form ω along a vector �eld X
Stabx stabiliser of a point x under a group action

SpanpSq span of a subset S of a vector space V

Furthermore, the term �smooth manifold� will often be shortened to just �manifold�. If the
smoothness property is at any point dropped, this will be explicitly stated.
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3 SYMPLECTIC LINEAR ALGEBRA

3 Symplectic linear algebra

In the following sections we lay the groundworks for the study of symplectic geometry. This
begins in a linear algebraic context, which will de�ne part of the symplectic structures on
manifolds.

De�nition 3.1 (Symplectic vector space). Let V be a �nite-dimensional real vector space.
A linear symplectic form is a bilinear form Ω : V � V Ñ R that is skew-symmetric and
nondegenerate. In this case, we call pV,Ωq a symplectic vector space.

For the nondegeneracy property we may use one of the equivalent formulations

@v P V : Ωpv, �q � 0ñ v � 0

or that
α : V Ñ V �, v ÞÑ Ωpv, �q

is an isomorphism.
The skew-symmetry of the symplectic form leads to a decomposition of the vector space

into two halves. This will be further explored after the example below, and will have far-ranging
e�ects down the line.

Example 3.2. Consider R4 with basis pe1, e2, f1, f2q. Denote the dual basis as pe�1 , e
�
2 , f

�
1 , f

�
2 q

and de�ne a symplectic form Ω0 on R4 by

Ω0 � e�1 ^ f�1 � e�2 ^ f�2 .

By explicit computation we �nd

Ω0pei, fjq � δij and Ω0pei, ejq � 0 � Ω0pfi, fjq,

where δij is 1 if i � j and 0 otherwise. We will show that all linear symplectic forms can be
written in a similar way.

Any bilinear form gives rise to a concept of complements; given a linear subspace Y � V ,
we de�ne the symplectic complement with respect to Ω as

Y Ω :� tv P V | @y P Y : Ωpv, yq � 0u.

Unfortunately, this is not always complementary to Y ; in the example above, we would �nd
that

Spanpe1q
Ω0 � Spanpe1, e2, f2q,

which contains Spanpe1q. For Y and Y Ω to be complementary, we need Y to be a symplec-

tic subspace of V , meaning that Ω|Y�Y must be nondegenerate. Let us �rst formulate the
theorem we want to prove.
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3 SYMPLECTIC LINEAR ALGEBRA

Theorem 3.3. Let pV,Ωq be a symplectic vector space. Then it has even dimension dimV � 2n
and a Darboux basis px1, . . . , xn, y1, . . . , ynq with respect to which Ω can be written as

Ω �
ņ

j�1

x�j ^ y�j ,

where v� :� Ωpv, �q for v P V .

This is a fairly important theorem, and also has a geometric analogue. This will be discussed
at the end of the section. First, we show some properties of symplectic vector spaces in order
to prove the above.

Proposition 3.4. Let pV,Ωq be a symplectic vector space with a subspace Y � V .

(1) dimY � dimY Ω � dimV .

(2) If Y is symplectic, Y X Y Ω � 0 and so V � Y ` Y Ω.

Proof. For (1), consider the linear map

φ : V Ñ Y �

v ÞÑ Ωpv, �q|Y ,

whose kernel is kerφ � Y Ω. Since the dimensions of the kernel and image of φ sum to dimV ,
we want it to be surjective so that (1) is satis�ed. Recall that the nondegeneracy of Ω gives
an isomorphism α : V Ñ V �. Then we obtain φ as φ � ι� � α, where ι� is the dual mapping
of the inclusion ι : Y ãÑ V . ι� and α are both surjective, so φ must be too. We obtain

dimV � dimY � � dimY Ω � dimY � dimY Ω.

In (2), take any element y P Y X Y Ω. Then since y P Y Ω, we have that Ω|Y�Y py, �q �
Ωpy, �q|Y � 0. Since Ω|Y�Y is symplectic, it follows that y � 0, so Y X Y Ω � 0.

It turns out that (2) in the above is actually an equivalence. For our purposes, we just
need the consequence that V � Y ` Y Ω is a decomposition into symplectic subspaces. As one
might imagine, this lends itself to an iterative proof of Theorem 3.3.

Corollary 3.5. If Y is a symplectic subspace of pV,Ωq, then so is Y Ω.

Proof. We begin with the claim that pY ΩqΩ � Y . From Proposition 3.4(1) it follows that

dimpY ΩqΩ � dimY Ω � dimV

� dimY � dimY Ω,

and hence
dimpY ΩqΩ � dimY.
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4 SYMPLECTIC GEOMETRY

Furthermore, if y P Y , then for all v P Y Ω we have Ωpy, vq � 0. So by de�nition of the
symplectic complement, y P pY ΩqΩ. Therefore

Y � pY ΩqΩ

and since the dimensions are equal, pY ΩqΩ � Y .1

Now we need to show that Y Ω is indeed a symplectic subspace, or equivalently, that
Ω|Y Ω�Y Ω is nondegenerate. Let v P Y Ω be given and suppose Ω|Y Ω�Y Ωpv, �q � 0. Then
Ωpv, �q|Y Ω � 0, so v P pY ΩqΩ � Y . But now v is in the intersection Y X Y Ω, which is 0
by Proposition 3.4(2). Hence v � 0 and Ω|Y Ω�Y Ω is indeed a linear symplectic form.

Now we are ready to prove Theorem 3.3

Proof of Theorem 3.3. The case V � 0 is trivial, so suppose dimV ¡ 0. First note that
dimV � 1, since Ω vanishes on 1-dimensional subspaces due to its skew-symmetry and would
hence be degenerate. So dimV ¥ 2.

Now �x an x1 P V zt0u, and let y1 P V be such that Ωpx1, y1q � 0. The existence of such y1
is required by the nondegeneracy of Ω. Now normalise y1 such that Ωpx1, y1q � 1. This makes
W � Spanpx1, y1q a symplectic subspace of V with

Ω|W�W � x�1 ^ y�1 .

Due to Proposition 3.4(2) and Corollary 3.5 we can now decompose

V �W `WΩ

as a direct sum of symplectic subspaces. The process above can be applied iteratively to WΩ

in order to extract 2-dimensional symplectic subspaces until dimWΩ   2. With WΩ being
symplectic, it cannot have dimension 1, so this in fact yields V as a direct sum of 2-dimensional
symplectic subspaces with the desired Darboux basis.

Theorem 3.3 shows that symplectic vector spaces of the same dimension are not only
isomorphic in the traditional sense, but also necessarily have the same symplectic structure.
In the following section we formulate a geometric version of the same theorem, although we
will not prove it. Essentially, it states that all symplectic manifolds locally have the same
structure.

4 Symplectic geometry

4.1 De�nitions and the Darboux Theorem

With the symplectic linear algebra we have discussed, we can now give a de�nition of symplectic
manifolds and the associated isomorphisms.

1This result holds for any subspace of a symplectic vector space.
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4 SYMPLECTIC GEOMETRY 4.2 Symplectic structure of the cotangent bundle

De�nition 4.1 (Symplectic manifold). Let M be a smooth manifold with a di�erential 2-form
ω P Ω2pMq satisfying the conditions

(1) ω is closed

(2) @p PM : ωp is nondegenerate2 as a bilinear form TpM � TpM Ñ R

Then we call ω a symplectic form and pM,ωq a symplectic manifold.

De�nition 4.2 (Symplectomorphism). Let pM1, ω1q and pM2, ω2q be symplectic manifolds. A
symplectomorphism from M1 to M2 is a di�eomorphism φ :M1 ÑM2 which preserves the
symplectic forms: φ�ω2 � ω1.

Note that the nondegeneracy of the symplectic form makes the tangent spaces of a sym-
plectic manifold into symplectic vector spaces. Hence symplectic manifolds, just like symplectic
vector spaces, are always even-dimensional. The closedness is a less intuitive condition, but
important for technical reasons. For one, it is necessary for the Darboux Theorem to hold,
which is the smooth version of Theorem 3.3, and will be essential in our treatment of classical
mechanics. The standard example for a symplectic manifold is the following.

Example 4.3. R2n with coordinates px1, . . . , xn, y1, . . . , ynq has a standard symplectic form

ω0 �
ņ

j�1

dxj ^ dyj .

There is a lot of interesting mathematics we could get into regarding classi�cation, but this
is not necessary for the problems we will be studying. It is therefore also beyond the scope of
this report to prove the Darboux Theorem, even though we will be using it extensively.

Theorem 4.4 (Darboux). Let pM,ωq be a 2n-dimensional symplectic manifold. Given a point
p PM , there exists an open neighbourhood U of p with local coordinates px1, . . . , xn, y1, . . . , ynq
such that on U

ω �
¸
j

dxj ^ dyj .

For a proof of this theorem, we refer to the �rst three parts of [3].

4.2 Symplectic structure of the cotangent bundle

The cotangent bundle of an arbitrary manifold can always be given a smooth and symplectic
structure. These will be the most notable symplectic manifolds to us in the study of classical
mechanics. We will see later that cotangent bundles correspond to the concept of phase space
in physics. First, let us construct the smooth structure on the cotangent bundle.

Proposition 4.5. Let N be an n-manifold, then T �N is a 2n-manifold.
2So the mapping TpM Ñ T�

p M given by v ÞÑ ωppv, �q is a linear isomorphism.

6



4 SYMPLECTIC GEOMETRY 4.2 Symplectic structure of the cotangent bundle

Proof. We cover N with coordinate charts pU, x1, . . . , xnq, so that at any p P U , we �nd a
basis ppdx1qp, . . . , pdxnqpq for T

�
pN . In terms of this basis, elements of T �

pN can be written as
ξ � pξ1, . . . , ξnq, which in turn induces a local coordinate chart

pT �U, x1, . . . , xn, ξ1, . . . , ξnq

on T �N . The coordinates px1, . . . , xn, ξ1, . . . , ξnq are called the cotangent coordinates as-
sociated to px1, . . . , xnq. We need to show that these coordinates induce a smooth structure.
Given two charts pU, x1, . . . , xnq and pU

1, x11, . . . , x
1
nq, p P U X U 1 and ξ P T �

pN we �nd

ξ �
¸
i

ξipdxiqp �
¸
i

ξi
¸
j

Bxi
Bx1j

pdx1jqp �
¸
j

�¸
i

ξi
Bxi
Bx1j

�
pdx1jqp.

It follows that the transition function (de�ned by the components of ξ in the dx1j-basis) is
smooth.

From the above, we might want to de�ne a symplectic form on T �N by

ω �
¸
j

dxj ^ dξj .

This is indeed a symplectic form, since it has the form given in the Darboux Theorem. But is
it coordinate-independent? Well, it turns out that it is not only that, but also canonical. To
see this, consider the 1-form

α �
¸
j

ξjdxj .

We �nd that ω � �dα. It is not immediately clear that α is coordinate-indepent, but with
some computation we would �nd that it is given by the following coordinate-free de�nition.

De�nition 4.6 (Tautological 1-form and canonical symplectic form). Given a manifold N with
cotangent bundle projection π : T �N Ñ N , we de�ne the tautological 1-form or Liouville
1-form α P Ω1pT �Nq at pp, ξq P T �N by

αpp,ξq :� pdπq�pp,ξqξ � ξ � pdπqpp,ξq.

The canonical symplectic form on T �N is then de�ned as

ω � �dα.

To make sense of the de�nition of α, note that π has a di�erential

pdπqpp,ξq : Tpp,ξqpT
�Nq Ñ TpN,

whose pullback is
pdπq�pp,ξq : T

�
pN Ñ T �

pp,ξqpT
�Nq.
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5 HAMILTONIAN MECHANICS

From this we can see that pdπq�pp,ξqξ indeed de�nes a 1-form. We can easily check that

dπ

�
B

Bxj

�
�

B

Bxj
and dπ

�
B

Bξj

�
� 0

so indeed αp B
Bξj
q � 0, and

α

�
B

Bxj

�
� pξ � dπq

�
B

Bxj

�

� ξ

�
B

Bxj

�

� ξj ,

as expected.

5 Hamiltonian mechanics

Hamiltonian mechanics is a particular treatment of classical mechanics that lends itself to both
elegant and intuitive formulations of mechanical problems. It revolves around the study of a
class of functions called Hamiltonians. They can be viewed as the total energy of a mechanical
system, that being the sum of the kinetic and potential energy. In this section we de�ne
Hamiltonians and lay the groundworks for Hamiltonian mechanics.

5.1 Vector �elds and �ows

Vector �eld �ows are going to be a fairly important class of objects, so this section is dedicated
to a brief recap of the topic before we begin working with them.We will only work with complete
vector �elds, primarily because this makes the �ow a group action. There is also a physical
justi�cation for this, discussed in Remark 5.4.

Consider a vector �eld X on a manifold N . We denote its �ow by exp tX for t P R, a
notation which will make more sense once we touch upon Lie Theory later on. Because of
the notation, we may also call the �ow of X its exponential map. It is de�ned such that
texp tX : N Ñ N | t P Ru is the unique smooth family of di�eomorphisms satisfying the
following system of di�erential equations:#

exp tX|t�0 � id
d
dt exp tX � X � exp tX

This is fortunately quite intuitive; it assigns to the exponential map the role of de�ning an
action of R on N . This action essentially moves a point on N along the vector �eld X for a
certain amount of �time� t P R. The �rst equation says that moving a point for a time t � 0

8



5 HAMILTONIAN MECHANICS 5.2 Phase space

leaves it in place, and the second equation makes it so that the velocity with which exp tX
moves points corresponds to the value of X at those points.

Flows also give rise to a notion of taking derivatives along a vector �eld. This is known as
the Lie derivative, de�ned as follows:

LX : ΩkpNq Ñ ΩkpNq

ω ÞÑ
d

dt

����
t�0

�
pexp tXq�ω

�
In the case k � 0, this just turns out to be the same as taking a partial derivative along X.
Along with the Lie derivative of course comes Cartan's magic formula, which will be a great
companion to us.

Lemma 5.1 (Cartan's Magic Formula). For X P X pNq and ω P ΩkpNq we have

LXω � X ⌟ dω � drX ⌟ ωs.

This can be proven by induction on k using the identity

LXpω ^ ηq � LXω ^ η � ω ^ LXη.

For details, see [9, p. 373].

5.2 Phase space

In this section we work towards a Hamiltonian formulation of mechanical systems.
To begin, let pM,ωq be a symplectic manifold and H P C8pMq a smooth function. Since

ω is nondegenerate, we have an isomorphism

X pMq
�
Ñ Ω1pMq

X ÞÑ X ⌟ ω.

So there is a unique vector �eld XH P X pMq such that

dH � XH ⌟ ω.

De�nition 5.2. In the above, we call H a Hamiltonian function and XH the unique
associated Hamiltonian vector �eld.

Note that

LXH
H � XH ⌟ dH

� XH ⌟ pXH ⌟ ωq

� ωpXH , XHq

� 0,

9



5 HAMILTONIAN MECHANICS 5.2 Phase space

due to the skew-symmetry of ω. It follows that H does not change along integral curves of XH ;
in other words, the �ow of XH preserves H. This is a valuable insight into the associated
physics; since H can be viewed as the total energy of a system, we can view the integral curves
as the possible trajectories an object can take with constant energy. Hence, energy is conserved
on integral curves of XH . This becomes clearer when we look at Hamilton's equations towards
the end of this section.

Example 5.3. Consider the symplectic manifold pS2, dθ ^ dhq with coordinates given by the
angle θ P r0, 2πq and height h P r�1, 1s. De�ne the Hamiltonian Hpθ, hq � h as the height
function. With

XH ⌟ pdθ ^ dhq � dh.

we �nd XH � B
Bθ . This has �ow ρtpθ, hq � pθ � t, hq. We see that the level curves H�1phq

indeed turn out to be the integral curves at the respective heights h.
Note that S2 is compact, and XH complete. This is no coincidence; on compact manifolds,

all vector �elds are complete. See Theorem 9.16 of [9, p. 216] for a proof of this fact.

Remark 5.4. Earlier we remarked that we will only need complete vector �elds in our study
of symplectic reduction. We already saw that this makes the �ow a group action, which is
certainly important, but this is also justi�ed from a physics standpoint. Above we found that
integral curves of Hamiltonian vector �elds represent trajectories allowed in the mechanical
system de�ned by the Hamiltonian. If this vector �eld were incomplete, then those trajectories
may be discontinuous. This amounts to non-physical solutions without proper care.

Example 5.5. As an example of the remark above, consider a particle of mass m moving in
R3zt0u under a Coulomb potential

V prq � �
1

r
,

expressed in spherical coordinates. Since we have not yet discussed the mathematical language
required to describe this system, let us settle for the physicist's formulation; the Hamiltonian
is the sum of kinetic and potential energy, written as

Hpr, pq �
p2

2m
�

1

r
,

where p is the total momentum. The trajectory of the particle will have a constant energy E,
so setting Hpr, pq � E we �nd

p �

c
2mE �

2m

r
.

Now we can see that we run into a great deal of trouble around the origin, as the momentum
diverges to in�nity. The reason can be understood through both a mathematical and physical
lens; on the one hand, the Hamiltonian vector �eld corresponding to H is not complete. And
on the other hand, approaching the problem via classical mechanics is not physically sound;
our particle travels at relativistic velocities (i.e., close to the speed of light) near the origin,

10



5 HAMILTONIAN MECHANICS 5.2 Phase space

and hence requires a relativistic treatment. To speak in informal terms for a moment, relativis-
tic e�ects should stretch out the time required to reach the origin in�nitely; hence, a proper
relativistic approach would lead to a well-de�ned complete Hamiltonian vector �eld.

Notice that Hamiltonian vector �elds preserve the symplectic form. This motivates the
following de�nition of symplectic vector �elds, which play a role later when we de�ne smooth
actions on manifolds.

De�nition 5.6. Let pM,ωq be a symplectic manifold and X P X pMq a vector �eld which
preserves ω (so LXω � 0). Then we call X a symplectic vector �eld.

Since dω � 0, we have LXω � drX ⌟ ωs (with Cartan's magic formula). Hence X is
symplectic if and only if X ⌟ω is closed. An analogous statement holds for Hamiltonian vector
�elds and exactness (by de�nition).

We now have the equivalences

X is Hamiltonian ðñ X ⌟ ω is exact

and

X is symplectic ðñ X ⌟ ω is closed

ðñ LXω � 0

ðñ ρ�t ω � ω for all t.

The last equivalence follows from the fact that LXω �
d
dt

���
t�0

ρ�t ω and ρ�0ω � id� ω � ω.

Now that we have de�ned Hamiltonians, we want to consider them in a physical context. To
this end, consider an arbitrary n-dimensional manifold N with local coordinates pq1, . . . , qnq.
Every point in N represents a particular con�guration of our mechanical system. For instance,
if we look at a particle in three dimensions, then we would take N � R3. In any case, we call
N the con�guration space of our system, and often encodes positions. A Hamiltonian takes
not only positions, but also momenta as arguments. Hence, we want to look at the phase
space T �N , with cotangent coordinates denoted as pq1, . . . , qn, p1, . . . , pnq locally, or pq, pq for
short. The phase space is the space of all con�guration coordinates and the corresponding
momenta.

We now want to derive the equations governing a Hamiltonian system. Consider the canon-
ical symplectic form ω � �dα, which locally takes the form

ω �
¸
j

dqj ^ dpj

and a Hamiltonian H P C8pT �Nq with associated Hamiltonian vector �eld XH . Call the
components Qj and Pj such that

XH �
¸
j

�
Qj

B

Bqj
� Pj

B

Bpj

�
.

11



5 HAMILTONIAN MECHANICS 5.2 Phase space

We want to determine these components. We compute

dH �
¸
j

�
BH

Bqj
dqj �

BH

Bpj
dpj

�

and �nd

XH ⌟ ω �
¸
j

XH ⌟ pdqj ^ dpjq

�
¸
j

ppXH ⌟ dqjq ^ dpj � dqj ^ pXH ⌟ dpjqq

�
¸
j

�
Qjdpj � Pjdqj

�
.

The requirement XH ⌟ ω � dH gives the components Qj and Pj of XH such that

XH �
¸
j

�
BH

Bpj

B

Bqj
�
BH

Bqj

B

Bpj

�
.

Let pqptq, pptqq be an integral curve of XH . Then from the properties of vector �eld �ows, we
�nd the system of di�erential equations$'''&

'''%
dqj
dt
ptq �

BH

Bpj
dpj
dt

ptq � �
BH

Bqj

using XHpqjptqq �
BH
Bpj

and XHppjptqq � � BH
Bqj

. This system of equations is known as Hamil-

ton's equations.
Note that these equations are equivalent with Newton's second law. If we consider a point

mass m moving through N � R3, then we can denote the Hamiltonian as

Hpq, pq �
p2

2m
� V pqq,

where V is a potential, which describes the forces acting on the mass. Then

9qj �
BH

Bpj
�
pj
m

ðñ 9p � m:q,

and

9pj � �
BH

Bqj
� �

BV

Bqj
ðñ 9p � �∇V.

Hence we obtain Newton's second law

m:q � �∇V,

with on the left the net force and on the right the forces arising from the potential.

12



5 HAMILTONIAN MECHANICS 5.3 The simple pendulum

x

y

m

l

θ � 0

θ � �π
4

Figure 1: The con�guration space of the simple pendulum.

5.3 The simple pendulum

This example is adapted from Homework 13 of [3].
Here we treat the mechanical system of the simple pendulum. This is described by a mass

m hung from a �xed point by a rigid rod of length l. Our con�guration space is then S1. We
can choose our coordinate θ P p�π, πq such that θ � 0 corresponds to the equilibrium position;
see Figure 1. In this problem we only consider a downward pointing gravitational force acting
on the mass.

We begin by constructing the Hamiltonian for our system. We begin by computing the
momentum of the mass, by embedding S1 into R2 through

ι : S1
ãÑ R2

θ ÞÑ pl sin θ, lp1� cos θqq,

so θ � 0 corresponds to p0, 0q. If we consider a trajectory pxptq, yptqq on ιrS1s for now, then
the corresponding squared momentum is

p2 � m2p 9x2 � 9y2q � m2pl2 9θ2 cos2 θ � l2 9θ2 sin2 θq � m2l2 9θ2.

Note that the angular momentum of the mass is given by

ξ � pl � ml2 9θ.

Since our system exhibits rotational motion, we take ξ as the cotangent coordinate on T �S1.
This gives the kinetic energy as

K �
p2

2m
�

ξ2

2ml2
.

The gravitational potential is of the form

V � mgy � mglp1� cos θq,

13



5 HAMILTONIAN MECHANICS 5.3 The simple pendulum

with g the gravitational acceleration. Now we �nd our Hamiltonian as

Hpθ, ξq �
ξ2

2ml2
�mglp1� cos θq.

Note that Hamilton's equations can now be computed as

9θ �
ξ

ml2
and 9ξ � �mgl sin θ.

Combining these equations gives
:θ �

g

l
sin θ � 0,

which is the well-known equation of motion of the simple pendulum.
We may also study the level curves of H, which contain the trajectories of constant energy;

set H � E, then we have
ξ2

2ml2
�mglp1� cos θq � E,

which can be rewritten to

ξ2 � 2m2l3g

�
E

mgl
� 1� cos θ



.

This has solutions for both ξ ¥ 0 and ξ ¤ 0. We set α2 � 2m2l3g and β � E
mgl � 1 so

ξ2 � α2pβ � cos θq.

Note that we chose our potential such that its lowest value is 0; hence only values β ¥ �1 give
physical solutions. Three level curves are plotted in Figure 2 for di�erent values of α and β.

In the plots, we see that some level curves are connected, while others consist of two
connected components. We noted that there is a `ξ ¥ 0' and `ξ ¤ 0' component due to the
expression ξ2 � α2pβ � cos θq. So the connectedness of the level curve depends on whether it
contains a point with ξ � 0. These points have β � cos θ � 0, so H�1pEq is connected if and
only if �1 ¤ β ¤ 1. This connectedness has a very clear physical meaning; if β ¤ 1, then the
mass does not have enough energy to go over the uppermost point of the pendulum.3 In most
cases, it is pulled back down before it reaches the top, �ipping the sign of ξ. If β ¡ 1, the mass
moves so fast that its direction never changes.

Two special cases arise when β � �1; we can compute that β � �1 is the case E � 0,
and β � 1 is the case E � 2mgl (see the corresponding plot in Figure 2). In the former, our
mass never moves since it has no energy; it remains at rest in θ � 0. In the latter case, we
note that 2mgl is the potential energy at the topmost position. If the mass has this as its
total energy, then its kinetic energy must vanish at the top; hence, with this exact energy, the
particle always ends up at rest in the point θ � π.

To summarise, the simple pendulum has the following types of trajectories:

3We technically did not de�ne the coordinates θ � �π, but our discussion remains valid if we identify
S1 � R{2πZ. This does not change any of the expressions we have derived, due to the periodicity of cos and
sin.

14



5 HAMILTONIAN MECHANICS 5.3 The simple pendulum

θ

ξ

(a) α � 1.5, β � 0.8

θ

ξ

(b) α � 1.5, β � 1

θ

ξ

(c) α � 1.5, β � 1.2

Figure 2: The level curves of H, for given values of α and β. Note that the lower two graphs
should be considered as living on a cylinder where their left and right ends are joined, since
the coordinates θ � �π correspond to the same point on S1.
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5 HAMILTONIAN MECHANICS 5.3 The simple pendulum

� E � 0. The mass is always at rest in θ � 0.

� 0   E   2mgl. The mass oscillates inde�nitely around θ � 0, and never reaches θ � π.

� E � 2mgl. The mass rotates in one direction, and stops when it reaches θ � π.

� E ¡ 2mgl. The mass rotates inde�nitely in one direction.

16



6 LIE THEORY

Part II

Momentum Maps and Symplectic Reduction

6 Lie theory

This section discusses the basics of the theory of Lie groups, which are groups with a compatible
smooth structure. We need the smoothness to de�ne smooth actions, which are required for
symplectic reduction. The treatment of this topic is heavily inspired by Chapters 2 and 3 of
[7], and Chapter 8 of [9].

6.1 Basic de�nitions and properties

De�nition 6.1 (Lie group). A Lie group is a group G with a compatible manifold structure,
i.e., its group operation and inversion are smooth.

Naturally, a Lie group morphism is a smooth group homomorphism between Lie groups
and a Lie subgroup is simultaneously a subgroup and a submanifold of a Lie group. To every
Lie group we associate the tangent space at its identity element as an algebra.

De�nition 6.2. The tangent space g � T1G is called the Lie algebra of the Lie group G.

Right now, it might not be clear why the tangent space should have the structure of an
algebra, but this will be cleared up once we de�ne a multiplication on it. We will de�ne this
operation on g through a correspondence with vector �elds on G, but it is also possible to do
this more directly. We will not explore this approach, but curious readers are referred to [7]
for a more in-depth study of Lie theory.

Example 6.3. The following objects have a Lie group structure:

(1) Euclidean space pRn,�q with pointwise addition.

(2) The unit group pR�, �q of R.

(3) The general linear group GLpn,Kq (with K being R or C); all of the typical matrix groups
can be given a compatible smooth structure, and make for some of the most important
Lie groups we will discuss. The following section is dedicated to these so-called classical
groups.

(4) The unit circle S1 as a subset of C with the usual multiplication.

The reason we are interested in Lie groups is that they allow us to de�ne smooth actions
on manifolds. For instance, say we want to study a physical system in which a rigid body
undergoes a rotation. Then it would not do to just allow for rotations over a disparate collection
of angles; we need to include rotations over any angle, hence the necessity of smoothness. With
the presence of this property, we will of course exploit it to its full extent.
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6 LIE THEORY 6.1 Basic de�nitions and properties

De�nition 6.4 (Smooth action). Let G be a Lie group and N a manifold. A group action of
G on N is a smooth action if the evaluation map

G�N Ñ N

pg, pq ÞÑ g � p

is smooth.

For now, we just want to look at actions of G on itself, particularly the left action, de�ned
for g P G by the left multiplication

Lg : GÑ G, h ÞÑ gh.

This allows us to express the Lie algebra of G as the collection of left-invariant vector

�elds, that is, vector �elds X P X pGq for which

pdLgqhXh � Xgh

for all g, h P G. This can be abbreviated as

pLgq�X � X.

Proposition 6.5. The Lie algebra g � T1G of a Lie group G can be identi�ed with the vector
space X pGqG of left-invariant vector �elds through

X pGqG Ñ g

X ÞÑ X1.

Proof. A left-invariant vector �eld is uniquely determined by its value at 1, since for any g P G,

Xg � ppLgq�Xqg � pdLgq1X1.

This makes the given mapping a linear isomorphism, with the remark that it is indeed linear.

Remark 6.6. From now on, we may also identify g with X pGqG.
Lemma 6.7. All left-invariant vector �elds on a Lie group are complete.

Proof. See Theorem 9.18 of [9].

We now want to de�ne a Lie bracket on our left-invariant vector �eld. This is essentially
a map which behaves similarly to the way the commutator does on matrices. In fact, we can
de�ne such an operation for any manifold N ; any vector �eld X P X pNq de�nes a derivation
C8pNq Ñ C8pNq, f ÞÑ Xf by taking the derivative of a function along X. Note:

Xf � LXf.

On the space of derivations (de�ned in the theorem below), we can de�ne a Lie bracket

rLX ,LY s � LX � LY � LY � LX ,

and we would like to pull this back to X pNq.

18



6 LIE THEORY 6.1 Basic de�nitions and properties

Theorem 6.8. Let N be a manifold and DpNq the vector space of derivations on N , those
being the linear maps δ : C8pNq Ñ C8pNq which obey the Leibniz rule δrfgs � fδg � gδf .
Then the mapping

X pNq Ñ DpNq
X ÞÑ LX

is a linear isomorphism.

Proof. The mapping is quite clearly linear, since pλX � Y qf � λXf � Y f for λ P R and
X,Y P X pNq. We will show that the mapping is also invertible, by assigning to each derivation
a vector �eld.

Given δ P DpNq and p P N , recall that TpN is the vector space of derivations at p. We
construct a vector �eld X P X pNq such that for all p P N

Xp � δ|p,

where δ|p : C
8pNq Ñ R, f ÞÑ pδfqppq is the derivation at p de�ned by δ. Since δ is de�ned on

smooth functions, δ|p must be smooth. Hence X is well-de�ned as a smooth vector �eld on N .
Now we only need to show that δ � LX . For any f P C

8pNq, we have that

pδfqppq � δ|pf � Xpf � pXfqppq � pLXfqppq,

so indeed δ � LX , which concludes the proof.

Corollary 6.9. The Lie algebra g of a Lie group G has a Lie bracket r�, �s, which sends
left-invariant vector �elds X,Y P g to the unique vector �eld rX,Y s P g with the property that

LrX,Y s � LXLY � LY LX .

Lie algebras are in fact de�ned more generally as (real) vector spaces g endowed with a
Lie bracket r�, �s : g� gÑ g, which is de�ned as a bilinear, skew-symmetric operation which
satis�es the Jacobi identity

rX, rY,Zss � rZ, rX,Y ss � rY, rZ,Xss � 0

for all X,Y, Z P g.
Now that we more or less know what the Lie algebra of a Lie group is, we can move towards

a de�nition of the exponential map on general Lie groups. This not only reveals a justi�cation
for the terminology, but also lays down some important groundwork for the de�nition of
symplectic reduction.

De�nition 6.10. A one-parameter subgroup of a Lie group G is a Lie group morphism
ϕ : RÑ G.
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6 LIE THEORY 6.1 Basic de�nitions and properties

It may seem a bit odd to give a mapping the name of subgroup, but the reasoning for this is
that we want to view ϕ as the integral curve of some vector �eld through the identity element
of G. So while the subgroup is really just the image of ϕ, we need the extra information that
the derivative of ϕ gives to get the full picture. This gives rise to yet another identi�cation
with the Lie algebra.

Theorem 6.11. There is a one-to-one correspondence between the collection of one-parameter
subgroups of G and its Lie algebra g.

Proof. To a one-parameter subgroup ϕ of G we can uniquely assign a left-invariant vector �eld
Xϕ P g for which ϕ is an integral curve. We do need to show that this is well-de�ned, but once
that is done, we �nd that Xϕ is uniquely determined by its left-invariance through

Xϕ
g � pdLgqeX

ϕ
e � pdLgqe 9ϕp0q,

where the identity element of G is written as e to avoid confusion with 1 P R (not an identity
element!).

Let us now take a point ϕptq on ϕ for a �xed t P R. Then

Xϕ
ϕptq � pdLϕptqqe � pdϕq0p1q � drLϕptq � ϕs0p1q,

where we used the de�nition 9ϕpxq � pdϕqxp1q. Now we need to use that ϕ is a homomorphism,
so

Lϕptq � ϕ � ϕ � Lt,

where Lt : RÑ R is given by x ÞÑ x� t. So

Xϕ
ϕptq � drϕ � Lts0p1q

� pdϕqt � pdLtq0p1q

� pdϕqt � 9Ltp0q

� pdϕqtp1q

� 9ϕptq.

So indeed, there is a unique left-invariant vector �eld associated to each one-parameter sub-
group. The other way around is almost trivial, since left-invariant vector �elds are complete;
their �ows correspond to one-parameter subgroups.

De�nition 6.12 (Exponential map). Let ϕX be the unique one-parameter subgroup generated
by X P g. Then the exponential map on G is de�ned as

exp : gÑ G

X ÞÑ ϕXp1q.
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6 LIE THEORY 6.1 Basic de�nitions and properties

Now for any t P R, the integral curve of tX through e P G should be the same as that of
X, except we move through it at a di�erent rate: ϕtXpsq � ϕXptsq. So we have

exp tX � ϕXptq.

Example 6.13. On the unit group R�, let E P X pR�q be the left-invariant vector �eld with
E1 � 1 (where we identify T1R� � R). Then

Ex � pdLxq1E1 � pdLxq1p1q � 9Lxp1q � x,

so
9ϕE � ϕE .

With ϕEp0q � 1 we �nd ϕEptq � et. Any left-invariant vector �eld can be written as X � xE
for x P R so

exp tX � ϕXptq � ϕEptxq � etx.

This example illustrates one aspect of the relation between exponentials and exponential
maps; it has everything to do with the di�erential equations that de�ne them. In the following
section, we show that a similar relation holds for matrix groups.

Example 6.14. In this example we derive the form of the exponential map on the additive
Lie group R. A one-parameter subgroup of R is a smooth group homomorphism

ϕ : RÑ R.

We note that for n,m P Z with n � 0 we have ϕpm{nq � mϕp1{nq and ϕp1q � ϕpn{nq �
nϕp1{nq due to additivity. Hence

ϕpm{nq �
m

n
ϕp1q,

which de�nes ϕ on Q. Since Q is dense in R, this extends to

ϕpxq � xϕp1q

for any x P R. Hence ϕ is the multiplication by ϕp1q.
Now identify T0R � R so that the one-parameter subgroup associated to X P R is the

multiplication by X. Then
exp tX � tX.

Example 6.15. We compute the exponential map of S1. Through the embedding into C, we
identify

g � T1S
1 � t1� ix | x P Ru � iR.

The left-invariant vector �elds of S1 can be viewed as the vector �elds whose integral curve has
constant speed. So the integral curves are of the form

ϕixptq � eixt.

Thus,
exppixq � eix.
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6 LIE THEORY 6.2 Classical groups and computations

6.2 Classical groups and computations

In physics, a handful of matrix groups crops up repeatedly. These are known as the classical
groups. This term mainly refers to the following groups:

� GLpn,Kq � tA P Mpn,Kq | detA � 0u for K � R,C

� SLpn,Kq � tA P GLpn,Kq | detA � 1u

� Opnq � tA P GLpn,Rq | A�1 � AT u

� SOpnq � tA P Opnq | detA � 1u

� Upnq � tA P GLpn,Cq | A�1 � A�u, where A� � A
T
is the conjugate transpose of A

� SUpnq � tA P Upnq | detA � 1u

Here �G� stands for general, �L� for linear, �S� for special, �O� for orthogonal and �U� for
unitary. In the case that K � R, we may drop the �eld from the notation, so that for example
GLpnq � GLpn,Rq. All of the above are Lie groups, via their identi�cation with a subset of
Mpn,Kq, which is di�eomorphic withKn2

. The smoothness of the general linear groups follows
quite easily from the smoothness of the determinant function; if we take a matrix in GLpn,Kq,
slightly nudging matrix entries changes its determinant by a proportionally small amount, so
the determinant should still be nonzero. Hence smoothness is implied. The smoothness of the
other classical groups can be inferred by showing that they are submanifolds of a general linear
group.

Example 6.16 (Lie algebra of GLpn,Kq). Let the matrix entries Xij act as global coordinates
on GLpn,Kq. Then any element A of the Lie algebra glpn,Kq � TInGLpn,Kq can be written
as

A �
¸
i,j

Aij
B

BXij

�����
In

P TInGLpn,Kq.

for Aij P K. This gives an identi�cation of A with the matrix in Mpn,Kq with entries Aij. It
turns out that glpn,Kq is in fact Mpn,Kq with the commutator r�, �s. For a computation, see
the proof of Proposition 8.41 from [9, p. 193�195].

As above, the Lie algebra of a classical group is traditionally denoted in lowercase Fraktur
letters.

Example 6.17. This example uses the method of Example 8.47 of [9, p. 197].
We are going to determine the Lie algebras of Opnq and Upnq, although our approach is

applicable to a wider collection of Lie groups. Let ϕ : Mpn,Kq Ñ Mpn,Kq be a self-inverse
smooth map which leaves GLpn,Kq invariant so that we have a Lie group

G :� tA P GLpn,Kq | A�1 � ϕpAqu.
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6 LIE THEORY 6.2 Classical groups and computations

and de�ne a smooth map

Φ : GLpn,Kq Ñ GLpn,Kq

A ÞÑ AϕpAq.

We now �nd G as the level set Φ�1pInq and consequentially its Lie algebra as

g � TInG � kerpdΦqIn .

We compute the di�erential of Φ explicitly. For A P glpn,Kq, consider a path

γA : p�ε, εq Ñ GLpn,Kq

t ÞÑ In � tA

for ε su�ciently small. Then

pdΦqInpAq � pdΦqInp 9γAp0qq

�
d

dt

����
t�0

�
Φ � γAptq

�
�

d

dt

����
t�0

�
pIn � tAqϕpIn � tAq

�
�

d

dt

����
t�0

�
pIn � tAqpIn � tϕpAqq

�
� A� ϕpAq.

So this gives
g � tA P glpn,Kq | A � �ϕpAqu,

and it follows that opnq and upnq are the algebras of skew-symmetric and skew-Hermitian
matrices, respectively.

In the example above, we computed Lie algebras via the identi�cation with the tangent
space at the identity. In the next example, we use the identi�cation with the collection of
one-parameter subgroups. To this end, we �rst prove the following proposition regarding ex-
ponential maps on matrix groups.

Proposition 6.18. Consider a Lie subgroup G � GLpn,Kq with Lie algebra g � glpn,Kq, and
let X P g be a left-invariant vector �eld. Then its exponential map takes the form exp tX � etX .

Proof. Let LA be the left multiplication on G by A P G, and consider a path γBptq � In � tB
for B P g as in the previous example. Then

pdLAqInpBq �
d

dt

����
t�0

�
LA � γBptq

�
�

d

dt

����
t�0

�
ApIn � tBq

�
� AB.
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6 LIE THEORY 6.2 Classical groups and computations

Now let E P g be the left-invariant vector �eld with EIn � In so that

EA � pdLAqInEIn � A.

It follows that the one-parameter subgroup generated by E will have to satisfy 9ϕE � EϕE
� ϕE ,

so
ϕEptq � etIn .

Now the vector �eld generated by X P TInG takes the form (with a slight abuse of notation)

XA � pdLAqInX � AX,

so X generates the vector �eld EX. Therefore, its exponential map becomes

exp tEX � ϕEXptq � etX .

Example 6.19. Let G � GLpn,Kq be a Lie subgroup. We will compute the Lie algebra sg of

SG :� tA P G | detA � 1u.

From Proposition 6.18, it follows that all one-parameter subgroups of SG take the form t ÞÑ etX

for X P sg. The determinant of any element in SG must be 1, so using the identity

det eA � eTrA

we �nd that the condition that det etX � 1 for all t P R is equivalent to

TrX � 0.

Hence all matrices in g with vanishing trace are contained in sg. The other way around, if
X P g has TrX � 0, then exp tX P SG. Theorem 2.29 of [7, p. 17] has the consequence that
the restriction of exp to some neighbourhood of 0 P glpn,Kq is a di�eomorphism. So for t
su�ciently small, we can invert exp tX to obtain tX as an element of sg. Subsequently, all of
its scalar multiples remain in the Lie algebra, so we may conclude that X P sg. In summary,

sg � tX P g | TrX � 0u.

With that, we can write down the Lie algebras of all the classical groups mentioned:

� glpn,Kq � Mpn,Kq

� slpn,Kq � tA P glpn,Kq | TrA � 0u

� opnq � tA P glpnq | AT � �Au

� sopnq � tA P opnq | TrA � 0u

� upnq � tA P glpn,Cq | A� � �Au

� supnq � tA P upnq | TrA � 0u

Along with Rn, these tend to be the only Lie algebras we come across in our studies, so it is
helpful to get familiar with them.
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6 LIE THEORY 6.3 Adjoint and coadjoint representations

6.3 Adjoint and coadjoint representations

Let G be a Lie group with Lie algebra g. Note that G acts on itself smoothly by conjugation:

ψg : GÑ G

h ÞÑ ghg�1.

The evaluation pg, hq ÞÑ ghg�1 is indeed quite clearly smooth since the group operation and
inversion of G are smooth. This conjugation then gives rise to a representation

Ad : GÑ GLpgq

g ÞÑ Adg :� pdψgqe

known as the adjoint representation of G on g, where we identify g with TeG. This repre-
sentation will be used to generate vector �elds. There is also a similar notion of a coadjoint
representation of G on g� denoted by Ad� : GÑ GLpg�q. This is de�ned using the natural
pairing

x�, �y : g� � gÑ R
pξ,Xq ÞÑ ξpXq.

Then Ad�g for g P G is de�ned uniquely by the relation

xAd�gξ,Xy � xξ,Adg�1Xy.

The vector �eld on g generated by X P g for the adjoint representation is de�ned
at Y P g by

d

dt

����
t�0

Adexp tXY.

On matrix groups G � GLpn,Kq we would �nd

d

dt

����
t�0

Adexp tXY �
d

dt

����
t�0

exp tX � Y � exp�tX

� X exp tX � Y � exp�tX � exp tX � Y � exp�tX � �X|t�0

� XY � Y X

� rX,Y s.

It turns out that the same relation holds on any Lie group (although the justi�cation is a
bit more complicated). Completely analogous to the vector �eld generated for the adjoint
representation, any X P g generates a vector �eld for the coadjoint representation
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denoted by X#. For ξ P g� and Y P g we compute (using the bilinearity of x�, �y)

xX#
ξ , Y y �

d

dt

����
t�0

xAd�exp tXξ, Y y

�
d

dt

����
t�0

xξ,Adexp�tXY y

� xξ,�rX,Y sy

� xξ, rY,Xsy.

The adjoint and coadjoint actions are a rather technical aspect of the theory, but still tie
back into physics. The orbits of the coadjoint action can be endowed with a natural symplectic
structure, and have a deep connection with quantum physics. This goes far beyond the scope
of this thesis, but the reader is referred to [2] for a discussion of the topic.

7 Reduction

7.1 Actions and momentum maps

Let pM,ωq be a symplectic manifold and ψ : R Ñ DiffpMq a smooth action. We can view ψ

as the �ow of a unique complete vector �eld X � d
dt

���
t�0

ψt on M . In fact, this describes a

one-to-one correspondence between complete vector �elds on M and smooth R-actions on M .
Now what if we consider the �ow of a symplectic vector �eld as an action of R on M?

Recall, a symplectic vector �eld X P X pMq preserves ω, so its �ow must do the same. It then
follows that R acts by symplectomorphism on M ; for every t P R we have pexp tXq�ω � ω.
The notion of symplectic actions in fact generalises to the actions of arbitrary Lie groups:

De�nition 7.1 (Symplectic action). Let pM,ωq be a symplectic manifold and G a Lie group.
A symplectic action of G on M is a smooth action ψ : GÑ DiffpMq such that ψ�gω � ω or
all g P G.4

So now we have a one-to-one correspondence between symplectic actions of R on M and
symplectic vector �elds on M . So naturally the question arises, is there a similar notion of
Hamiltonian actions? For R-actions, the answer is completely analogous to the preceding
situations, where an action ψ is Hamiltonian if it is the �ow of a Hamiltonian vector �eld.
However, when we try to generalise this to an arbitrary Lie group, we run into trouble; this
de�nition of a Hamiltonian action is entirely dependent on the vector �eld it generates, a
luxury unavailable for more complicated Lie groups.

To de�ne Hamiltonian actions, we associate a so-called momentum map to a symplectic
action, which will have associated to it Hamiltonians whose Hamiltonian vector �elds are
constructed using the action.

4Equivalently, we may de�ne a symplectic action as a smooth action whose image is contained in
SymplpM,ωq, the group of symplectomorphisms of pM,ωq.

26



7 REDUCTION 7.1 Actions and momentum maps

De�nition 7.2 (Hamiltonian action). Let pM,ωq be a symplectic manifold, G a Lie group
with Lie algebra g and

ψ : GÑ SymplpM,ωq

a symplectic action. We call ψ a Hamiltonian action if there exists an associated momen-

tum map, that is, a mapping
µ :M Ñ g�

satisfying

(1) For X P g, de�ne

� µX :M Ñ R, p ÞÑ xµppq, Xy

� X# P X pMq given by X#
p :� d

dt

���
t�0

ψexp tXppq

Then dµX � X#
⌟ ω

(2) µ is equivariant5 with respect to ψ and Ad�:6

µ � ψg � Ad�g � µ

for all g P G.

If the above holds, then we call pM,ω,G, µq a Hamiltonian G-space.

In this de�nition, we call µX the X-component of µ. Before we proceed with more
complicated examples of Hamiltonian actions, it is instructive to study the de�nition in the
case of R-actions.

Example 7.3. In this example we show that Hamiltonian actions of R behave appropriately
with respect to Hamiltonian vector �elds. Let

ψ : RÑ SymplpM,ωq

be a symplectic action which generates a Hamiltonian vector �eld

Xp �
d

dt

����
t�0

ψtppq.

Let µ :M Ñ R be a Hamiltonian of this vector �eld, and identify R with its Lie coalgebra. We
show that this makes µ a momentum map for ψ.

5A function f : X Ñ Y between G-spaces is said to be equivariant with respect to the G-actions if
fpg � xq � g � fpxq for all g P G and x P X.

6If G is abelian, then Ad and Ad� become trivial. Hence the equivariance condition simpli�es to invariance:
µ � ψg � µ.

27



7 REDUCTION 7.1 Actions and momentum maps

For v P R, we �nd that µvppq � xµppq, vy � vµppq, so

dµv � vdµ � vX ⌟ ω.

So we need v# � vX. This checks out:

v#p �
d

dt

����
t�0

ψexp tvppq

�
d

dt

����
t�0

ψtvppq

� v
d

ds

����
s�0

ψsppq

� vXp.

Here we used the result that exp tv � tv from Example 6.14 and changed variables from t to
s � tv. So indeed

dµv � v# ⌟ ω.

As for the equivariance condition, since R is abelian, the coadjoint action becomes trivial
so we require µ to be invariant:

µ � ψt � µ

for all t P R. Recall that a Hamiltonian is constant along its Hamiltonian vector �eld:

LXµ � X ⌟ dµ� drX ⌟ µs � 0.

But we can also write this Lie derivative as

LXµ �
d

dt

����
t�0

µ � ψt,

since ψt is the �ow along X. This derivative is zero, so µ � ψt is equal for all t, in particular
for t � 0:

µ � ψt � µ � ψ0 � µ.

Therefore, our de�nition of a Hamiltonian action is indeed a generalisation of a more natural
concept of Hamiltonian R-actions.

The following example gives a momentum map for a translation action on T �R3. This can
be thought of as a symmetry arising from, for instance, a constant electric �eld pointing along
the z-axis in R3.

Example 7.4. Consider the cotangent bundle T �R3 with standard cotangent coordinates
px, ξq � px1, x2, x3, ξ1, ξ2, ξ3q and de�ne an action of R2 by

a � px, ξq :� px� a, ξq for a P R2 � R3.
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7 REDUCTION 7.1 Actions and momentum maps

Here we identify R2 with the px1, x2q-plane in R3. Let us construct a momentum map for the
action.

Since the exponential map on R2 is the identity map (cf. Example 6.14), so X � pX1, X2q P
T0R2 � R2 generates a vector �eld

X#
px,ξq �

d

dt

����
t�0

tX � px, ξq �
d

dt

����
t�0

px� tX, ξq � X1
B

Bx1

����
px,ξq

�X2
B

Bx2

����
px,ξq

.

This gives a contraction with the canonical symplectic form

X#
⌟ ω � X1dξ1 �X2dξ2,

so we can validly de�ne a momentum map by

µXpx, ξq � X1ξ1 �X2ξ2 � X � ξ

(where X is embedded into R3 as pX1, X2, 0q). This is clearly invariant under the R2-action,
and so satis�es the equivariance condition.

In the example above, we found a momentum map on a cotangent bundle de�ned by X-
components of the form X#

⌟α, where α is the tautological 1-form. We can actually always lift
smooth actions on a manifold to Hamiltonian actions on the cotangent bundle, as shown by
the lemma below. This result is exceedingly useful in classical mechanics; once we formulate
the procedure of symplectic reduction, this can be used to reduce a phase space by symmetries
of the con�guration space.

Lemma 7.5 (Cotangent lift of smooth action). Let N be a manifold with a smooth action of
G. Then the G-action can be lifted to a Hamiltonian G-action on T �N given by

g � px, ξq � pg � x, ppdgq�1
x q�ξq

for px, ξq P T �N and g P G, with momentum map

µ : T �N Ñ g�

p ÞÑ pX ÞÑ µXppqq,

where µX � X#
⌟ α for the tautological 1-form α on T �N .

Before we prove this lemma, let us dissect the expression of g � ξ. For a start, g P G can be
seen as a di�eomorphism

g : N Ñ N

with di�erential
pdgqx : TxN Ñ TgxN

at x P N . Since ξ P T �
xN is a function on TxN , we obtain

ξ � ppdgqxq
�1 P T �

gxN

as desired.
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7 REDUCTION 7.1 Actions and momentum maps

Proof of Lemma 7.5. First note that, using Cartan's magic formula, for any X P g we �nd

dµX � LX#α�X#
⌟ dα � LX#α�X#

⌟ ω,

where ω � �dα is the canonical symplectic form on T �N . So we need LX#α to be 0. It will
su�ce to show that α is G-invariant, since X# is generated by the action of G. In order to do
so, note that the projection π : T �N Ñ N is G-equivariant:

pg�1 � π � gqppq � pg�1 � πqpg � pq � g�1 � pgxq � x � πppq,

where p � px, ξq P T �N . Note that in this computation, g is in turn viewed as a di�eomorphism
of N and one of T �N . Now we use the fact that αp � ξ � pdπqp to compute

pg�αqp � αg�p � pdgqp

� pg � ξq � pdπqg�p � pdgqp

� ppdgq�1
x q�ξ � pdπqg�p � pdgqp

� ξ � pdgq�1
x � pdπqg�p � pdgqp

� ξ � drg�1 � π � gsp

� ξ � pdπqp

� αp,

so
g�α � α.

Hence, LX#α � 0 and
dµX � X#

⌟ ω.

Now we need to show that µ satis�es the equivariance property of momentum maps. This
is a bit more involved, but it more or less comes down to combining three pieces of information.
The �rst one is a direct consequence of the G-equivariance of π:

pdπqg�p � pdgqp � pdgqx � pdπqp. (�)

The second result we need is an alternative way to write the X-component of µ:

xµppq, Xy � αppX
#
p q � xαp, X

#
p y. (��)

The �nal piece is a bit more complicated:

pAdgXq
#
p �

d

dt

����
t�0

expptAdgXq � p

�
d

dt

����
t�0

pg � exp tX � g�1q � p

�
d

dt

����
t�0

g � pexp tX � pg�1 � pqq

� pdgqg�1�ppX
#
g�1�p

q. (� � �)
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7 REDUCTION 7.2 The momentum map for an N-particle system

This all culminates in the following computation:

xµpg � pq, Xy � xpg � ξq � pdπqg�p, X
#
g�py by p��q

� xg � ξ, pdπqg�ppX
#
g�pqy

� xξ � pdgq�1
x , pdπqg�ppX

#
g�pqy

� xξ, pdgq�1
x � pdπqg�ppX

#
g�pqy

� xξ, pdπqp � pdgq
�1
p pX#

g�pqy by p�q

� xξ, pdπqpppAdg�1Xq#p qy by p� � �q

� xξ � pdπqp, pAdg�1Xq#p y

� xαp, pAdg�1Xq#p y

� xµppq,Adg�1Xy by p��q

� xAd�gµppq, Xy.

So it follows that
µ � g � Ad�g � µ,

which concludes the proof.

7.2 The momentum map for an N-particle system

This section treats Example 1.15 of [5].
In this section we construct a Hamiltonian structure on the phase space pT �R3qN of an

N -particle system in three dimensions. This will reveal a relation between the momentum map
and the physical notion of momentum. The action we will be looking at is one from the group
G � R3�Op3q with Lie algebra g � R3� op3q. On R3, this group acts as the translations and
rotations. Multiplication in G is de�ned by

pv,Aq � pw,Bq � pv �Aw,ABq

and it acts on R3 by
pv,Aq � x � Ax� v.

We lift this action to T �R3 (with the canonical symplectic form ω0) through Lemma 7.5. Call
the momentum map de�ned in the lemma ν : T �R3 Ñ g�.

Now let q � pq1, q2, q3q be the standard coordinates on R3, and denote the corresponding
cotangent coordinates as pq, pq. Note that op3q can be identi�ed with R3 equipped with the
cross product through the mapping�

�� 0 �z y
z 0 �x
�y x 0

�
�
 ÞÑ

�
��xy
z

�
�
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7 REDUCTION 7.3 The Marsden-Weinstein and Noether Theorems

and hence we can identify
g � R3 � R3 � g�.

So taking X � pX1, X2q P g we �nd

Xq � X1 �X2 � q

and so

νXpq, pq � pX#
⌟ αqpq, pq

� p �Xq

� p � pX1 �X2 � qq

� p �X1 � pq � pq �X2

� pp, q � pq �X.

Now it follows that the momentum map can be expressed as

νpq, pq � pp, q � pq.

This already reveals some of the implied physics of the momentum map, but we �rst want to
extend this to an N -particle system. This is just a matter of taking the Cartesian product of N
copies of T �R3. Write the coordinates of the jth copy as pqj , pjq and let πj : pT

�R3qN Ñ T �R3

be the projection onto this component. Writing the canonical symplectic form on T �R3 as ω0,
we can de�ne the symplectic form on pT �R3qN as

ω �
¸
j

π�j ω0.

If we have G act diagonally on pT �R3qN , the coresponding momentum map becomes

µ �
¸
j

ν � πj ,

which, explicitly, becomes
µpq, pq �

¸
j

ppj , qj � pjq.

Now we see that the �linear� component of µ is the total linear momentum while its �angular�
component is the total angular momentum of the system. Hence the momentum map becomes
a sort of generalisation of linear and angular momentum related to the action of G.

7.3 The Marsden-Weinstein and Noether Theorems

So far, we have discussed the actions with which we can apply symplectic reduction, but we
have not yet touched upon the actual reduction. That loose end is tied up in this section,
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7 REDUCTION 7.3 The Marsden-Weinstein and Noether Theorems

where we formulate two major theorems of symplectic reduction. The �rst one, the Marsden-
Weinstein Theorem, guarantees that we have a well-de�ned quotient manifold. The second
theorem is Noether's Theorem, a famous result widely quoted in physics. Here we give a
symplectic-geometric formulation of the theorem.

Before we state the �rst theorem, we need the following de�nition.

De�nition 7.6. Let π : E Ñ B be a smooth �bre bundle and G a Lie group. We call E with
the bundle projection a principal G-bundle if the following conditions are met:7

(1) G preserves the �bres of π

(2) G acts freely, transitively and faithfully on the �bres

Note that with this de�nition, we can identify B with the orbit space E{G. One might
think that any manifold equipped with a smooth action can be turned into a principal bundle,
but this is not necessarily true. Just take a look at the following example, where the quotient
of a manifold over a smooth action is not even Hausdor�.

Example 7.7. This example is due to r9, p. 542s. We consider a smooth R-action on the torus
T2, de�ned by

x � pz1, z2q � pe2πixz1, e
2πixαz2q,

where we take α P R to be irrational. Now consider the point p1, 1q P T2, and let n,m P Z.
Then

pn�m{αq � p1, 1q � pe2πipn�m{αq, e2πipnα�mqq � pe2πi
m
α , e2πinαq.

Since the orbits of irrational rotations form dense subsets of S1, the orbit of p1, 1q must be
dense in T2. So any open neighbourhood U of p1, 1q corresponds to a subset Ũ � T2{R which
is the quotient of a dense subset in T2. Since closed subsets of T2{R are quotients of closed
subsets of T2, it follows that Ũ inherits the denseness of U . In other words, it must overlap
with any open subset of T2{R, so this quotient cannot be Hausdor�.

So we need some additional restrictions on ourG-space before we can say that its quotient is
a manifold. A su�cient condition on the action is called properness, which roughly means that
it behaves like an action of a compact Lie group. In our statement of the Marsden-Weinstein
Theorem, we will set the stronger condition that G is compact, but the reader is encouraged
to consult Chapter 21 of [9] for a discussion of proper actions.

Let us now state the �rst theorem. The formulation is taken from [3].

Theorem 7.8 (Marsden-Weinstein). Let pM,ω,G, µq be a Hamiltonian G-space, where G is
compact8 and acts freely on µ�1p0q. Then

(1) The orbit space Mred � µ�1p0q{G is a smooth manifold

7Equivalently, we may require that the �bres of the bundle are G, with the G-action on E lifted from the
left multiplication on the �bres.

8As mentioned before, the theorem also holds if G acts properly and is not necessarily compact.
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7 REDUCTION 7.3 The Marsden-Weinstein and Noether Theorems

(2) π : µ�1p0q ÑMred is a principal G-bundle

(3) There is a symplectic form ωred on Mred such that ι�ω � π�ωred, where ι : µ
�1p0q ãÑM

is the inclusion

Here, we may also write M{{G instead of Mred. This quotient is known as the reduced
space or Marsden-Weinstein quotient. A proof of the theorem is beyond the scope of our
discussion but can be found in Chapter 23 of [3] and Section 4.3 of [1].

One might think that the compactness condition is quite a heavy restriction here; after all,
in the previous section we looked at an action of R3 �Op3q, which is decidedly not compact.
However, cases like this can often be engineered to �t the framework of symplectic reduction
anyways. In this particular example, the quotient R3N{R3 is just R3N�3 (think of the reduction
as centering the coordinate system on the �rst particle), which is still a manifold and behaves
as we want with respect to the Marsden-Weinstein Theorem. It will be a recurring theme that
we can slightly relax the condition of the theorem to �t our needs.

In addition to the Marsden-Weinstein Theorem, we need an additional result which brings
a Hamiltonian system on M down to M{{G. This result is Noether's Theorem:

Theorem 7.9 (Noether). Let pM,ω,G, µq be a Hamiltonian G-space and H P C8pMq a
smooth map with Hamiltonian vector �eld XH . Then

H is G-invariant ðñ µ is constant on integral curves of XH .

Proof. Let X P g be a vector �eld, then we can compute

LXH
µX � XH ⌟ dµ

X

� XH ⌟ pX
#
⌟ ωq

� �X#
⌟ pXH ⌟ ωq

� �X#
⌟ dH

� �LX#H.

Now note that

H is G-invariant ðñ @X P g : LX#H � 0

ðñ @X P g : LXH
µX � 0

ðñ µ is constant on integral curves of XH .

This proves the theorem.

This theorem provides an easy way to verify the G-invariance of a Hamiltonian. If a Hamil-
tonian is G-invariant, then it descends down to the symplectic quotient M{{G as a reduced
Hamiltonian, as shown by the following proposition.
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7 REDUCTION 7.4 An example of reduction

Proposition 7.10. Let pM,ω,G, µq be a Hamiltonian G-space satisfying the conditions of the
Marsden-Weinstein Theorem. Suppose H P C8pMq is G-invariant. Then there is a unique
reduced Hamiltonian Hred P C

8pMredq such that

π�Hred � ι�H.

Proof. The mapping ι�H is simply the restriction H|µ�1p0q : µ�1p0q Ñ R. Since H is G-
invariant, the existence and unicity of Hred are ensured by a universal property of quotients:

µ�1p0q R

µ�1p0q{G

ι�H

π D!Hred

7.4 An example of reduction

Consider the punctured complex space M � Cnzt0u, a 2n-dimensional manifold. It has a
symplectic form

ω �
ņ

j�1

rjdrj ^ dθj ,

expressed in polar coordinates. Consider the S1-action on M by

t � pz1, . . . , znq � pt � z1, . . . , t � znq,

where we take S1 as the unit circle in C. We claim that this action is Hamiltonian with
momentum map

µ :M Ñ R

z ÞÑ �
1

2
p∥z∥2 � 1q.

To verify this claim, note that the vector �eld induced by X P R is given by

X# � X
¸
j

B

Bθj
,

and

X#
⌟ ω � �X

¸
j

rjdrj � d

�
��1

2
X
¸
j

r2j

�
� � dµX .

Furthermore, we �nd that µ is quite clearly S1-invariant. Hence it follows that µ is indeed a
momentum map for the action.
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7 REDUCTION 7.5 Singular reduction

Now we have µ�1p0q � S2n�1. Since S1 acts freely, we can perform Marsden-Weinstein
reduction. Note that our action resembles scalar multiplication by C� in the following manner:

S2n�1{S1 � pCnzt0uq{C�.

It follows that the symplectic quotient is a projective space:

M{{S1 � CPn�1.

Incidentally, this also shows that complex projective space has a symplectic structure.

7.5 Singular reduction

In physical applications, Marsden-Weinstein reduction often does not su�ce due to the require-
ment that the action be free. We need to also allow almost-free group actions with isolated
�xed points. This extension of Marsden-Weinstein reduction is known as singular reduction.
Let us consider an example of how this works in practice. We treat the problem of the two-
dimensional harmonic oscillator. This is the physical system consisting of a single particle in
R2 in the potential

V pxq �
1

2
k∥x∥2 ,

with a non-negative constant k. We begin by reducing the phase space by a rotational sym-
metry.

We consider the standard action of SOp2q on R2, and lift it to T �R2 via Lemma 7.5. We
denote the usual cotangent coordinates as px1, x2, ξ1, ξ2q. If we identify T

�R2 � R2 � R2, our
action is the same on both factors R2 of this product. Though SOp2q � S1 is compact, the
requirement of the Marsden-Weinstein Theorem that the action be free, is violated; the point
x0 � p0, 0q P R2�R2 is �xed under the action. However, SOp2q does act freely on T �R2ztx0u,
so we can reduce this submanifold and deal with the singularity in x0 later.

Let us �rst �nd the level set µ�1p0q of the momentum map. Note that the components
µX � X#

⌟ α for X P sop2q take the form

µXpx, ξq � xξ, X̃xy,

where

X̃x :�
d

dt

����
t�0

exp tX � x.

Then
µ�1p0q � tpx, ξq P T �R2 | @X P sop2q : xξ, X̃xy � 0u.

Note that X̃x depends linearly on X, and so describes a linear subspace of TxR2. Hence ξ must
be on the (notably one-dimensional) orthogonal complement9 of this subspace. This is quite
a familiar structure; it is (almost) the structure of a vector bundle. Only at x � p0, 0q P R2 do

9Here we identify TR2 � T�R2.
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7 REDUCTION 7.5 Singular reduction

we �nd that ξ can take any value. Still, if we remove 0 P T �
p0,0qR

2 from the cotangent �bre, it

reduces down to Rzt0u under the SOp2q-action. In short, we �nd

pµ�1p0qztx0uq{SOp2q � T �Rztx0u,

if we identify x0 with the origin of T �R.
Now let us see what happens if we introduce x0 back into the cotangent bundle. The

problem of reducing R2 by rotations has been studied before in [10], where the authors show
that the quotient is not a manifold, but something more general: an orbifold. Orbifolds are
de�ned very similarly to manifolds, but instead of being modeled after Rn, they are modeled
after group quotients of Rn. We repeat the essence of the approach given in this paper.

We choose a particularly convenient subset of µ�1p0q, given by

Λ � tpx, 0, ξ, 0q P T �R2u � T �R.

We remark two things; �rstly, the SOp2q-orbit of Λ is all of µ�1p0q. Secondly, by having Z2

act on Λ by px, ξq ÞÑ p�x,�ξq, we can e�ectively view Z2 as a subgroup of SOp2q. As a
consequence of these two facts, we can say

T �R2{{SOp2q � Λ{Z2 � T �R{Z2.

So our symplectic quotient can be viewed as the cotangent bundle T �p0,8q with half of
the cotangent space T �

0 R glued on. We have neglected some minor details here, such as the
smoothness of this identi�cation (and what that means exactly). For a rigorous discussion of
these peculiarities, see the paper [10].

Now let us de�ne a Hamiltonian on T �R2. It will take the form

Hpx1, x2, ξ1, ξ2q �
1

2m
pξ21 � ξ22q �

1

2
kpx21 � x22q.

This Hamiltonian is clearly invariant under the SOp2q-action, and descends to the symplectic
quotient. To �nd an expression of the reduced Hamiltonian, de�ne a projection

π : µ�1p0q Ñ T �R{Z2

px1, x2, ξ1, ξ2q ÞÑ

��b
x21 � x22, sgnpξ1q

b
ξ21 � ξ22


�
,

where we set sgnp0q :� 1 and the square brackets represent the equivalence class of the object
inside. Write the induced coordinates on T �R{Z2 as px, ξq (cf. the de�nition of Λ), then it
follows that

Hredpx, ξq �
ξ2

2m
�

1

2
kx2,

which is the Hamiltonian of the one-dimensional harmonic oscillator.
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8 SYMMETRY BREAKING

Part III

Applications

8 Symmetry breaking

Symmetry breaking is a phenomenon in modern physics where a system exhibiting a particular
symmetry, collapses to a system with a lesser degree of symmetry. This takes many di�erent
forms, both simple and more advanced. A basic example is the introduction of a uniform force
�eld to the system of a free particle in a spherically symmetric potential. Before the uniform
�eld is introduced, the Hamiltonian takes the form

Hpq, pq �
p2

2m
� V pqq,

with p being the momentum of the particle, r its distance from the origin, and V the spher-
ical potential. This Hamiltonian has an SOp3q-symmetry, but note what happens when we
introduce the additional potential; we can write the modi�ed Hamiltonian as

H 1pq, pq �
p2

2m
� V pqq � xq, dy,

where d P R3 is a constant vector pointing along the uniform force �eld. H 1 is now no longer
SOp3q-symmetric, but instead is only invariant under a subgroup of symmetries. Speci�cally,
H 1 has an SOp2q-symmetry given by the rotations around d. This is known as explicit symmetry
breaking.

There are a few other forms of symmetry breaking, but it always comes down to some
Lie group �breaking down� to a subgroup because the system transitions to a less symmetric
state. This is a subject rooted deeply in quantum �eld theory, so we will not delve further into
the physics.10 Instead, we spend the remainder of this section applying symplectic reduction
to two Lie groups of particular relevance to �eld theory. This reduction is carried out in an
attempt to reduce Lie groups to particular subgroups.

8.1 Reduction of SU(2)

Here we base our problem on the symmetry breaking from SUp2q to Up1q. Ideally, we want to
symplectically reduce T �SUp2q to T �Up1q. Unfortunately, we have not found a way to perform
this reduction exactly. However, we present a calculation that almost gives the desired result.

To begin, we note that SUp2q is di�eomorphic to S3. It can be checked (by computing
inverses and determinants) that

SUp2q �

$&
%
�
z �w
w z

�������z, w P C, |z|2 �|w|2 � 1

,.
- .

10The reader is referred to Chapter 44 of [8] for an introductory overview of symmetry breaking.
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8 SYMMETRY BREAKING 8.1 Reduction of SU(2)

This is clearly di�eomorphic to the unit sphere in C2, which is S3.
Now consider S3 as the unit sphere in R4. Through the embedding

SOp3q ãÑ SOp4q

A ÞÑ

�
A 0
0 1

�
,

we can de�ne an action of SOp3q on S3 descended from the natural SOp4q-action. This action
consists of the rotations of S3 that keep the last coordinate invariant.

We now lift this action to T �S3. Since S3 is di�eomorphic to a Lie group, it is parallelisable:
T �S3 � S3 � R3. Given cotangent coordinates px, ξq, the action lifts to the diagonal action

A � px, ξq � pA � x,A � ξq.

Here SOp3q acts on R3 by the usual matrix multiplication. The lift comes with a momentum
map µ with components

µXpx, ξq � xξ, X̃xy

for X P sop3q, where we de�ne

X̃x :�
d

dt

����
t�0

exp tX � x.

We found earlier that sop3q � op3q is isomorphic to R3 with the cross product. For x P S3 � R4

we introduce the notation x � px1, x2q with x1 P R3 and x2 P R representing the components
of x. Now we can write

µXpx, ξq � xξ,X � x1y � xX,x1 � ξy

since SOp3q only acts on the �rst three components of x, and sop3q acts on R3 by the cross
product. Now it follows that

µ�1p0q � tpx, ξq P S3 | x1 � ξ � 0u.

At the poles, N � p0, 0, 0, 1q and S � p0, 0, 0,�1q, we �nd pN, 0q and pS, 0q as �xed points of
the action, while it is free everywhere else. Hence we may reduce

Z � µ�1p0qztpN, 0q, pS, 0qu

to the Marsden-Weinstein quotient

Z{SOp3q � T �r�1, 1sztp�1, 0qu.

Now set
Λ � tpp0, 0, a, bq, p0, 0, ξqq P µ�1p0q | a, b, ξ P Ru � T �S1
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8 SYMMETRY BREAKING 8.2 Reduction of SO(3)

and have Z2 act on it by
pa, b, ξq ÞÑ p�a, b,�ξq.

Λ contains at least one element of each orbit of the SOp3q-action on µ�1p0q, and Z2 acts on it
as a subgroup of SOp3q (generated by a 1800-rotation). Hence, we �nd

T �S3{{SOp3q � Λ{Z2 � T �S1{Z2.

This can be viewed as the manifold T �r�1, 1s with the outer two cotangent �bres replaced by
half-spaces.

Evidently, we did not manage to reduce T �SUp2q to T �Up1q; the resulting orbifold di�ers
from it in the boundaries. Furthermore, it is not the cotangent space of a Lie group and
therefore cannot be viewed as a collection of symmetries.

8.2 Reduction of SO(3)

Though our method fails for SUp2q, it can be applied to SOp3q for a more satisfactory result. In
this case, the question is based on the symmetry breaking from SOp3q to SOp2q. In Exercises
2.11 through 2.14 of [7] it is shown that there is a Lie group morphism SUp2q Ñ SOp3q which
is also a 2-sheeted covering. Notably, SOp3q is di�eomorphic to RP3 and that this covering
corresponds to the usual quotient map S3 Ñ RP3.

We remark that the action de�ned in the previous section descends to RP3. Denote the
antipodal equivalence on S3 by �. Then for x, y P S3 we have

x � y ðñ ∥x� y∥ � 2.

Since SOp3q acts on S3 by isometry, it must respect �. Hence the action descends to S3{��
RP3. It can be shown that the momentum map µ : T �S3 Ñ sop3q� also descends to a unique
momentum map µ̃ : T �RP3 Ñ sop3q� of the induced action (this is true more generally in the
presence of a quotient mapping which is equivariant with respect to the group action).

Denote the induced projection of cotangent bundles as π : T �S3 Ñ T �RP3 so that

µ � µ̃ � π.

Then the zero level of µ̃ is
µ̃�1p0q � πrµ�1p0qs

and it is spanned by the orbits of the elements of

Λ̃ � tpr0 : 0 : a : bs, p0, 0, ξqq P µ̃�1p0qu � T �RP1.

Z2 acts on Λ̃ by pra : bs, ξq ÞÑ pr�a : bs,�ξq, and by the same arguments as before we �nd

T �RP3{{SOp3q � Λ̃{Z2.

At a glance this seems to be the same quotient we reduced T �SUp2q to, but there is a subtle
di�erence; it is a quotient over antipodal equivalence, so it can be viewed as T �RP1 with the
�bre at one point replaced by a half-space. In any case, the base space is in fact RP1 � S1 �
SOp2q.
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9 Closing Remarks

In this report, we have gone to considerable depths in the mathematical discussion of Hamil-
tonian mechanics. We began by constructing a mathematical formulation of the Hamilton
formalism, including a few illustrative examples along the way. We then discussed Lie theory
in order to set up the technique of symplectic reduction. We only applied the totality of the
contents to two problems, but the potential of this theory ranges far wider than we have been
able to discuss within the constraints of this work.

We stumbled upon one avenue for further development of the theory in Example 5.5, where
we found that our formulation of Hamiltonian mechanics fails in cases where special relativity
is needed. One could take a look at relativistic extensions of Hamiltonian mechanics like the
one described in Chapter 7 of [4], and work out a symplectic-geometric formulation of the
theory accordingly. To go even further, one could also write down a symplectic theory of gen-
eral relativity by working on Riemannian manifolds. Similarly, one could pursue a symplectic
description of (relativistic) quantum mechanics.

Another type of problem which we cannot tackle yet but that came up during the research,
were �continuous� physical systems. That is to say, systems which contain a continuum of
moving parts, like a string or a surface. It turns out that these systems can perhaps still be
treated with symplectic geometry, but require in�nite-dimensional symplectic manifolds. One
such problem caught our interest during this research, which is discussed in Appendix A. This
is not a rigorous discussion, but lays out a possible strategy for tackling the problem using
this extended theory.

Finally, perhaps the most obvious point of improvement is that of singular reduction. In
the last few sections, we noted that this is often necessary in practical applications, though
we have not worked out the details.

To conclude, what we have discussed here is only a glimpse of what symplectic geometry
is capable of with regards to physics. There is still much more to be seen, like mathematical
formulations of modern physics and extensions to a wider range of problems. In any case, it
forms a fruitful and challenging pursuit to rigorously describe the mathematical fundaments
on which modern physics is built.
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Part IV

Appendix

A Elastic surface deformations

One problem we came across during this research involves an elastic surface. The problem is
as follows: consider a �xed circular rim laid down horizontally. From the rim an elastic surface
is hung. Under a uniform downward pointing gravitational �eld, what shape will the surface
take on?

This problem has been solved for �exible but inelastic surfaces (see [6, p. 177]), but there
does not seem to be a general solution for elastic surfaces. Since the problem has a rotational
symmetry, it might be possible to tackle the problem using symplectic geometry. Since we have
not covered the mathematics required to solve this problem rigorously, this section serves as
nothing more than a roadmap for a possible solution. To that end, the problem is de�ned and
a possible strategy for solving it is proposed. To begin, we need a de�nition of deformations
of an object in R3, given as follows.

De�nition A.1. Let U be a smooth 2-manifold embedded into R3. A deformation of U is a
smooth mapping F : r0, 1s � U Ñ R3 together with a subset of its topological closure K � U
such that

(1) Ft :� F pt, �q : U Ñ R3 is a di�eomorphism onto its image for all t P r0, 1s

(2) F0 � idU

(3) If Ft is smoothly extended to U , we have Ft|K � idK for all t P r0, 1s

(4) There is a t P r0, 1s such that Ft is not an isometry, unless all Ft are idU

We call a deformation trivial if Ft � idU for all t P r0, 1s.

This gives a deformation as essentially a smooth homotopy with some additional con-
straints. Particularly, the last condition ensures that it truly does deform the surface if it is
not trivial.

To be able to employ a Hamiltonian approach, we need to de�ne a con�guration space for
our problem. Then the question becomes what path through the con�guration space is the
correct one. Given a surface U , we de�ne the deformation space of U as the collection of
all deformations of U with �xed points K:

DKpUq :� tF : r0, 1s � U Ñ R3 | pF,Kq is a deformation of Uu

For brevity, we denote F1rU s by F pUq and F1pxq by F pxq for x P U .
Now we run into the issue of rigour. DKpUq is our con�guration space, but it is not

immediately clear that it is even a manifold. That is because it is unlike any manifold we have
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encountered so far; if it is one, it is in�nite-dimensional! Unfortunately, we do not have the
machinery to deal with these objects, so we proceed with an approach from physics. We leave
the nature of the deformation space as a conjecture.

Conjecture A.2. DKpUq is a smooth submanifold of C8pr0, 1s � U,R3q.

In physics, there is theory which can be applied to problems like this with an in�nite
number of degrees of freedom. This is known as (classical) �eld theory, and more information
on the subject can be found in Chapter 12 of [4]. This discipline deals with the problem by
using densities instead of the usual quantities like the Hamiltonian, force and so forth. Such a
density is chosen such that taking the integral results in the original quantity.

To get a sense of the physics involved in this problem, let us determine the force density.
With the notation as above, U will be the open unit disk in the z � 0 plane of R3, and we
let K be the bounding circle of the disk. The force density of a given deformation F of U is a
smooth mapping fF : U Ñ TR3. Here U acts as a sort of index set for the deformed surfaces.
The force density has two components, namely the gravitational force density and the elastic
force density:

fF � fFg � fFe .

The gravitational force density is given by

fFg � ρF g,

where g P X pR3q is a constant downward pointing vector �eld representing the gravitational
acceleration and ρF : U Ñ R is the mass density of F pUq, indexed by U . This can be computed
from the initial density by noting that the density is inversely proportional to the surface area.
Taking a limit, we �nd

ρFx � lim
εÑ0

ρx
areapBεpxqq

areapF pBεpxqqq
,

where ρx is the initial density and Bεpxq the disk in U of radius ε around x.
Now we want to de�ne the elastic force density. We need to approximate this force as being

conservative, since otherwise the Hamiltonian formalism does not work. We employ an idea of
tension.

Given a point x P U , a unit vector v P TF pxqF pUq and a su�ciently small a ¡ 0 such that
x� av lies within U , let Lav

x be the line segment in U between x and x� av. Then we de�ne
the tension at x in the direction v as

tvpxq :� lim
aÑ0

Y v
lengthpF pLav

x qq � lengthpLav
x q

a
� lim

aÑ0
Y v

�
lengthpF pLav

x qq

a
� 1



,

where Y P R is a �xed elasticity constant, and the length is de�ned by the Euclidean metric
on R3. So the tension measures the elongation at a point on the deformed surface in a certain
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direction. Note the resemblance to Hooke's law. The total elastic force density is obtained by
integrating the tension over all directions v:

fepxq �

¾
vPTF pxqF pUq

∥v∥�1

tvpxqdv.

If we denote the unit circle in TF pxqF pUq by C
F
x , then the total force density can be written

as

fx � ρFx gx �

¾
CF

x

tv dv.

To summarise, we de�ned the following quantities:

� mass density ρF of deformation F

� gravitational acceleration g

� tension tv in direction v

Before we move on, we need to prove that this force density is indeed conservative. We
know that the gravitational part is, but this is not so clear for the elastic part. So if we �x
x, y P U , then for any path γ in U from x to y, the integral

Iγ �

»
γ

¾
CF

γpsq

tvpγpsqq dv � 9γpsqds

should evaluate to the same value.

Conjecture A.3. In the above, the integral Iγ depends only on the endpoints of γ.

Using the force density, we can now compute the potential density of the system. We
integrate the force over an arbitrary path from a �xed point x0 on the boundary K of U to
any point x P U . Let γx denote one of those paths, so the potential density becomes

Vx � ρFx ∥g∥hx �
»
γx

¾
CF

γxpsq

tvpγxpsqq dv � 9γxpsq ds,

in which hx is the z-coordinate of x. To write down the Hamiltonian density we also need a
kinetic energy. To that end, we need an additional momentum coordinate π P R3, so that the
Hamiltonian density becomes a mapping U � R3 Ñ R given by

HF px, πq �
∥π∥2

2ρFx
� ρFx ∥g∥hx �

»
γx

¾
CF

γxpsq

tvpγxpsqq dv � 9γxpsqds.
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We can now integrate this to �nd a Hamiltonian of the system. Let Π : U Ñ R3 be a vector
�eld, then we can de�ne this integrated Hamiltonian as

HpF,Πq �

»
U
HF px,Πxq dx.

In a way, H can be seen as a smooth mapping on the �cotangent bundle� of DKpUq, if this is
indeed a manifold.

This concludes the de�nition of the problem in mathematical terms. Now the question is
to �nd stable critical points of H. This may be accomplished through symplectically reducing
the phase space under the obvious S1-symmetry. We do need to make the relatively weak
assumption that the initial density ρx is invariant under this symmetry. In addition, one might
want to show that the symmetry of the initial con�guration is preserved when it is acted upon
by the uniform gravitation, although it is quite intuitive that this must be true. Once this is
done, one could symplectically reduce the phase space. This should give something resembling
the deformation space of a one-dimensional string.
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