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1 The Friendship Paradox

In his 1991 paper in the American Journal of Sociology [1], American sociologist Scott Feld
published his discovery that, on average, your friends are more popular than you are. This
phenomenon turns out to be true for any social network and, in its graph-theoretical formulation,
graph. This so-called Friendship Paradox was also investigated in the 2021 paper by G. Cantwell,
A. Kirkley and M. Newman [2]. In his 2022 Bachelor thesis on the Friendship Paradox [3], P.
MacDonald proposed, as a suggestion for further research, investigating whether the phenomenon
occurs for higher level friendships, such as when looking at the friends of the friends of your
friends. This Bachelor thesis aims to do so.

This first chapter provides an overview of the classical Friendship Paradox as discussed in the
Bachelor thesis of P. MacDonald.

1.1 Introduction

The Friendship Paradox can be understood as follows. We consider a group of n people with
mutual friendships. For each person we can compute the difference between the average number
of friends of the friends of this person and the number of friends of this person. The average of
this difference over all group members turns out to be non-negative. In other words, the average
person in the group is less popular than the friends of this person, which is the statement of
the classical Friendship Paradox. The Friendship Paradox has been applied to reduction of the
spread of viruses [4] and efficient polling methods [5].

1.2 Preliminaries

The formulation and proof of the classical Friendship Paradox requires some mathematical pre-
liminaries. These will be reviewed in this section.

1.2.1 Graphs

In essence, the Friendship Paradox is a graph-theoretical theorem. A graph is given by a set of
vertices V = {1, 2, . . . , n} and a set of edges E ⊆ V 2. In this bachelor thesis, only undirected
and simple graphs will be considered.

Definition 1.1. A graph G is called undirected if its edges have no orientation, i.e. (i, j) = (j, i)
for i, j ∈ V .

Definition 1.2. An undirected graph G is called simple if it does not contain self-loops or multiple
edges, i.e. (i, i) ̸∈ E for all i ∈ V and E is not a multiset.

In terms of social networks,

• undirectedness corresponds to the friendships being mutual;

• simplicity corresponds to individuals not being friends with themselves and friendships
being represented by one edge only.

Initially, we will restrict the analysis to connected graphs, i.e. graphs with a path between any
two vertices.
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1.2.2 The adjacency matrix

A graph G can be represented by its adjacency matrix A. For a graph with no multiple edges,
hence for simple graphs, A is given by

Aij =

{
1 if (i, j) ∈ E,

0 otherwise.

For a vertex i, its degree is its number of neighbours, i.e.

di =

n∑
j=1

Aij .

Note that for undirected graphs, the adjacency matrix is symmetric since Aij = Aji for all
i, j ∈ V . Also note that for a connected graph, all vertices have degree at least 1.

Example 1.3. The following graph G with n = 6 is undirected, simple and connected.

It is represented by the symmetric adjacency matrix

A =


0 0 1 0 0 0
0 0 0 0 1 0
1 0 0 1 0 1
0 0 1 0 1 1
0 1 0 1 0 0
0 0 1 1 0 0

 .

1.3 Formulation of the Classical Friendship Paradox

The classical Friendship Paradox can now be formulated.

Consider an undirected, simple and connected graph G. For a vertex i, its friendship bias ∆i is
defined as

∆i :=
1

di

n∑
j=1

Aijdj − di,

i.e. the difference between the average degree of its neighbours and its own degree. The Friend-
ship Paradox states that the average of the friendship biases is non-negative, and is zero if and
only if all degrees are equal.
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Theorem 1.4 [3, Theorem 1]. If G is an undirected, simple and connected graph, then

∆ :=
1

n

n∑
i=1

∆i ≥ 0,

with equality if and only if all degrees are equal.

Proof. Compute

∆ =
1

n

n∑
i=1

∆i

=
1

n

n∑
i=1

 1

di

n∑
j=1

Aijdj − di


=

1

n

n∑
i=1

 1

di

n∑
j=1

Aijdj −
n∑

j=1

Aij


=

1

n

n∑
i=1

n∑
j=1

Aij

(
dj
di

− 1

)

=
1

2n

n∑
i=1

n∑
j=1

Aij

(
dj
di

+
di
dj

− 2

)

=
1

2n

n∑
i=1

n∑
j=1

Aij

(√
dj
di

−

√
di
dj

)2

≥ 0,

with equality if and only if all degrees are equal.

Given that not all individuals have the same number of friends in a social network, this can be
interpreted as saying that on average, your friends are more popular than you.

Example 1.5. For the graph in Example 1.3 we have

(∆i)i∈{1,...,6} = (2, 1,−1,−2

3
, 0, 1)

and, in agreement with the Friendship Paradox,

∆ =
1

6

6∑
i=1

∆i =
7

18
> 0

The Friendship Paradox can also be stated in terms of degree expectations as follows.

Theorem 1.6 [3, Theorem 2]. Let G = (V,E) be an undirected, simple and connected graph.
Let Ū be a uniformly chosen vertex from V , and let e = (U,W ) be a uniformly chosen edge from
E. Then E[dU ] ≥ E[dŪ ] ≥ 0. The interpretation of this inequality is that the number of friends
of an individual in a randomy chosen friendship is greater than or equal to that of a randomly
chosen individual.

For the proof of Theorem 1.6, refer to [3, Theorem 2].
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1.4 Outlook

The theory in this section will be expanded upon in the following sections. In particular, in
Chapter 2 we will consider the popularity of friends at higher levels than your direct friends,
e.g. the friends of your friends, and deal with graphs with isolated vertices. The Erdős–Rényi
random graph will be introduced in Chapter 3, and for this random graph some expectations
will be computed. Finally, in Chapter 4 we will investigate the consequences of letting the level
of friendship or the amount of individuals in the network tend to infinity.
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2 The Higher Level Friendship Paradox

The Friendship Paradox says that, in a social network, the average difference between the average
number of friends of an individual’s friends and the number of friends of that individual is non-
negative. We seek to compare average numbers of friends at higher levels, i.e. friends that are
two or more steps away from the initial individual.

2.1 Motivation

The Friendship Paradox states that on average, your direct friends are more popular than you
are (given not all individuals in your friend group have the same number of friends). This gives
rise to the question how popular the friends of your friends are, or even your friends at higher
levels, and how these popularities compare. For example, are the friends of your friends (your
second-level friends) more or less popular than their friends (your third-level friends)?

2.2 Definitions

In order to extend our analysis to higher levels of friendship we introduce some new quantities.

Let G be an undirected, simple and connected graph. (Later it will be shown that the connect-
edness assumption can be dropped without affecting our analysis.) Fix i ∈ V and let k, l ∈ N.
Then the number of friends of friends of individual i at the k-th level is given by

∑n
j=1(A

k)ijdj ,

where Ak is the k-th power of the adjacency matrix A. Indeed, for an individual j, its degree dj
contributes to this sum if and only if (Ak)ij = 1, i.e. if j is k edges away from i, so that j is a
k-th level friend of i.

Now, averaging over the friends of i yields the quantity

1

di

n∑
j=1

(Ak)ijdj

as the average number of friends of friends at the k-th level for k ≥ 1. This can be interpreted as
the relative popularity of the k-th level friends of i. Note that, for k ≥ 2, i itself may be included
in the k-th level friends.

Thus, we define the average number of friends of friends at the k-th level as

χ
(k)
i :=

{
1
di

∑n
j=1(A

k)ijdj if k ≥ 1,

di if k = 0,
(1)

with the average over all individuals given by

χ
(k)
[n] :=

1

n

n∑
i=1

χ
(k)
i .

In order to compare these averages, or popularities, between levels k and l, we introduce the
differences

∆
(k,l)
i := χ

(k)
i − χ

(l)
i

for 0 ≤ l < k, where

∆
(k,l)
[n] :=

1

n

n∑
i=1

∆
(k,l)
i .
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If k > 0, then we write

∆
(k)
i := ∆

(k,k−1)
i (2)

and
∆

(k)
[n] := ∆

(k,k−1)
[n] .

Lemma 2.1. Suppose that 0 ≤ l < k. For every undirected, simple and connected graph G,

∆
(k,l)
i =

k∑
m=l+1

∆
(m)
i

and

∆
(k,l)
[n] =

k∑
m=l+1

∆
(m)
[n]

Proof. This follows from the fact that ∆
(k,l)
i and ∆

(k,l)
[n] are telescoping series.

2.3 Formulation of the Higher Level Friendship Paradox

Recall the statement of the Friendship Paradox in Theorem 1.4. The Friendship Paradox can
now be expressed as follows.

Theorem 2.2. If G is an undirected, simple and connected graph, then

∆
(1)
[n] =

1

n

n∑
i=1

∆
(1)
i ≥ 0,

with equality if and only if all degrees are equal.

It turns out that the Friendship Paradox can also be extended to higher levels as follows.

Theorem 2.3. Let k ≥ 2. If G is an undirected, simple and connected graph, then

∆
(k)
i ≥ 0

and hence

∆
(k)
[n] =

1

n

n∑
i=1

∆
(k)
i ≥ 0.

7



Proof. Since dj ≥ 1 for all j, we have

∆
(k)
i = χ

(k)
i − χ

(k−1)
i

=
1

di

 n∑
j=1

(Ak)ijdj −
n∑

j=1

(Ak−1)ijdj


=

1

di

 n∑
j=1

n∑
l=1

(Ak−1)ilAljdj −
n∑

j=1

(Ak−1)ijdj


=

1

di

n∑
l=1

(Ak−1)il

 n∑
j=1

Aljdj − dl


=

1

di

n∑
l=1

(Ak−1)il

n∑
j=1

Alj (dj − 1)

≥ 0.

For k = 2, this can be interpreted as saying that, on average, the friends of your friends are more
popular than your friends.

2.4 Graphs with isolated vertices

So far we have only considered connected graphs. These graphs have no isolated vertices, corre-
sponding to social networks in which every individual has at least one friend. In real-life networks
and in random graphs, however, these can occur. If i is such an isolated vertex then di = 0, so
that the expression

1

di

n∑
j=1

(Ak)ijdj

(where k > 0) makes no sense. To fix this, we define, for k > 0,

∆
(k)∗
i :=

{
∆

(k)
i if di > 0,

1 if di = 0,

where ∆
(k)
i is as in (2), and

∆
(k)∗
[n] =

1

n

n∑
i=1

∆
(k)∗
i .

With this alteration, the (extended) Friendship Paradox still holds.

Theorem 2.4. Let k > 0. If G is an undirected and simple graph, then

∆
(k)∗
[n] =

1

n

n∑
i=1

∆
(k)∗
i ≥ 0.
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Proof. First suppose that k = 1. Compute

∆
(1)∗
[n] =

1

n

n∑
i=1

[
∆

(1)
i 1{di>0} + 1{di=0}

]

=
1

n

n∑
i=1

 1

di

n∑
j=1

Aijdj − di

1{di>0} + 1{di=0}


=

1

n

n∑
i=1

 n∑
j=1

Aij

(
dj
di

− 1

)
1{di>0} + 1{di=0}


=

1

n

n∑
i=1

 n∑
j=1

Aij

(
dj
di

− 1

)
1{di>0}1{dj>0} +

n∑
j=1

Aij

(
dj
di

− 1

)
1{di>0}1{dj=0} + 1{di=0}

 ,

(3)

since 1{dj>0} + 1{dj=0} = 1 for all j.

For the first term in (3),

1

n

n∑
i=1

n∑
j=1

Aij

(
dj
di

− 1

)
1{di>0}1{dj>0} =

1

2n

n∑
i=1

n∑
j=1

Aij

(
dj
di

+
di
dj

− 2

)
1{di>0}1{dj>0}

=
1

2n

n∑
i=1

n∑
j=1

Aij

(√
dj
di

−

√
di
dj

)2

1{di>0}1{dj>0}

≥ 0.

For the second term in (3),

1

n

n∑
i=1

n∑
j=1

Aij

(
dj
di

− 1

)
1{di>0}1{dj=0} = − 1

n

n∑
i=1

n∑
j=1

Aij1{di>0}1{dj=0} = 0,

since dj = 0 if and only if Aji = Aij = 0 for all i.

For the third term in (3),

1

n

n∑
i=1

1{di=0} ≥ 0.

Hence,

∆
(1)∗
[n] ≥ 0,

i.e. the statement holds for k = 1.
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Now suppose that k ≥ 2. For all i,

∆
(k)∗
i = ∆

(k)
i 1{di>0} + 1{di=0}

=
1

di

 n∑
j=1

(Ak)ijdj −
n∑

j=1

(Ak−1)ijdj

1{di>0} + 1{di=0}

=
1

di

n∑
l=1

(Ak−1)il

n∑
j=1

Alj (dj − 1)1{di>0} + 1{di=0}

=
1

di

n∑
l=1

(Ak−1)il

n∑
j=1

Alj (dj − 1)1{di>0}
(
1{dj>0} + 1{dj=0}

)
+ 1{di=0}. (4)

For the first term in (4),

1

di

n∑
l=1

(Ak−1)il

n∑
j=1

Alj (dj − 1)1{di>0}1{dj>0} ≥ 0.

For the second term in (4),

1

di

n∑
l=1

(Ak−1)il

n∑
j=1

Alj (dj − 1)1{di>0}1{dj=0} = − 1

di

n∑
l=1

(Ak−1)il

n∑
j=1

Alj1{di>0}1{dj=0} = 0,

since dj = 0 if and only if Ajl = Alj = 0 for all l.

For the third term in (4),
1{di=0} ≥ 0.

It follows that ∆
(k)∗
i ≥ 0. Hence,

∆
(k)∗
[n] =

1

n

n∑
i=1

∆
(k)∗
i ≥ 0,

i.e. the statement holds for k ≥ 2 as well.

2.5 Chapter conclusion

In this chapter, we introduced some new quantities, then extended the Friendship Paradox to
higher levels of friendship in Theorem 2.3. We have also dealt with isolated vertices and concluded
that the extended Friendship Paradox still holds by Theorem 2.4.
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3 The Erdős–Rényi Random Graph

We now turn our attention to random graph models. Such models can be useful for simulating
real-life networks. In this chapter we investigate the properties of the Erdős–Rényi random
graph.

3.1 Definition

Definition 3.1. An Erdős–Rényi random graph ERn(p) with parameters n ∈ N and p ∈ [0, 1]
is an undirected and simple graph generated as follows: for vertex set V = {1, 2, . . . , n}, include
each possible edge with probability p, independently of the other edges.

It follows that for each vertex i we have

Aij ∼ Ber(p) for all j ̸= i,

where Ber(p) is a Bernoulli random variable with parameter p.

Since there are n− 1 possible edges per vertex, we have

di =

n∑
j=1

Aij ∼ Bin(n− 1, p),

where Bin(n− 1, p) is a Binomial random variable with parameters n− 1 and p.

It follows that E[di] = (n − 1)p. This degree expectation diverges as n → ∞ for p ∈ [0, 1], so
that ERn(p) is dense.

We write
pk := P (di = k) .

3.2 Isolated vertices

In a realisation of ERn(p), isolated vertices can occur, especially for low n. Indeed, the probability
for a vertex i to be isolated is

p0 = (1− p)n−1,

which vanishes as n → ∞.

We can introduce sparsity in ERn(p) by choosing p = λ
n−1 for some λ ∈ (0,∞). Then

di ∼ Bin(n− 1, p) → Poisson(λ) as n → ∞ [3, Theorem 3].

Furthermore, we have

p0 =

(
1− λ

n− 1

)n−1

→ e−λ as n → ∞,

i.e. the probability that isolated vertices occur does not vanish as n → ∞.

Note that for this choice of p we have, for all i, E [di] = (n − 1)p = λ. Hence, the degree
expectation converges as n → ∞, so that ERn

(
λ
n

)
is sparse, i.e. the degrees are typically finite.
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3.3 Expectations

Since the extended Friendship Paradox in Theorem 2.4 does not give us quantitative estimates

for the ∆
(k)∗
i or ∆

(k)∗
[n] , we seek qualitative bounds. Hence, we consider the Erdős–Rényi random

graph with p ∈ [0, 1] and set out to compute E
[
∆

(1)∗
i

]
, E
[
∆

(2)∗
i

]
and their difference. In order

to do so we first introduce some lemmas.

Lemma 3.2.

E
[
di1{di>0}

]
= (n− 1)p.

Proof. Compute

E
[
di1{di>0}

]
= E

[
di1{di>0}

]
+ 0p0

= E
[
di1{di>0}

]
+ E

[
di1{di=0}

]
= E [di]

= (n− 1)p.

Lemma 3.3.

E
[
χ
(1)
i 1{di>0}

]
= [1 + (n− 2)p][1− p0],

where χ
(1)
i is as in (1).

Proof. Compute

E
[
χ
(1)
i 1{di>0}

]
= E

 1

di

n∑
j=1

Aijdj1{di>0}


= E

 1

di

n∑
j=1

n∑
h=1

AijAjh1{di>0}


=

n−1∑
k=1

pk
k

n∑
j=1

n∑
h=1

E [AijAjh|di = k] .

In this sum we distinguish between the cases h = i and h ̸= i as follows:

• h = i:

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

E [AijAji|di = k] =

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

E [Aij |di = k]

=

n−1∑
k=1

pk
k
E [di|di = k]

=

n−1∑
k=1

pk

= 1− p0.
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• h ̸= i:

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

n∑
h=1
h̸=i

E [AijAjh|di = k] =

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

n∑
h=1

h/∈{i,j}

E [AijAjh|di = k]

= (n− 2)p

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

E [Aij |di = k]

= (n− 2)p

n−1∑
k=1

pk

= (n− 2)p[1− p0].

Addition of these terms yields the expectation.

Lemma 3.4.

E
[
χ
(2)
i 1{di>0}

]
= n2p2 − n2p0p

2 − 4np2 + 5np0p
2 + 2np− 6p0p

2 + 5p2 + 2p0p− 4p,

where χ
(2)
i is as in (1).

Proof. Compute

E
[
χ
(2)
i 1{di>0}

]
= E

 1

di

n∑
j=1

(A2)ijdj1{di>0}


= E

 1

di

n∑
j=1

n∑
l=1

AilAljdj1{di>0}


= E

 1

di

n∑
j=1

n∑
l=1

n∑
h=1

AilAljAjh1{di>0}


=

n−1∑
k=1

pk
k

n∑
j=1

n∑
l=1

n∑
h=1

E [AilAljAjh|di = k] .

In order to deal with the dependency between edges sharing vertices in {i, j, l, h}, we distinguish
between the cases h = i; h = l, j = i; h = l, j ̸= i; h /∈ {i, l}, j = i; and h /∈ {i, l}, j ̸= i in this
sum as follows:

13



• h = i:

n−1∑
k=1

pk
k

n∑
j=1

n∑
l=1

E [AilAljAji|di = k] =

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AilAljAji|di = k]

= p

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AilAji|di = k]

= p

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

E [(di −Aij)Aij |di = k]

= p

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

E [kAij |di = k]−
n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

E [Aij |di = k]


= p

(
n−1∑
k=1

pkk −
n−1∑
k=1

pk

)
= p ((n− 1)p− (1− p0))

= (n− 1)p2 − (1− p0)p.

• h = l, j = i

n−1∑
k=1

pk
k

n∑
l=1

E [AilAliAil|di = k] =

n−1∑
k=1

pk
k

n∑
l=1
l ̸=i

E [Ail|di = k]

=

n−1∑
k=1

pk

= 1− p0.
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• h = l, j ̸= i:

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

n∑
l=1

E [AilAljAjl|di = k] =

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AilAlj |di = k]

= (n− 1)p

n−1∑
k=1

pk
k

n∑
l=1

l/∈{i,j}

E [Ail|di = k]

= (n− 1)p

n−1∑
k=1

pk
k
E [di −Aij |di = k]

= (n− 1)p

(
n−1∑
k=1

pk −
n−1∑
k=1

pk
k
E [Aij |di = k]

)

= (n− 1)p

(
1−

n−1∑
k=1

pk
k
E [Aij |di = k]

)
. (5)

We compute the second term between brackets separately as follows.

n−1∑
k=1

pk
k
E [Aij |di = k] =

n−1∑
k=1

pk
k
P (Aij = 1|di = k)

=

n−1∑
k=1

1

k
P (Aij = 1, di = k)

= p

n−1∑
k=1

1

k
P (di = k|Aij = 1)

= p

n−1∑
k=1

1

k
P (Bin(n− 2, p) = k − 1)

= p

n−1∑
k=1

1

k

(n− 2)!

(k − 1)!(n− k − 1)!
pk−1qn−k−1

=
1

n− 1

n−1∑
k=1

(n− 1)!

k!(n− k − 1)!
pkqn−k−1

=
1

n− 1

n−1∑
k=1

P (Bin(n− 1, p) = k)

=
1

n− 1
(1− p0). (6)

Plugging (6) into (5) we get

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

n∑
l=1

E [AilAljAjl|di = k] = (n− 1)p

(
1− 1

n− 1
(1− p0)

)

= (n− 2)p+ pp0.
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• h /∈ {i, l}, j = i:

n−1∑
k=1

pk
k

n∑
l=1

n∑
h=1

h/∈{i,l}

E [AilAliAih|di = k] =

n−1∑
k=1

pk
k

n∑
l=1
l ̸=i

n∑
h=1

h/∈{i,l}

E [AilAih|di = k]

=

n−1∑
k=1

pk
k

n∑
l=1
l ̸=i

E [Ail(di −Ail)|di = k]

=

n−1∑
k=1

pk
k

n∑
l=1
l ̸=i

E [kAil|di = k]−
n−1∑
k=1

pk
k

n∑
l=1
l ̸=i

E [Ail|di = k]

=

n−1∑
k=1

pkk −
n−1∑
k=1

pk

= (n− 1)p− (1− p0)

= (n− 1)p− 1 + p0.

• h /∈ {i, l}, j ̸= i:

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

n∑
l=1

n∑
h=1

h/∈{i,l}

E [AilAljAjh|di = k] =

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

n∑
h=1

h/∈{i,j,l}

E [AilAljAjh|di = k]

= p2(n− 2)(n− 3)

n−1∑
k=1

pk
k

n∑
j=1
j ̸=i

E [Ail|di = k]

= p2(n− 2)(n− 3)

n−1∑
k=1

pk

= p2(n− 2)(n− 3)(1− p0).

Addition of these terms yields the expectation.

From the above lemmas we conclude the following.

Theorem 3.5.
E
[
∆

(1)∗
i

]
= 1− (n− 2)pp0 − p.

Proof. This follows from the fact that

E
[
∆

(1)∗
i

]
= E

[
∆

(1)
i 1{di>0} + 1 · 1{di=0}

]
= E

[
χ
(1)
i 1{di>0}

]
− E

[
di1{di>0}

]
+ p0.

Using Lemmas 3.3 and 3.2 yields the result.

Theorem 3.6.

E
[
∆

(2)∗
i

]
= n2p2(1− p0) + 5np2p0 − 4np2 + np(1 + p0)− 6p2p0 + 5p2 − 2p+ 2p0 − 1.
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Proof. This follows from the fact that

E
[
∆

(2)∗
i

]
= E

[
∆

(2)
i 1{di>0} + 1 · 1{di=0}

]
= E

[
χ
(2)
i 1{di>0}

]
− E

[
χ
(1)
i 1{di>0}

]
+ p0.

Using Lemmas 3.4 and 3.3 yields the result.

Note that we have limp↓0 p0 = 1, i.e. a vertex is isolated almost surely as p ↓ 0, so that, for all i,

lim
p↓0

E
[
∆

(1)∗
i

]
= lim

p↓0
E
[
∆

(2)∗
i

]
= 1,

which is as expected since, by definition, ∆
(k)∗
i = 1 for i with di = 0, for all k > 0.

For the sparse case, in which p = λ
n−1 with λ ∈ (0,∞), we find the following results by substitu-

tion.

Corollary 3.7. If p = λ
n−1 with λ ∈ (0,∞), then

E
[
∆

(1)∗
i

]
→ 1− λe−λ

as n → ∞.

Corollary 3.8. If p = λ
n−1 with λ ∈ (0,∞), then

E
[
∆

(2)∗
i

]
→ λ2(1− e−λ) + λ(1 + e−λ) + 2e−λ − 1

as n → ∞.

We can also now calculate the difference between ∆
(2)∗
i and ∆

(1)∗
i .

Corollary 3.9.

E
[
∆

(2)∗
i −∆

(1)∗
i

]
= n2p2(1− p0) + 5np2p0 − 4np2 + np(1 + 2p0)− 6p2p0 + 5p2 − 2pp0 − p

+ 2p0 − 2.

Corollary 3.10. If p = λ
n−1 , then

E
[
∆

(2)∗
i −∆

(1)∗
i

]
→ λ2(1− e−λ) + λ(1 + 2e−λ) + 2e−λ − 2

as n → ∞.

Note that for p = λ
n−1 ,

lim
λ↓0

E
[
∆

(2)∗
i −∆

(1)∗
i

]
= 0 and lim

λ→∞
E
[
∆

(2)∗
i −∆

(1)∗
i

]
= ∞,

as n → ∞.

3.4 Chapter conclusion

In this chapter we discussed the Erdős–Rényi random graph for both the dense and the sparse

case. For both cases the expectations of ∆
(1)∗
i and ∆

(2)∗
i were calculated.
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4 Limit behavior

In this section we investigate the limit behavior of χ
(k)
i and ∆

(k)∗
i . What happens when k, which

indicates the distance of the friends whose popularity we are interested in, or n, the amount of
individuals in the network, tends to infinity?

4.1 Finite graph, large level

Let G be an undirected, simple and connected graph with n vertices. For a vertex i, we consider
the behavior of

χ
(k)
i =

1

di

n∑
j=1

(
Ak
)
ij
dj

as k → ∞.

Note that for k ∈ N, the quantity
(
Ak
)
ij

denotes the number of k-step paths from i to j. Hence,(
Ak
)
ij
∝ πj as k → ∞,

where π is the stationary distribution of the simple random walk on the graph [6, Theorem 4].
Indeed, as k → ∞,

(
Ak
)
ij

is proportional to the probability of the random walk finding itself in

vertex j, irrespective of the initial vertex i.

4.2 Large graph, finite level

By Theorems 3.5 and 3.6, for p ∈ [0, 1] and n ∈ N, we have for ERn(p) the results

E
[
∆

(1)∗
i

]
= 1− (n− 2)pp0 − p

and

E
[
∆

(2)∗
[n]

]
= E

[
∆

(2)∗
i

]
= n2p2(1− p0)+ 5np2p0 − 4np2 +np(1+ p0)− 6p2p0 +5p2 − 2p+2p0 − 1.

By Corollaries 3.7 and 3.8, for p = λ
n−1 with λ ∈ (0,∞), we have for ERn(p) the results

E
[
∆

(1)∗
i

]
→ 1− λe−λ

and
E
[
∆

(2)∗
[n]

]
= E

[
∆

(2)∗
1

]
→ λ2(1− e−λ) + λ(1 + e−λ) + 2e−λ − 1

as n → ∞.

We now seek to calculate var∆
(1)∗
i .

Lemma 4.1.

E
[(

∆
(1)∗
i

)2]
= −4p0p

2n2 + 23p0p
2n− 33p0p

2 − 3p0pn+ 6p0p− 3p2n2A+ 3p2n2

+ 18p2nA− 20p2n− 27p2A+ 31p2 + 2pn− 5p+A+ 1,

where

A =

n−1∑
k=1

pk
k
.
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Proof. Compute

E
[(

∆
(1)∗
i

)2]
= E

[(
∆

(1)
i 1{di>0} + 1{di=0}

)2]
= E

[(
∆

(1)
i 1{di>0}

)2
+ 1{di=0}

]
= E

[(
∆

(1)
i

)2
1{di>0}

]
+ p0

= E


 1

di

n∑
j=1

Aijdj − di

2

1{di>0}

+ p0

= E

 1

d2i

n∑
j=1

n∑
l=1

AijAildjdl − 2

n∑
j=1

Aijdj + d2i

1{di>0}

+ p0 (7)

We compute the expectations of the terms separately.

For the first term in (7),

E

 1

d2i

n∑
j=1

n∑
l=1

AijAildjdl1{di>0}

 = E

 1

d2i

n∑
j=1

n∑
l=1

n∑
h=1

n∑
r=1

AijAilAjhAlr1{di>0}


=

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1

n∑
h=1

n∑
r=1

E [AijAilAjhAlr|di = k] .

In this sum we distinguish between cases as follows:

• l = j, h ̸= i, r = i:

n−1∑
k=1

pk
k2

n∑
j=1

n∑
h=1
h̸=i

E [AijAjh|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
h=1

h/∈{i,j}

E [AijAjh|di = k]

= p(n− 2)

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

E [Aij |di = k]

= p(n− 2)

n−1∑
k=1

pk
k

• l = j, h ̸= i, r = h:

n−1∑
k=1

pk
k2

n∑
j=1

n∑
h=1
h̸=i

E [AijAjh|di = k] = p(n− 2)

n−1∑
k=1

pk
k
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• l = j, h ̸= i, r /∈ {i, h}:
n−1∑
k=1

pk
k2

n∑
j=1

n∑
h=1
h̸=i

n∑
r=1

r/∈{i,h}

E [AijAjhAjr|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
h=1

h/∈{i,j}

n∑
r=1

r/∈{i,j,h}

E [AijAjhAjr|di = k]

= p2(n− 2)(n− 3)

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

E [Aij |di = k]

= p2(n− 2)(n− 3)

n−1∑
k=1

pk
k

• l = j, h = i, r = i:

n−1∑
k=1

pk
k2

n∑
j=1

E [Aij |di = k] =

n−1∑
k=1

pk
k

• l = j, h = i, r = h:

n−1∑
k=1

pk
k2

n∑
j=1

E [Aij |di = k] =

n−1∑
k=1

pk
k

• l = j, h = i, r /∈ {i, h}:
n−1∑
k=1

pk
k2

n∑
j=1

n∑
r=1
r ̸=i

E [AijAjr|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
r=1

r/∈{i,j}

E [AijAjr|di = k]

= p(n− 2)

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

E [Aij |di = k]

= p(n− 2)

n−1∑
k=1

pk
k

• l ̸= j, h /∈ {i, l}, r /∈ {i, j, h}:
n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

n∑
h=1

h/∈{i,l}

n∑
r=1

r/∈{i,j,h}

E [AijAilAjhAlr|di = k]

=

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

n∑
h=1

h/∈{i,j,l}

n∑
r=1

r/∈{i,j,
h,l}

E [AijAilAjhAlr|di = k]

= p2(n− 3)(n− 4)

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAil|di = k] ,
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with

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAil|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

E [Aij(di −Aij)|di = k]

=

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

E [kAij |di = k]−
n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

E [Aij |di = k]

=

n−1∑
k=1

pk −
n−1∑
k=1

pk
k

= (1− p0)−
n−1∑
k=1

pk
k
,

so

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

n∑
h=1

h/∈{i,l}

n∑
r=1

r/∈{i,j,h}

E [AijAilAjhAlr|di = k] = p2(n− 3)(n− 4)

[
(1− p0)−

n−1∑
k=1

pk
k

]

• l ̸= j, h /∈ {i, l}, r = i:

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

n∑
h=1

h/∈{i,l}

E [AijAilAjh|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

n∑
h=1

h/∈{i,j,l}

E [AijAilAjh|di = k]

= p(n− 3)

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAil|di = k]

= p(n− 3)

[
(1− p0)−

n−1∑
k=1

pk
k

]

• l ̸= j, h /∈ {i, l}, r = j:

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

n∑
h=1

h/∈{i,l}

E [AijAilAjhAlj |di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

n∑
h=1

h/∈{i,j,l}

E [AijAilAjhAlj |di = k]

= p2(n− 2)(n− 3)

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAil|di = k]

= p2(n− 2)(n− 3)

[
(1− p0)−

n−1∑
k=1

pk
k

]
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• l ̸= j, h /∈ {i, l}, r = h:

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

n∑
h=1

h/∈{i,l}

E [AijAilAjhAlh|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

n∑
h=1

h/∈{i,j,l}

E [AijAilAjhAlh|di = k]

= p2(n− 3)2
n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAil|di = k]

= p2(n− 3)2

[
(1− p0)−

n−1∑
k=1

pk
k

]

• l ̸= j, h = l, r /∈ {i, j}:
n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

n∑
r=1

r/∈{i,j}

E [AijAilAjlAlr|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

n∑
r=1

r/∈{i,j,l}

E [AijAilAjlAlr|di = k]

= p2(n− 2)(n− 3)

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAil|di = k]

= p2(n− 2)(n− 3)

[
(1− p0)−

n−1∑
k=1

pk
k

]

• l ̸= j, h = l, r = i:

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

E [AijAilAjl|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAilAjl|di = k]

= p(n− 2)

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAil|di = k]

= p(n− 2)

[
(1− p0)−

n−1∑
k=1

pk
k

]

• l ̸= j, h = l, r = j:

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

E [AijAilAjl|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAilAjl|di = k]

= p

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAil|di = k]

= p

[
(1− p0)−

n−1∑
k=1

pk
k

]
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• l ̸= j, h = i, r /∈ {i, j}:

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

n∑
r=1

r/∈{i,j}

E [AijAilAlr|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

n∑
r=1

r/∈{i,j,l}

E [AijAilAlr|di = k]

= p(n− 3)

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAil|di = k]

= p(n− 3)

[
(1− p0)−

n−1∑
k=1

pk
k

]

• l ̸= j, h = i, r = i:

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

E [AijAil|di = k] =

n−1∑
k=1

pk
k2

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAil|di = k]

= (1− p0)−
n−1∑
k=1

pk
k

• l ̸= j, h = i, r = j:

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

E [AijAilAlj |di = k] =

n−1∑
k=1

pk
k2

n∑
j=1

n∑
l=1
l ̸=j

E [AijAilAjl|di = k]

= p

[
(1− p0)−

n−1∑
k=1

pk
k

]

For the second term in (7),

E

−2

n∑
j=1

Aijdj1{di>0}

 = −2E

 n∑
j=1

n∑
l=1

AijAjl1{di>0}


= −2

n−1∑
k=1

pk

n∑
j=1

n∑
l=1

E [AijAjl|di = k] .

In this sum we distinguish the cases l = i and l ̸= i as follows:
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• l ̸= i:

−2

n−1∑
k=1

pk

n∑
j=1

n∑
l=1
l ̸=i

E [AijAjl|di = k] = −2

n−1∑
k=1

pk

n∑
j=1
j ̸=i

n∑
l=1

l/∈{i,j}

E [AijAjl|di = k]

= −2p(n− 2)

n−1∑
k=1

pk

n∑
j=1
j ̸=i

E [Aij |di = k]

= −2p(n− 2)

n−1∑
k=1

pkk

= −2p(n− 2)

n−1∑
k=0

pkk

= −2p2(n− 1)(n− 2)

• l = i:

−2

n−1∑
k=1

pk

n∑
j=1

E [Aij |di = k] = −2

n−1∑
k=1

pk

n∑
j=1
j ̸=i

E [Aij |di = k]

= −2

n−1∑
k=1

pkk

= −2

n−1∑
k=0

pkk

= −2p(n− 1)

For the third term in (7),

E
[
d2i1{di>0}

]
= E

[
d2i
]
= (n− 1)p(1− p) + (n− 1)2p2.

Addition of the terms yields the expectation.

Now the variance of ∆
(1)∗
i can be computed.

Theorem 4.2.

var∆
(1)∗
i = 4p20p

2n− p20p
2n2 − 4p20p

2 − 4p0p
2n2 + 21p0p

2n− 29p0p
2 + 2p0p− p0pn− 3p2n2A

+ 3p2n2 + 18p2nA− 20p2n− 27p2A+ 30p2 + 2pn− 3p+A,

where

A =

n−1∑
k=1

pk
k
.

Proof. This follows from the fact that

var∆
(1)∗
i = E

[(
∆

(1)∗
i

)2]
− E

[
∆

(1)∗
i

]2
.
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Corollary 4.3. If p = λ
n−1 , then

var∆
(1)∗
i → λ2

(
e−2λ − 4e−λ − 3

∞∑
k=1

λke−λ

k · k!
+ 3

)
+ λ

(
2− e−λ

)
+

∞∑
k=1

λke−λ

k · k!

as n → ∞.

Note that for p = λ
n−1 ,

lim
λ↓0

var∆
(1)∗
i = 0 and lim

λ→∞
var∆

(1)∗
i = ∞,

as n → ∞.

4.3 Chapter conclusion

This chapter dealth with the limit behavior of χ
(k)
i and ∆

(k)∗
i . We considered what happens

in a finite graph with a large level of friendship, and in a large graph with a finite level of

friendship. The variance of ∆
(1)∗
i was also calculated, both for the dense and the sparse case of

the Erdős–Rényi random graph.
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5 Conclusion

In Chapter 1, some preliminaries along with the statement and proof of the classical Friendship
Paradox were given. The phenomenon was also illustrated by an example.

Chapter 2 dealt with the extension of the Friendship Paradox to higher levels of friendship.
Relevant quantities were introduced and it was proved that the Friendship Paradox holds for
higher levels as well. Additionally, we considered graphs with isolated vertices by a modification

of the ∆
(k)
i . The same results turned out to hold still.

The Erdős–Rényi random graph model was introduced in Chapter 3, along with calculations of

the expectations of ∆
(1)∗
i and ∆

(2)∗
i in such random graphs. These expectations were calculated

both for the dense case and the sparse case.

In Chapter 4 we looked at the limit behavior of χ
(k)
i and ∆

(k)∗
i . We also calculated the variance

of ∆
(1)∗
i .

Looking forward, we propose two avenues for further research:

• The only random graph model we investigated was the Erdős–Rényi random graph model
in Chapter 3. It would be interesting to look at other random graph models, such as the
inhomogeneous Erdős–Rényi random graph model, in which the connection probabilities is
dependent on the pairs of vertices, or the Configuration Model (see [3, §3.1]).

• Which results do we get if k is dependent on n?
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