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Abstract 

Modern society is increasingly reliant on interconnected IT systems, which serve as the 

backbone of economic and operational efficiency. However, as organizations embrace the 

digital transformation, they become more vulnerable to cyber supply chain (CSC) attacks. 

These attacks exploit trusted relationships between organizations and their vendors, 

impacting potentially thousands of targets through a single compromised supplier. 

The rise of CSC attacks underscores their appeal to adversaries where they can attack 

multiple targets via a single exploit. Whether opportunistic actors seeking financial gain 

or state-sponsored advanced persistent threats (APTs) pursuing strategic objectives, the 

sophistication and impact of these attacks continue to challenge existing cybersecurity 

frameworks. As seen in incidents like SolarWinds, NotPetya, and Kaseya, adversaries 

leverage the interconnected nature of supply chains to severely damage their targets, 

either operationally, financially, or reputationally. 

This thesis investigates the characteristics of CSC attacks and proposes a classification to 

distinguish between opportunistic and APT threats, enabling organizations to optimize 

their countermeasures. The findings highlight the importance of implementing controls 

proportionate to organizational risk profiles and encourages collaboration across supply 

chain stakeholders.  
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1. Introduction 

1.1 Growing dependence on the IT Supply Chain 
The global economy has become increasingly dependent on information technology, which integrate 

a wide array of hardware, software, and services. In virtually every sector (e.g. manufacturing, finance, 

healthcare, telecommunications) businesses rely on the seamless functioning of these interconnected 

systems [1]. However, as organizations become more reliant on these systems, they often do not have 

the capacity to develop and maintain the assets themselves, which leads to organizations being 

increasingly dependent on outsourcing their software development [2] or even purchasing software 

as a service (SaaS) [3]. The dependence on outsourcing has grown alongside the digital transformation, 

with innovations such as cloud computing [4], [5], Internet of Things (IoT) devices [6], [7], and, more 

recently, artificial intelligence (AI) [8] becoming integral to operational efficiency and competitive 

advantage. 

The trend toward outsourcing IT functions has also created new challenges in terms of control and 

risk management. Because the components of a supply chains are often procured from numerous 

vendors across the globe, organizations have less insight into the security measures applied by third 

parties [9]. Even open-source software can have vulnerabilities hiding in plain sight, either by mistakes 

happening during development [10] or by outside groups deliberately injecting malicious code [11]. 

The vulnerabilities in such scenarios create an inherent risk, as weaknesses or compromises in a single 

supplier can impact an entire supply chain [12].  

As the reliance on IT suppliers grows, so too does the complexity of managing these supply chains 

[13]. Ensuring security across all suppliers becomes more difficult, especially given the diverse nature 

of the components and services that organizations use. Many businesses lack the necessary 

mechanisms to assess the security posture of every supplier in their ecosystem [14], and even fewer 

have the ability to continuously monitor these suppliers for emerging threats [15].  

To combat these challenges governments and international institutions have recognized the need to 

ensure cybersecurity at every level of the supply chain. For example, in 2016 the European Union has 

issued a the NIS directive to address “measures for a high common level of security of Network and 

Information Systems across the Union” [16], with the NIS 2 update published in 2022 [17]. The United 

States issued an executive order with similar intensions “to rapidly improve the security and integrity 

of the software supply chain, with a priority on addressing critical software” [18]. Both these initiatives 

acknowledge the risks and vulnerabilities of the growing dependency on cyber supply chains and 

emphasize the necessity of treating security as a core component of supply chain management, not 

just as an afterthought. 

In summary, while the utilization of IT supply chains brings numerous benefits in terms of efficiency 

and innovation, it also significantly increases the attack surface for cyber criminals. The 

interconnectivity of modern technology means that vulnerabilities in even the smallest assets can 

have a significant impact throughout the entire chain, making cyber security a critical aspect of supply 

chain management. Optimizing cyber security against cyber supply chain (CSC) attacks requires proper 

understanding of the underlying mechanisms and tailored countermeasures to combat them. 

1.2 Trend in Cyber Supply Chain Attacks 
Over the past decade, cyber supply chain (CSC) attacks have steadily gained traction among 

adversaries, with their prevalence increasing significantly [12]. Since 2010, CSC attack types such as 

third-party applications, firmware, malicious attacker applications, and even Open-Source Software 
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(OSS) have risen sharply, reflecting a diverse array of tactics used to exploit vulnerabilities within 

supply chains as depicted in Figure 1 [19].  

 

Figure 1 - Increase in CSC attacks since 2010 [19] 

The growing interest in CSC attacks can partly be attributed to their high potential return on 

investment (ROI): “One compromised organization can lead to hundreds or thousands of follow-on 

targets” [20]. Additionally, CSC attacks can serve as an entry point for “seeking to exploit a hardened 

end target” by first compromising less secure third-party entities [20]. This double advantage makes 

CSC attacks an increasingly attractive strategy for adversaries. 

Despite changes in the focus of CSC attacks, the underlying techniques often exhibit continuity. 

Research indicates that behaviours observed in modern CSC attacks can sometimes be traced back 13 

to 20 years, suggesting a persistence in the fundamental methods used by attackers [21]. This 

consistency offers companies opportunities to implement threat detection and prevention techniques 

as counter measures are less rapidly becoming obsolete. 

1.3 Existing research 
Due to this surge in CSC attacks several research and frameworks have been developed by 

governmental institutions, professional organizations, and academic scholars, to address the growing 

risks associated with them. For example, the U.S. Department of Defense (DoD) have compiled a 

catalogue of attack patterns and corresponding countermeasures to enhance awareness and guide 

mitigation strategies for CSC risks [22]. Similarly, the National Institute of Standards and Technology 

(NIST) has developed a comprehensive framework for Cyber Supply Chain Risk Management (C-

SCRM), which provides a structured approach to identifying, assessing, and mitigating risks within 

supply chains [23]. Furthermore, in Europe the NIS2 Directive emphasizes updated cybersecurity 

obligations for essential and important entities, including requirements for supply chain security [24]. 

Professional organizations have also contributed significantly to addressing CSC threats. Microsoft, for 

example, has proposed strategies to secure software supply chains, emphasizing the importance of 

transparency and verification in the development and deployment of software [25], [26]. The MITRE 

Corporation has further contributed by documenting supply chain attack scenarios and proposing 

mitigations insights to improve supply chain cybersecurity practices [27]. 
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Academically, significant research has focused on enhancing the understanding and management of 

CSC attacks. In accordance to the NIST framework mentioned earlier, a key element is emphasizing 

control over IT systems through C-SCRM, “combining elements of cybersecurity, supply chain 

management, and enterprise risk management […] to exert strategic control over the end-to- end 

processes” [28], [29]. Building on this framework, research was performed on improved methodology 

to accurately assess supply chain cyber risks [30]. Once risks could be assessment systematically 

improvements could be made on cyber threat predictive analytics, providing proactive insights to 

anticipate and mitigate potential threats [31].  

However, most research and frameworks are treating CSC attacks as one type of attack vector when 

suggesting effective counter measures. One research proposed a classification of CSC attacks using 

three critical categories—counterfeit hardware and software, direct cyberattacks, and insider 

threats—that could accommodate in implementing countermeasures to enhance resilience [32]. 

Though this classification can definitely be useful in improving an organization’s cyber security, it 

provides only one perspective to distinguish between CSC attacks.  

1.4 Research Questions 
This thesis aims to investigate countermeasures against large-scale cyber supply chain (CSC) attacks 

and focuses on the following research question: 

How can we optimize countermeasures for large-scale supply chains attacks within the 

NIST framework? 

To explore this, several sub-questions are examined. First, it is essential to identify the most impactful 

types of supply chain attacks:  

What are the most impactful supply chain attacks? 

Second, we determine how these attacks can be categorized into distinct groups based on their 

characteristics: 

How can we classify these attacks? 

Finally, we use this classification as the foundation for identifying targeted countermeasures and 

assigning priority based on experts’ opinions to determine the effectiveness of these 

countermeasures. This is assessed through interviews with cybersecurity experts, which helps identify 

which strategies are most effective for different types of attacks: 

What priority should be given to countermeasures per classification type? 

1.5 Contribution to Controls Against Supply Chain Attacks 
This thesis seeks to make a contribution to the development of more effective controls against cyber 

supply chain attacks. By analysing existing case studies, interviewing industry experts, and developing 

a classification system for CSC attacks, the research aims to propose optimized countermeasures that 

can be adapted to different elements of the supply chain. The research also provides insights into 

prioritizing these measures based on their effectiveness in mitigating specific types of attacks, thereby 

enhancing the resilience of organizations against CSC threats. 

1.6 Outline 
The thesis is structured to provide a thorough investigation of cyber supply chain attacks and propose 

solutions to optimize countermeasures. 
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It begins with an exploration of the background to the research question, detailing the increasing 

dependence on IT supply chains and the corresponding rise in cyber attacks that exploit vulnerabilities 

in these systems.  

After documenting the chosen methodology, case study analysis and interviews with industry experts, 

the thesis analyses major cyber supply chain attacks, focusing on their impacts and underlying causes. 

From this analysis a classification system for CSC attacks is proposed, offering a structured way to 

categorize different types of threats based on their characteristics and methods.  

The semi-structured interviews provide real-world insights into how organizations are responding to 

these threats, the effectiveness of current countermeasures, and the potential of using the proposed 

classification.  

The discussion evaluates these findings, scrutinizing the proposed classification, reviewing the 

potential in using the classification, and contributing to any other insights in dealing with cyber supply 

chain attacks. 

Finally, the thesis concludes with a summary of key findings and offers recommendations for future 

research and action in strengthening defences against CSC attacks.  
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2. Background 

2.1. Definition of CSC attacks 
To better understand the implications and possible countermeasures of Cyber Supply Chain (CSC) 

attacks we first need to establish a clear definition. A CSC attack is in its basis a cyber attack, which is 

defined by NIST as: 

(1) An attack, via cyberspace, targeting an enterprise’s use of cyberspace for the purpose of 

disrupting, disabling, destroying, or maliciously controlling a computing 

environment/infrastructure; or destroying the integrity of the data or stealing controlled 

information [33]. 

The second element of the attack concerns the supply chain, which refers to the ICT supply chain 

and is defined by NIST as: 

(2) The ICT supply chain infrastructure is the integrated set of components (hardware, 

software and processes) within the organizational boundary that composes the 

environment in which a system is developed or manufactured, tested, deployed, 

maintained, and retired/decommissioned. [23]. 

Combining both definitions gives you the definition for a CSC attack. Though the definition of the ICT 

supply chain mentions hardware, software, and processes, the scope of this thesis focuses on software 

only. Therefore, the final definition that is used for this thesis is: 

(3) A CSC attack is a cyber attack (1) originating outside the main target’s organization but 

within the boundaries of the ICT supply chain infrastructure (2), with a focus on software. 

It is important to note that the definition for a CSC attack excludes a cyber attack on a non-ICT supply 

chain. For example, in 2012 and 2017 the Saudi-Arabian oil company Aramco was targeted by a 

malware attack, disrupting the operation [34]. Though it was clearly a cyber attack and Aramco is a 

crucial part in many supply chains, it is not considered a CSC attack as the attack was directed directly 

at Aramco and not on any of its ICT suppliers or vendors.  

2.2. Short history and major incidents of CSC attacks 
The rise of CSC attacks highlights the evolution of cyber threats exploiting vulnerabilities in 

interconnected systems and trusted relationships between organizations and their suppliers. The first 

incidents of CSC attacks occurred in the late 2000s, with a notable example being Operation Aurora. 

Major companies like Adobe, Google, and Juniper networks were targets of a phishing campaign 

where the visit to a malicious website in combination with a zero-day vulnerability in Internet Explorer 

allowed attackers to download encrypted malware on the victims’ machines and to extract intellectual 

property and user credentials. The level of sophistication was unprecedented in the commercial sector 

and “it totally changed the threat model”, according to McAfee expert Dmitri Alperovitch. Google has 

attributed the attack to hacking groups from China [35]. 

Focusing on the ICT supply chain, instead of going for the target directly, marked a new shift in attack 

strategy and CSC attacks would become more prevalent and more sophisticated in the next decade. 

The possible level of sophistication was demonstrated by the Stuxnet attack on Iranian uranium 

enrichment facilities in 2010 [36]. The Iranian nuclear program was considered highly classified and 

access to its facilities was limited and monitored, making a direct cyber attack quite difficult. To 

circumvent the security measures a worm was created, allegedly by the U.S.A. and Israel [37], that 

could autonomously spread through machines via local networks and hardware. As the Iranian nuclear 
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facilities were air gapped as a safety precaution, the worm was targeted on external contractors 

working on the nuclear program. Their machines were first infected via the internet, after which the 

worm would be unknowingly brought into the facilities by the contractors on their machines. Once 

connected to the local network, the worm would spread to the centrifuges [38]. If the worm 

recognized the machine to be a centrifuge, the programmable logic controllers (PLC) in the centrifuges 

would be instructed to spin at a higher frequency without alerting engineers, eventually causing 

failures [36]. 

One of major advantages CSC attacks have over conventional cyber attacks is the potential to hit 

multiple targets with the same attack vector. Once you have access to the supplier you can attack all 

their clients within the same supply chain, though it depends on the internal cyber security of each 

client how much impact the attack will have. The Solar Winds attack illustrates the potential of supply 

chain attacks well. In 2020 security company FireEye noticed a breach in their systems and internal 

investigations showed it originated from SolarWinds’ Orion platform. Orion is a platform used for 

remote monitoring and management of networks and as such requires access to its clients’ 

environments. Further investigation revealed that the Russian hackers group APT-29 (also known as 

Cozy Bear) gained access to the build process of Orion and was able to inject malicious code in new 

updates of the software [39]. Through these updates the group was able to infiltrate multiple valuable 

targets, for example Microsoft, Department of Homeland Security, and the Pentagon [40] (see more 

in Section 4.5). 

2.3. Existing research 
As CSC attacks become more prevalent and sophisticated ample research has been conducted and 

many initiatives have been taken to combat them. 

Already in 2014, the U.S. Department of Defense (DoD) created a catalogue in which each supply chain 

attack could be classified based on 12 attributes to correspond to one of 41 attack patterns. One major 

attribute is the attack type, which described four options of malicious insertion: hardware, software, 

firmware, and system information/data. Furthermore, they identified 20 different countermeasures 

which focuses on one of the four attack types and briefly describes what impact implementation 

would have [22]. 

In 2022, the European Union (EU) issued the NIS2 Directive as an update to the 2016 NIS1 Directive 

and in which supply chain security was explicitly mentioned [17]. NIS1 was issued to enhance cyber 

security for critical infrastructure and provide tools for member states and organizations to protect 

against cyber threats [16]. Though the directive required organizations to implement risk 

management that indirectly addressed third-party risks, it did not explicitly address supply chain 

attacks. After major incidents like SolarWinds [39], Kaseya [41] and NotPetya [42] the EU recognized 

the need for an update to deal with such incidents and provided specific assessments tools, reporting 

requirements, and stricter enforcement, specifically regarding CSC attacks. 

The incidents concerning CSC attacks mentioned earlier and the attack on the Colonial pipeline [43] 

was also the trigger for the White House to issue Executive Order (EO) 14028 in 2021 [18], which has 

the same intention as NIS1 and NIS2 to explicitly provide regulation and guidelines to tackle CSC 

attacks. The EO has seven key components to achieve that goal: 

1. Removing Barriers to Threat Information Sharing (section 2) – The federal government and 

private sector organizations need to enhance their collaboration and are both required to 

share information about threats and incidents. 
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2. Modernizing Federal Government Cybersecurity (section 3) – Federal agencies are to 

implement multi-factor authentication, encryption on data and communications, and zero-

trust architecture. Furthermore, agencies must adopt modern and secure cloud services.  

3. Enhancing Software Supply Chain Security (section 4) – Guidelines and standards are to be 

established by NIST to be used by IT organization in securing the IT supply chain. Furthermore, 

software suppliers need to provide a Software Bill of Materials (SBOM) to more easily identify 

components in their products. 

4. Establishing a Cyber Safety Review Board (section 5) – Significant cyber incidents are to be 

reviewed by a special board, composed of governments and private sectors experts, and make 

recommendations for the industry to be used. 

5. Standardizing Federal Government Incident Response (section 6) – Based on best practices 

from the industry regarding detection, response, and recovery from CSC attacks, a playbook 

is to be created to improve consistency and efficiency in cyber incidents response. 

6. Improving Detection of Cybersecurity Vulnerabilities and Incidents (section 7) – In addition to 

section 6, the federal government needs to implement Endpoint Detection and Response 

(EDR) tools to identify and mitigate threats. 

7. Improving Investigative and Remediation Capabilities – (section 8) – The federal government 

needs to improve logging of system activities to enable comprehensive investigations of 

incidents and retain those logs for extended periods. 

Following executive order 14028 , section 4, the National Institute of Standards and Technology (NIST) 

developed a comprehensive framework for Cyber Supply Chain Risk Management (C-SCRM), which 

provides a structured approach to “identifying, assessing, and mitigating risks within supply chains” 

[23]. C-SCRM builds on the generic NIST Cyber Security Framework (CSF) and uses both its functions 

(i.e. Identify, Protect, Detect, Respond, Recover, and Govern) as well as its tiers to indicate maturity 

(i.e. 1. Partial, 2. Risk Informed, 3. Repeatable, 4. Adaptive) [44]. Based on the six CSF functions, the 

framework suggests eight key practices to properly manage supply chain risks: 

1. Integrate C-SCRM Across the Organization 

2. Establish a Formal C-SCRM Program 

3. Know and Manage Critical Components and Suppliers 

4. Understand the Organization’s Supply Chain 

5. Closely Collaborate with Key Suppliers 

6. Include Key Suppliers in Resilience and Improvement Activities 

7. Assess and Monitor Throughout the Supplier Relationship 

8. Plan for the Full Life Cycle 

Simultaneously, professional organization also recognized the need to address the risk of CSC attack 

and started creating their own frameworks and initiatives. Microsoft already published a white paper 

in 2011 where it advocated that any supply chain security efforts must be risk-based, transparent, 

flexible, and reciprocal [25]. To assess any supply chains risks it uses one of two approaches: Standards 

Correlation and Business Process Modelling. Both have 6 phases of assessing risks: planning, discovery, 

assessment, development, validation, and implementation. The preferred approach is the Standard 

Correlations, where it uses mature standard and tends to be less resource intensive. If the standards 

are not available or not mature enough Microsoft uses the Business Process Model, where the supply 

chain process is properly detailed to help identify and process any risks and weaknesses in it [26]. 

In 2017 MITRE published their supply chain framework which focuses on four goals to defend against 

malicious parties [27]: 
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1. Reduce attacks 

2. Diminish success of attacks 

3. Gain and share information about attacks 

4. Recover from attacks 

To achieve these goals MITRE recognizes 5 possible phases. In the early phases (i.e.  Materiel Solutions 

Analysis and Technology Maturity & Risk Reduction) the emphasis lies on techniques like privilege 

restriction, segmentation, non-persistence, and deception to reduce opportunities for adversary 

reconnaissance and limit initial footholds. During the following phases (i.e. Engineering & 

Manufacturing Development and Production & Deployment) controls are expanded to include 

substantiated integrity checks, analytic monitoring, and unpredictability. These techniques help 

detect adversarial presence, prevent the introduction of malicious components, and gather 

intelligence that can be used to further harden defences. Finally in the last phase (i.e. Operations & 

Support Phase), with the system fully operational, defenders have fewer opportunities to prevent 

attacks from occurring. Instead, they focus on adaptive response, coordinated defence, and analytic 

and monitoring techniques. 

These frameworks are the subjects of the academic field as well. A survey on NIST’s C-SCRM 

framework was conducted, outlining the research initiatives since its creation as well as a detailed 

analysis of the results of a four-year research project on CSCRM [28]. Moreover, in 2022 an exploratory 

survey was conducted to appraise the differences in perception between organization with the same 

supply chain [29]. It showed that the focus of implementation the framework should be organized 

over the entire supply chain, ideally with key players taking the initiative to orchestrate the C-SCRM 

process while simultaneously increase the amount of information shared throughout the supply chain.  

One of the key elements in most framework is to accurately assess supply chain cyber risks. A new 

methodology, called MITIGATE, was proposed to analyse the risk level of the whole supply chain [30]. 

This methodology combines “publicly available information, well-defined mathematical approaches 

and best practices to automatically identify and assess vulnerabilities and potential threats of the 

involved cyber assets”. It requires a complete list of assets within the entire supply chain, a list of all 

potential attack paths within the chain, an estimation of zero-day vulnerabilities, and an evaluation of 

vulnerabilities on an individual, cumulative, and propagated level, to finally create an optimal 

mitigation strategy. 

To further automate the risk and threat analysis, efforts have been made to apply machine learning 

(ML) to the CSC attacks [31]. Using the Microsoft Malware Prediction dataset, it takes incidents reports 

and tactics, techniques, and procedures (TTP) as input to generate indicators of compromise (IoC) and 

vulnerabilities as output, trying out four different ML algorithms: Logistic Regression (LG), Support 

Vector Machine (SVM), Random Forest (RF), and Decision Tree (DT). It showed that Spyware and 

Ransomware, together with spear phishing are the most predictive threats in CSC. 

The predictiveness of CSC attacks is further supported by an empirical study of the most prominent 

CSC attacks and their characteristics [21]. Based on the Atlantic Council’s SSCA’s (i.e. CSC attacks) 

dataset, 7 samples from over 100 attacks are selected, manually inspected and its behaviours 

characterized.  Divided into three file classes, malware, benign, and Windows 10, binaries from a 

private industry partner’s dataset are matched to the selected samples on behaviours and assigned a 

conditional probability. It showed that “the presence of an SSCA behaviour within a binary indicates 

malware with 86-100% probability”. Furthermore, it showed that CSC attack behaviours have been 

available for 13-21 year prior to each attack, providing an opportunity for mitigation. 
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Finally, one research proposed their own classification of CSC attacks to assess the most effective 

countermeasures, based on three different categories [32]. It distinguishes between counterfeits (for 

both hardware and software), direct cyberattacks, and insider threats, which each have different 

issues. Counterfeiting involves to use of non-authentic or (in the case of an CSC attack) tampered 

components that jeopardize system performance and trustworthiness. Cyberattacks (e.g. malware, 

Distributed Denial of Service (DDoS) attacks, and data breaches) exploit system vulnerabilities, 

disrupting operations and causing significant damage. Meanwhile, insider threats come from 

individuals with authorized access who, intentionally or accidentally, reveal sensitive information or 

sabotage systems from within. 
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3. Methodology 

3.1. Methodology overview 
For this thesis the methodology begins with an analysis of several CSC attacks, selected by criteria 

outlined in Section 3.2. In this analysis for each attack we explain how the attack originated, what 

techniques were used, what level of complexity the attack had, and what the impact was on the target. 

Furthermore, the attacks are compared with each other using the MITRE ATT&CK framework [45] and 

highlighting the major differences by indicating what MITRE tactics and techniques were utilized. This 

analysis is used as a base for the proposed classification of CSC attacks to optimize counter measures. 

Using the proposed classification interviews were conducted with cyber security experts in a semi-

structured fashion and selected bases on the criteria outlined in Section 3.3. The interviews were used 

on one hand to cast a better light on the current situation in cyber space concerning CSC attacks, and 

on the other hand to assess the proposed classification, assign priorities to each category, and discuss 

effective counter measures for individual categories as well as CSC attacks as a whole. 

The data gathered from the interviews are used to optimize counter measure against CSC attacks using 

the proposed classification, improve said classification with suggestions from the experts, and finally, 

make recommendations which can be used by the cyber security community. 

3.2. Criteria for analysis 
For the selection of incidents to be analysed in chapter 4 we exclude incidents caused by human errors 

from the scope. Though the recent incident with CrowdStrike software [46] demonstrated such errors 

can have major impacts in the IT supply chain, our aim is to optimize counter measures against 

purposeful attacks, not human error. 

Developments are going fast in world of IT and organization need to keep up in order to defend 

themselves against cyber attacks. To make sure any recommendations based on the analysis attacks 

are not immediately outdated the attacks need to have happened in the last twelve years. This period 

also corresponds with the rise of CSC attacks, as mentioned in Section 1.2. 

Modern cyber supply chains are often global in nature and to provide companies insights in protecting 

against CSC attacks the focus should be on the international domain or at least applicable around the 

world. Local attacks are specific to local contexts (e.g. laws, infrastructure), which are not applicable 

for global solutions. 

Optimization of counter measures is only useful if the attacks are worth defending against. Selected 

attacks should have a high (potential) impact, which could be measured from an economical (i.e. at 

least 100.000 targeted users or $10.000.000 in damages), operational (i.e. significant disruption in 

critical or key sectors (e.g. energy, health, finance)), reputational (e.g. long lasting damage to the 

reputation, causing loss of customer trust, market share, or legal consequences) or compliance (i.e. 

compromise of sensitive, personal, or classified information) perspective. 

As the attacks are also analysed from a technical perspective trustworthy sources are required. Even 

if the impact suits all other criteria, it could happen that an incident for example has been classified 

or too recent to be researched yet to find proper sources. We consider sources like peer-reviewed 

journals, official government reports, reports from respected cybersecurity firms (e.g., FireEye, 

CrowdStrike, Symantec), and articles from media outlets with respected investigative reporting on 

cybersecurity matters (e.g., The New York Times, The Guardian, The Washington Post). 
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Finally, we exclude CSC attacks focused on hardware components from the scope of this thesis. 

Though these types of attacks are worth further investigation, counter measures tend to be quite 

different from software focused attacks making the scope too large considering the timeframe of this 

research. 

 

3.3. Criteria for interviewees and possible bias 
As the scope of this thesis is not limited to any specific field, experts from all sectors were eligible to 

participate in the interviews. However, the experts were required to have several years of experience 

in the field of cyber security and hold (or have held) a leadership role within their organization. An 

effort was made to talk to experts from both (semi-)government institutions and business, as well as 

from the consultancy, vendor and consumer domain.  

The first experts were selected based on the personal network of the author, who consequently 

recommended other experts in their respective networks. This could possible have led to experiences 

and perspectives with an emphasis on the Netherlands. 
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4. Analysis of notable CSC attacks 

4.1. Target 
The Target supply chain attack, revealed in late 2013, exploited vulnerabilities in a third-party vendor, 

Fazio Mechanical Services, to compromise Target’s network. Before the attack occurred, 

reconnaissance was done using open-source intelligence about suppliers [47]. Initial access was 

achieved when attackers deployed the Citadel Trojan via a phishing email to infiltrate Fazio's systems. 

Inside their systems, the attackers acquired Target-specific credentials and used them to upload a 

malicious executable to either Target's external billing system or business network [48]. Weak network 

segmentation within Target’s infrastructure facilitated lateral movement [49]. 

Once inside the Target systems, attackers deployed malware (BlackPOS/Kaptoxa) on Target’s Point of 

Sale (PoS) devices (e.g. card readers or terminals), enabling them to collect credit card numbers from 

transactions. Using the SMB (Server Message Block) protocol stolen data was transferred from PoS 

devices to be stored on internal FTP servers before final exfiltration [50]. 

Defence evasion techniques included string obfuscation, self-destructing code, data encryption, and 

limiting malware communication to business hours to blend in with normal activity. The customized 

malware also contained hardcoded IP addresses and credentials to evade detection [49]. 

Exfiltration of the stolen data was carried out using drop sites located in Miami and Brazil, ensuring a 

layered approach to avoid early detection [49], [51]. 

4.2. NotPetya 
The NotPetya ransomware attack emerged in 2017 and targeted organizations globally, causing 

widespread disruption by encrypting entire systems. Though it masqueraded as traditional 

ransomware, it lacked a reliable mechanism to issue decryption keys, suggesting its primary goal 

appeared to be destruction rather than financial gain [52]. The attack was attributed to the Russian 

hackers group Sandworm, which operates under the Russian Main Intelligence Directorate (GRU) [53]. 

The initial injection of NotPetya occurred through the compromise of the Ukrainian MeDoc accounting 

software, a widely used platform for tax-related operations. Adversaries injected malicious code into 

MeDoc updates, which after installation downloaded a file named perfc.dat to the C:\Windows 

directory of the targeted systems [42]. After gaining a foothold, NotPetya escalated privileges using 

the Windows API to gain administration rights over the infected system. This allowed the ransomware 

to execute system-wide changes and propagate in an automated manner to remote machines within 

the same network, utilizing tools like PsExec and Windows Management Instrumentation (WMI) [42], 

[54]. 

NotPetya leveraged EternalBlue and EternalRomance, two exploits originally developed by the U.S. 

National Security Agency (NSA) and later leaked by the Shadow Brokers group [55]. These exploits 

allowed attackers to deploy the DoublePulsar malware on victim systems, which served as the C&C-

centre for further malicious activities (Virsec, 2017). 

Once deployed, NotPetya encrypted the entire system, including the Master File Table (MFT), 

rendering the operating system inaccessible. The ransomware used RSA encryption, making 

decryption theoretically only possible with the private key. However, due to a faulty implementation 

of the Salsa20 cipher, it allowed both Petya and NotPetya targeted systems to be decrypted and the 

data to be recovered (Eschweiler, 2017). 
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4.3. CCleaner 
The CCleaner attack was a CSC attack targeting the widely used PC optimization tool, CCleaner, 

developed by Piriform (later acquired by Avast). It was discovered in September 2017 by Cisco Talos 

researchers using advanced exploit detection technologies. Adversaries infiltrated CCleaner’s build 

process and injected malicious code into legitimate versions of the software distributed to major 

clients [56]. 

The attackers gained access to the software’s build environment by exploiting vulnerabilities in its C++ 

runtime. Evidence of this infiltration includes a PDB (Program Database) file, an artifact of the 

compilation process, and the fact the malicious versions were signed using valid digital certificates 

issued to Piriform. Additionally, the IMAGE_DOS_HEADER in the malicious DLL was zeroed out to 

hinder reverse engineering [57]. 

The compromised CCleaner installer was distributed by legitimate servers and contained two 

malicious components: 

1. A Position-Independent Code (PIC) Portable Executable (PE) loader used to load DLLs into 

memory for execution 

2. A DLL file named CBkdr.dll, which contains the actual payload. 

The DLL executed multiple tasks. First it checked user privileges and would only continue with 

administrator rights. It would then retrieve system information, encoding it in Base64 to be send to 

the C&C server. If any data would return from the C&C-server it would story it in memory and execute 

it. Finally, after the infection was completed, it would setup Return-Oriented Programming (ROP) to 

clean up memory associated with both the PE loader and the DLL and then exit the thread. The 

complete process can be summarized with the diagram from [57]. 

 

Figure 2 - CCleaner malware process flow [57] 
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The malware connected to speccy[.]piriform[.]com, a legitimate Piriform platform. If no response was 

received, it used a Domain Generation Algorithm (DGA) to locate alternate C&C-servers. The C&C-

server verified traffic was from an infected system and delivered the actual payload, which was 

Base64-decoded, decrypted, and executed in memory before being deallocated. The delivery code 

also contained a list of specific domains which identified high-value targets. A notable clue was the 

use of the PRC time zone, possibly suggesting Chinese involvement, although this may have been a 

deliberate decoy [57]. 

4.4. Shadowpad 
The ShadowPad attack in 2017 involved a backdoor embedded within the legitimate code library 

nssock2.dll in software distributed by NetSarang, including tools like Xmanager, Xshell, Xftp, and Xlpd. 

Adversaries gained access to NetSarang’s download servers, either compromising the build process or 

replacing legitimate installers with modified versions containing the backdoor. It was discovered after 

one of the customers noticed “a suspicious DNS request coming from an installed software package 

on their own network” [58]. 

To avoid detection, the malicious software was signed with a valid digital certificate, giving it the 

appearance of legitimacy. Once installed on a target system, the malware communicated with C&C-

servers. Initially, it transmitted basic information such as the computer name, domain name, and 

usernames every eight hours. The backdoor remained dormant until it received a specific DNS TXT 

response from a designated C&C domain. These C&C domains were dynamically generated, changing 

based on the month and year. All data exchanged with the C&C server was encrypted using a 

proprietary algorithm and encoded into Latin characters to obfuscate its purpose [59], [60]. 

The malware included capabilities for lateral movement, allowing it to infect other hosts on the same 

network by exploiting existing vulnerabilities [58]. Once activated, the backdoor could download and 

execute arbitrary code from the C&C server or maintain a virtual file system (VFS) stored within the 

Windows Registry, enabling stealthy persistence on the compromised system [60]. 

4.5. SolarWinds 
The SolarWinds Orion attack was a supply chain attack between 2019 and 2020, where the Russian 

APT29, also known as Cozy Bear, infiltrated SolarWinds’ Orion platform and was able to inject 

malicious code into certificate signed updates [61]. The infiltration was first discovered by the security 

company FireEye [62]. It was attributed to the Russian hackers group Cozy Bear, which operates under 

the Russian Main Intelligence Directorate (GRU) [63]. 

Initial access was achieved after initial reconnaissance and eventually stealing authorized credentials 

from a third-party client that was using the platform [40]. Due to the nature of the platform abilities, 

where it has access and control over external networks to manage remotely, the attackers were able 

to gain access to major organization (e.g. Microsoft, Intel, Cisco) and government agencies (e.g. 

Infrastructure Security Agency, Department of Homeland Security, Department of the Treasury, 

Department of Justice, Pentagon) [40]. 

After gaining access to the platform the intruders managed to escalate their privilege by manipulating 

SAML tokens [64] and using those to extract legitimate credentials for lateral movement [39]. The 

main target was the build process where new updates of the platform were created and distributed 

to SolarWinds’ clients. By using a temporary file replacement technique the infiltrates managed to 

inject code during the build process, but before the signing process which meant that new updates 

(with malicious code) would seem legitimate by clients [39]. After control of the building process a 

small code fragment was injected first to see if it could get published without detection [40]. 
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Once the build process was infiltrated, the malware required a Command & Control (C&C) feature to 

continue communication after distribution to Orion’s clients with the C&C server. A DomainName 

Generation Algorithm (DGA) was utilized to communicate using varying DNS requests, based on the 

subdomain avsvmcloud[.]com [39]. If compromised or deemed not worthwhile the malware could be 

deactivated using a kill switch, executed by the C&C server by sending an IP address from a hardcoded 

list [40]. In fact, the malware had multiple modes that could be switched between using DNS A records: 

passive, active, disabled. In active mode, communication would follow the HTTP protocol [65]. 

To prevent detection from Orion or their clients the malware leveraged multiple defence evasion 

techniques. The code starts using existing Dynamic Link Libraries (DLL) in the platform, in particular 

SolarWinds.Orion.Core.BusinessLayer.dll, to communicate similar to legitimate Orion activity [39]. One 

of the first thing the DLL checks is if any anti-virus or detection services are active by comparing 

running services with hard-coded blocklists. If services are found, the code will either try to disable it 

in Windows Registry or deactivate itself [39]. Furthermore, any messaging done by the malware is 

DEFLATE compressed and then XOR-ed to obfuscate the meaning. Finally, hostnames used by the 

malware mimic the victim’s environment as close as possible, VPNs are utilized to use IP addresses 

from the victim’s country, existing utilities and scheduled tasks are used to execute malicious actions, 

and any backdoors were removed once legitimate remote access was achieved [39]. After recovery of 

the code of the malware, no sign of human artifacts were found that could point to “anything that a 

human might have inadvertently left behind as a clue” [62]. 

4.6. Shadowhammer 
The ShadowHammer attack was discovered in 2019 by Kaspersky using advanced supply-chain 

detection technologies. The CSC attack leveraged malicious updates to install a backdoor in targeted 

systems and was sophisticated in its execution and precision, targeting only devices with specific 

characteristics [66], [67]. The backdoor was an updated version of ShadowPad, a malware family 

previously identified in 2017 [67] (see also Section 4.4). 

The attackers likely gained initial access through the compromised CCleaner platform (see also Section 

4.3), as both attacks have many similarities and are likely executed by the same Chinese APT group 

BARIUM [68]. However, the injection for ShadowHammer was more sophisticated, targeting ASUS 

users through a malicious update tool called setup.exe, disguised as a legitimate executable [67]. This 

malicious file was based on an older version of ASUS’s update utility from 2015, suggesting that 

attackers did not access the build server directly but worked with previously obtained software [66]. 

The adversaries employed different samples of Shadowhammer over the course of the attacks. Older 

samples replaced the WinMain function with a harmful version implemented in shellcode. The 

executable was copied into heap memory and executed using hard-coded offsets and sizes. New 

samples used a more advanced approach, involving a small patch to a C Runtime (CRT) function. This 

shellcode copied encrypted data into memory, where it was XOR-decrypted to avoid detection [67]. 

ShadowHammer setup communication with a C&C server at asushotfix[.]com. Once connected, the 

malware fetched a second-stage payload, which often included the PlugX backdoor [67]. However, the 

C&C-server was already shut down in November 2018, before the attack was publicly discovered [66]. 
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Figure 3 - Target devices per vendor [67] 

The campaign’s execution was highly selective, targeting only 600 specific MAC addresses which were 

hardcoded stored in the malicious code (see Figure 3) [66], [67]. The attackers used compromised 

ASUS digital certificates issued by DigiCert SHA2 Assured ID Code Signing CA to authenticate the 

update files, providing an air of legitimacy. However, these certificates were also used to sign at least 

3,000 legitimate ASUS files, delaying the invalidation of the certificates by ASUS [67]. 

4.7. Kaseya 
The Kaseya ransomware attack in 2021 exploited vulnerabilities in Kaseya's Virtual System 

Administrator (VSA), a remote software management tool widely used by Managed Service Providers 

(MSPs) to manage customer systems, particularly for small organizations unable to do so themselves 

[41]. The vulnerability, identified as CVE-2021-30116, was discovered by the Dutch Institute for 

Vulnerability Disclosure (DIVD), which initiated a Coordinated Vulnerability Disclosure (CVD) process 

with Kaseya to develop a patch [41]. However, before the patch could be released, the Russian hacker 

group REvil exploited this vulnerability to gain unauthorized access to Kaseya VSA servers [69]. 

REvil claimed responsibility for the attack, which affected between 1,000 and 2,000 businesses. The 

group demanded a $70 million ransom from Kaseya in exchange for global decryption [70]. The 

ransomware was delivered through an automatic software update mechanism, inserting a malicious 

file named agent.crt into the Kaseya working directory as part of a hotfix update for Windows systems 

[71]. A synchronized PowerShell command was executed to load a malicious DLL into memory, 

encrypting data on the affected systems [72]. 

To evade detection, the attackers employed multiple defence evasion techniques, including disabling 

Windows Defender’s Real-Time Protection, masquerading the payload by appending random numbers 

to avoid hash-based detection, using Base64 encoding and decoding for malicious code snippets, 

removing the payload after execution, and signing the program with a valid certificate to appear 

legitimate [71]. 

4.8. 3CX 
The 3CX attack in 2023 involved a double supply chain compromise, targeting the 3CX Desktop App, a 

Voice over Internet Protocol (VoIP) application used for chat, video calls, and voice communications. 

Number of devices 
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The initial compromise vector was the X_Trader software from Trading Technology, which was in turn 

used to deliver a malicious version of the 3CX Desktop App [73]. The X_Trader installer, downloaded 

from its legitimate website, was malicious but signed with a valid certificate. However, it remains 

unclear why the X_Trader software was present on 3CX machines [74]. 

The execution of the malicious X_Trader installer involved running a setup.exe file that contained two 

trojanized DLLs and a begin executable. The executable side-loaded the DLLs, which decrypted and 

loaded a modular backdoor named VEILEDSIGNAL into memory. VEILEDSIGNAL supported commands 

for sending implant data, executing shell code, and self-termination. Additionally, a process injection 

module targeted browser processes (e.g., Chrome, Firefox, Edge) to inject a communications module 

that send encrypted data to the C&C server using AES-256 GCM [73]. 

The attackers moved laterally within 3CX's environment using the Fast Reverse Proxy project [75] and 

by harvesting credentials, eventually compromising both Windows and macOS build environments 

[73]. This enabled them to deliver a trojanized version of the 3CX Desktop App. The malicious 3CX 

Desktop App used a downloader named SUDDENICON, which retrieved C&C server information from 

encrypted icon files hosted on GitHub. The C&C server subsequently delivered ICONICSTEALER, a data 

miner designed to steal browser information [73]. 

The attackers’ infrastructure used the URL www.tradingtechnologies[.]com/trading/order-

management to facilitate C&C communications [73]. Analysis of the attack pointed to North Korean 

involvement, specifically attributing the attack to the Lazarus Group (a.k.a. APT38) due to the use of 

similar malware, like AppleJeus, in cryptocurrency theft operations [73], [76]. 

4.9. XZ backdoor 
The XZ backdoor attack was a CSC attack targeting the open-source XZ utils library, which was used in 

most Linux distributions. The backdoor was eventually discovered by Andres Freund, a Microsoft 

engineer, who identified performance anomalies in Debian systems linked to the SSH protocol [77]. 

The attack began with a social engineering campaign to gain developer access to the open-source 

project, starting in 2021. A user named JiaT75 (Jia Tan) created a GitHub account and authored 

multiple innocuous patches to establish themselves as a legitimate contributor [78]. In 2022, 

discussions initiated by users Jigar Kumar and Dennis Ens, who were not active in any other project 

discussions, pressured Lasse Collin, the original developer of the XZ project, to add Jia Tan as a 

developer [79]. By 2023, after gaining full trust, Tan merged their first commit, followed by changes 

to the testing infrastructure to obscure malicious content [80]. In March 2024, another account, Hans 

Jansen requested the inclusion of the compromised version in Debian. Its account was only one week 

old and didn’t show any activity in other projects. Its pull request was supported by anonymous, 

recently created accounts, further advancing the infiltration (Kaspersky, 2024a). 

The malicious version was executed by linking the XZ utilities library to the sshd process, a patched 

version of OpenSSH, leveraging systemd features (Kaspersky, 2024b). The malicious payload was 

distributed across two levels, a shell script and an object file, hidden within the build infrastructure 

and test data files (Kaspersky, 2024b). Once extracted, the malicious binary object hooked functions 

from the SSH library, enabling remote code execution (Leite & Belov, 2024). 

To evade detection, the attackers incorporated an anti-replay mechanism to prevent capture or 

hijacking of the backdoor, used steganography to hide a public key, and suppressed logs of 

unauthorized SSH connections (Leite & Belov, 2024).  
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4.10. Comparison of attacks 
To compare the complexity of the attacks in this Chapter, we use the MITRE ATT&CK framework to 

distinguish between the different tactics and techniques used [45]. The framework uses 14 different 

tactics (i.e. Reconnaissance, Resource Development, Initial Access, Execution, Persistence, Privilege 

Escalation, Defense Evasion, Credential Access, Discovery, Lateral Movement, Collection, Command 

and Control, Exfiltration, Impact) which can be further divided into numerous techniques. Not all 

tactics need to be used in an attack, just like not all techniques within a tactic are used. By 

characterizing the attack by their used MITRE ATT&CK techniques, we can more easily compare them 

and discuss the complexity. An overview of the comparison can be found in Table 1. 
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Collection Data from Local System v v v v v v v
Collection Data from Network Shared Drive v v v v v v v
Collection Data Staged: Remote Data Staging v v
Command and Control Application Layer Protocol: Web Protocols v v v v v v v
Command and Control Application Layer Protocol: DNS v v v
Command and Control Ingress Tool Transfer v v v v v
Command and Control Data Encoding: Standard Encoding v v v v v v
Command and Control Dynamic Resolution: Domain Generation Algorithms v v
Command and Control Encrypted Channel: Symmetric Cryptography v v v v v v v
Command and Control Hide Infrastructure v v v v v v
Credential Access OS Credential Dumping: LSASS Memory v
Credential Access Unsecured Credentials v
Credential Access Credentials from Password Stores v v
Credential Access Steal or Forge Authentication Certificates v v v
Defense Evasion Obfuscated Files or Information v v v v v v v v
Defense Evasion Masquerading v v v v v v
Defense Evasion Indicator Removal: Clear Windows Event Logs v
Defense Evasion Indicator Removal: Clear Linux or Mac System Logs v
Defense Evasion Indicator Removal: File Deletion v v v v
Defense Evasion Indicator Removal v v
Defense Evasion Deobfuscate/Decode Files or Information v v v v v v v v
Defense Evasion System Binary Proxy Execution: Rundll32 v v
Defense Evasion Subvert Trust Controls: Code Signing v v
Defense Evasion Impair Defenses: Disable or Modify Tools v v
Defense Evasion Impair Defenses: Disable or Modify System Firewall v v
Defense Evasion, Initial Access, Persistence, Privilege EscalationValid Accounts: Local Accounts v v v v v
Defense Evasion, Initial Access, Persistence, Privilege EscalationValid Accounts: Cloud Accounts v v v
Defense Evasion, Persistence, Privilege EscalationHijack Execution Flow: DLL Side-Loading v v v v v v v
Discovery Remote System Discovery v v v v v v
Discovery Process Discovery v v v
Discovery System Information Discovery v v v v v v v v
Discovery File and Directory Discovery v v v v v v v v v
Discovery Network Share Discovery v v v v v
Discovery Software Discovery: Security Software Discovery v v
Execution Windows Management Instrumentation v v
Execution Command and Scripting Interpreter: PowerShell v v v v v v
Execution Command and Scripting Interpreter: Unix Shell v
Execution System Services: Service Execution v v
Execution, Persistence, Privilege EscalationScheduled Task/Job: Scheduled Task v v
Exfiltration Exfiltration Over C2 Channel v v v v v v
Exfiltration Exfiltration Over Alternative Protocol v v
Impact Data Encrypted for Impact v v
Impact System Shutdown/Reboot v
Impact Loss of Productivity and Revenue v
Impact Financial Theft v v
Initial Access Exploit Public-Facing Application v v v v
Initial Access Supply Chain Compromise: Compromise Software Supply Chain v v v v v v v v v
Initial Access Trusted Relationship v v v v v v v v v
Initial Access, Persistence External Remote Services v v v
Initial Access Phishing: Spearphishing Link v
Lateral Movement Remote Services v
Lateral Movement Remote Services: SMB/Windows Admin Shares v v v
Lateral Movement Remote Services: Windows Remote Management v v
Lateral Movement Exploitation of Remote Services v v v
Lateral Movement Lateral Tool Transfer v
Reconnaissance Gather Victim Identity Information: Credentials v v
Resource Development Acquire Infrastructure: Domains v v v v v
Resource Development Develop Capabilities: Malware v v v v v v v v
Resource Development Obtain Capabilities: Digital Certificates v v v v v v
Resource Development Obtain Capabilities: Digital Certificates v v v v v v  

Table 1 - Analysis of MITRE ATT&CK techniques of the attacks 
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5. Proposed classification 
An Advanced Persistent Threat (APT) is a sophisticated, enduring cyberattack orchestrated by well-

resourced and highly skilled adversaries, often nation-states or sponsored by them. It was first 

described in the following manner [81]: 

• Advanced – “means the adversary can operate in the full spectrum of computer intrusion. 

They can use the most pedestrian publicly available exploit against a well-known vulnerability, 

or they can elevate their game to research new vulnerabilities and develop custom exploits, 

depending on the target’s posture.” 

• Persistent – “means the adversary is formally tasked to accomplish a mission. They are not 

opportunistic intruders. Like an intelligence unit, they receive directives and work to satisfy 

their masters. Persistent does not necessarily mean they need to constantly execute malicious 

code on victim computers. Rather, they maintain the level of interaction needed to execute 

their objectives.” 

• Threat – “means the adversary is not a piece of mindless code. The opposition is a threat 

because it is organized and funded and motivated. Some people speak of multiple “groups” 

consisting of dedicated “crews” with various missions.” 

In 2011 NIST came with the following definition [82]: 

“An adversary that possesses sophisticated levels of expertise and significant resources 

which allow it to create opportunities to achieve its objectives by using multiple attack 

vectors (e.g., cyber, physical, and deception). These objectives typically include 

establishing and extending footholds within the information technology infrastructure of 

the targeted organizations for purposes of exfiltrating information, undermining or 

impeding critical aspects of a mission, program, or organization; or positioning itself to 

carry out these objectives in the future. The advanced persistent threat:  

(i) pursues its objectives repeatedly over an extended period of time;  

(ii) adapts to defenders’ efforts to resist it; and  

(iii) is determined to maintain the level of interaction.” 

Extending on the above definitions of APT we can describe two categories of CSC attacks, with a 

summary of the characteristics of both shown in Table 2. 

5.1. APT attack 
An APT CSC attack can be described by a focus on long-term intelligence gathering, targeting critical 

infrastructure or confidential intellectual property. The attacks are elaborate and complex, often 

using zero-day vulnerabilities to infiltrate and defence evasion techniques to remain undetected for 

extended periods. For CSC attacks they often infiltrate the build process of software or hardware, 

injecting malicious code during development to eventually gain access to the target’s network. The 

victims are chosen with precision, often targeting specific organizations or industries, such as defence 

or government agencies. These attacks are typically carried out by nation-states (or sponsored by 

them), seeking to gain strategic or political advantage through stealthy infiltration. 

5.2. Opportunistic attack 
An opportunistic CSC attack can be described by a focus on blackmail or theft, using ransomware to 

lock systems or steal data for financial gain. These attacks are less concerned with stealth, instead 

relying on rapid deployment, either by encryption of critical data and subsequent ransom demands, 

or the sale of data on the black market. The method of infiltration in CSC attacks often involves 
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distributing a malicious copy of software through phishing campaigns. The attack vector is more 

"shotgun" in nature, as attackers typically target a wide range of organizations opportunistically. 

These attacks are executed for profit and tend to have less sophisticated tactics compared to high-

level attacks. 

Characteristic APT attack Opportunistic attack 

Goal Intelligence Profit 

Execution Stealth and long-term Visible and rapid 

Sophistication Complex Simple 

Infiltration Build process Malicious copy 

Target selection Focused Opportunistic 

Attacker type State (-sponsored) Criminal groups 
Table 2 - Type of CSC attacks 

It is important to note that an attack does not have to meet all characteristics to be classified as one 

of the attacks, but rather what profile fits best.  
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6. Analysis of interviews 

6.1. Considerations 
This chapter analyses the data gathered from the semi-structured interview sessions held with experts 

to investigate the optimization of counter measures against CSC attacks.  

Each interview consists of four parts. In the first part the expert introduces himself, details his 

experience in cyber security and describes known cases of CSC attacks and any trend they might 

observe. In this part the definition of a CSC attacks used for this thesis is also discussed. In the second 

part, the preferred controls against CSC attacks of the expert are being asked, as well as any challenges 

or concerns he sees for the future. In the third part, the focus shifts to the hypothesis of this thesis, 

i.e. the suggestion to distinguish between APT and opportunistic attacks regarding CSC attacks. The 

expert is asked to assess the different risk profiles and the potential differences in controls for both 

types. Finally, in the fourth and last part, the expert has the opportunity to share any final thoughts 

regarding CSC attacks and some practical matters are discussed as well. The full set of questions can 

be found in Appendix A. 

Due to the nature of semi-structured interviews, it was not always possible to get complete answers 

to all questions. The experts interviewed volunteered to participate and took time out of their work 

schedule in support of this thesis, often with time limitations. The variety of backgrounds from the 

experts resulted in the interviews having different focuses and the interviewees were encouraged to 

follow their own line of thought whenever this was possible. This also meant that for each interview 

some areas were less explored than others. 

Finally, as preparation the interviewees were only given the topic of the interview (i.e. cyber supply 

chain attacks) and how long the session would take (i.e. one hour). This was intentionally done to elicit 

spontaneous and unfiltered responses, which were used as a proxy for prioritization of controls 

against CSC attacks. Afterwards, the experts were given the opportunity to review their quotes used 

in this thesis and to decide how they would want to be referred to, regarding the level of anonymity. 

6.2. Interviews 

Introduction 
The background of the experts was, aside from cyber security, spread through multiple sectors (e.g. 

healthcare, construction, retail), represented both (semi-)government institutions and business, as 

well as the different domains in the supply chain: vendor, consumer, and consultancy. A full list of the 

interviewees can be found in Appendix B. 

All experts were familiar with CSC attacks and could name notable cases (e.g. Solarwinds, Target, 

Kaseya), where some even had experienced the attacks in their line of work. Almost exclusively did 

they acknowledge that the number of CSC attacks have risen, where Expert 7 revealed that the publicly 

known attacks are just the tip of the iceberg: 

“Attacks like XZ backdoor happen 10 times more often than you read in the newspaper.” 

However, Expert 6 does see global events like the war in Ukraine temporarily lowers the frequency of 

CSC attacks on the Netherlands, which now only happen occasionally, for example when the Dutch 

government mentions the war. Furthermore, though Expert 5 does not deny the increased frequency, 

he is not as concerned as most others: 
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“I have the view that CSC attacks are somewhat hyped. It gets a lot of attention, but 

impact is minimal. In practice, it involves only a limited number of cases, which is why it 

doesn't hold a very prominent position in our risk model.” 

Each expert also provided their own definition of the attack (see Appendix C) which always shared the 

most important characteristics with the definition used in this thesis. 

Controls and challenges 
The experts were then asked about their preferred controls against CSC attacks and though their 

answers are not necessarily exclusive due to the time limit, the spontaneous and unfiltered answers 

serve as a proxy to indicate prioritization. The controls are mapped against the controls mentioned in 

the NIST Supply Chain Risk Management Practices for Federal Information Systems and Organizations 

[23]. Table 3 shows the controls mentioned per expert and a full explanation of the controls can be 

found in Appendix D. 

Control Exp1 Exp2 Exp3 Exp4 Exp5 Exp6 Exp7 Exp8 Exp9 

Access Control v v v v v v v v v 

Awareness and Training 
  

v 
   

v 
  

Audit and Accountability v v v v v v v v v 

Security Assessment and Authorization v v v v v v v v v 

Configuration Management v v v v v v v v v 

Contingency Planning v 
  

v 
  

v v 
 

Identification and Authentication v v v v v v v v v 

Incident Response v v v 
 

v v v v v 

Maintenance v v v 
  

v v 
 

v 

Media Protection 
         

Physical and Environmental Protection 
  

v 
  

v v 
  

Planning 
 

v 
    

v 
  

Program Management 
      

v 
  

Personnel Security 
      

v 
  

Provenance v v 
    

v 
 

v 

Risk Assessment v v v v v v v v v 

System and Services Acquisition v v v v v v v v v 

System and Communications Protection 
   

v 
 

v v 
  

System and Information Integrity v v v 
  

v v 
 

V 

Table 3 - Answers from experts mapped to NIST controls 

Most controls were mentioned (almost) uniformly and were considered by many as “basic hygiene”. 

Several experts, including Expert 9, argued however that this does not mean this is properly 

implemented in many organizations:  

“Most organizations don’t have their basic hygiene measures in order, while they could 

prevent even semi-advanced CSC attacks.” 

Expert 7 adds to that: 

“In most software organizations security is seen as a secondary requirement.” 
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Expert 4 and 6 do see that new regulations, like the Baseline Informatiebeveiliging Overheid (BIO) [83] 

or NIS2 [17], have a positive impact on the implementation of basic cyber controls and raises the 

awareness for cyber security within organizations. 

One control that was considered important but challenging by all experts was vendor assessment 

during acquisition and to trust them to adhere to the agreements made. According to Expert 2 a 

balance must be found: 

“I believe that the measures [...] should be implemented as early as possible in the 

development process. When we bring something in-house [...], we start asking questions 

about the product and the supplier to determine whether, given its importance to our 

organization [...], the product’s level of maturity in terms of information security and the 

supplier’s maturity are proportionate. If these two are not aligned, you will need to take 

some additional measures [...] to ensure that the lack of maturity [...] does not become a 

risk to the rest of your organization. Because often, while the product may be lacking in 

terms of information security, it might still be a very good idea from a medical standpoint 

to bring it in-house.” 

Expert 7 deems it even necessary to adjust the contract to be able to make a proper assessment: 

“It is always very difficult to work with subcontractors [...] and we want to conduct an 

audit once every six months to check whether everything is still running as agreed. [...] But 

those people don’t like it at all [...], so these days we include auditing in the contract.” 

However, Expert 5 argues that even doing audits makes proper assessment difficult with the available 

tooling: 

“A major concern is that we still don’t have a standard to determine whether the tools you 

purchase are secure. It’s all frameworks and auditing methods, but you can see that it’s 

complicated. [...] I believe there is no independent assurance that truly assesses the 

effectiveness of the measures taken by the supplier.” 

He adds that ultimately, you still need to assume that a supplier could be hacked, and your 

organization needs to prepare for that. 

"The reliability of a partner plays a role [in acquisition], but you also see cases like 

SolarWinds and Microsoft, which are known as very reliable partners. To me, it’s more 

about the conceptual idea: you’re bringing in a tool that introduces additional 

vulnerabilities, regardless of the party. So, while the partner’s reliability does matter, it 

plays a smaller role than you might initially think, because even the big players have 

proven capable of making mistakes." 

Another often mentioned counter measure regarding vendor assessment was the need to gain insight 

in the products and services they supply. This could range from proper documentation of the 

behaviour of the provided software for establishing a monitoring baseline to a list of used components 

within the software, often called a Software Bill of Materials (SBOM). Expert 1 sees this as the starting 

point of your cyber security: 

“There is a difference between having insight and taking measures. [...] You can 

consciously choose to temporarily refrain from taking any measures, but you should 

perhaps choose to at least have that insight. [...] If you do eventually become the victim of 

a supply chain attack, you will already have the data. [...] Then you can at least respond 
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more quickly and thus minimize the consequence or impact of that supply chain attack, 

which you accepted as a risk.” 

Expert 3 observed that regarding IT supply chain people immediately think about IT, but that 

Operation Technology (OT) might be overlooked: 

“Everyone’s focus lays with IT, but OT might even be more complex. Though you implement 

roughly the same controls the priorities in OT are on safety (of people) and availability 

first. […] Better cyber security should therefore be demanded by the client, because if we 

are the only one to do it, we might lose our competitive edge.” 

And although the IT supply chain has had a lot of advantages for organizations, expert 8 also argues 

that is has its downsides: 

"The biggest concern I have [...] is the massive adoption of cloud technology, which has 

made the operational responsibility for cybersecurity extremely fragmented. It’s often 

unclear to people: [...] where does my responsibility for cybersecurity actually end? [...] 

You often see very polished contracts that state they will respond within a certain number 

of hours, [...] but when **** hits the fan, you find out that things are actually not as well 

organized as they seemed." 

There are so many aspects in the IT supply chain to deal with that the call for cooperation is slowly 

becoming larger. Expert 2 sees this happening in the healthcare sector: 

"I think that for a sector like healthcare, you really need to focus on forming partnerships. 

[...] We have the Z-Cert Foundation. They can organize things and are also working on 

issues like supplier management. This way, not every hospital will have to ask the same or 

slightly different questions to the supplier during contracting, but it can be handled 

collectively. I can easily imagine that you could do something similar for patching. [...] As 

an individual hospital, you’re simply not big enough to have that conversation with your 

supplier on equal footing." 

Expert 4 says he would like to see something similar happen on the level of local government: 

"You can imagine that there are many smaller municipalities with a part-time CISO who 

has to juggle a lot of responsibilities and has little time to stay fully up-to-date in the field. 

You need to support and assist them. It doesn’t help to overwhelm them with messages 

like ‘vulnerabilities have been found in this software’ [...] without also explaining [...] how 

they could mitigate it." 

Furthermore, even in the commercial sector efforts have been taken between competitors within 

their supply chain to cooperate, according to Expert 8: 

“I have seen a nice initiative within a sector where competitors created a circle of trust 

with each other to exchange valuable information to enhance their cyber security.”  

Finally, most experts are not mentioning awareness training as a potential control and expert 1 

even explicitly challenges it: 

"[Awareness training], I'm not in favour of that. That's very similar to the phishing advice 

that we give as techies. Ultimately, it's very difficult to know what's real and what's not. 

[..] That's actually relying on a human chain that's not built for that. [...] I notice that I'm 

very allergic to that." 



30 
 

Classification 
Most experts already distinguish CSC attacks based on the risk it would have for their organization, 

assessing the combination of likelihood and impact. Expert 9 looks at the techniques used, but also 

at the initial supplier targets: 

"You could divide it into technical terms: software [...], hardware [...] and access [...]. You 

could also make a distinction between the type of [suppliers] involved: software that is 

widely used, [...] or parties that have a particular kind of access [to the main target]. You 

could draw [CSC attacks] along the technical categorization lines, but also along the type 

of organization that can serve as a springboard." 

When introduced to the proposed classification from Chapter 5, the experts agree that it would 

be a useful distinction as the risk profiles for both types are quite different. Expert 1 believes it 

can motivate companies in their implementation of the controls: 

"That categorization is especially important to ensure companies not to throw in the towel. 

Because if you look at the number of measures that you can take [...] it quickly becomes a 

list of perhaps 20 or 30 measures. [...] Without such a categorization, you very quickly tend 

to take the measures that make the most sense based on gut feeling. But then it could very 

well be that you implement a measure that is super useful against an APT attack, but you 

may have two other measures that cover the foundation that you don't have in order at 

all." 

Several experts claim that every organization needs to defend against opportunistic attacks and that 

it differs per organization what additional risks you might have. Expert 3 needs to account for the risk 

of other nations trying to steal the intelligence embedded in their tender bids. Expert 4 remarks that 

within local government the responsibility for certain critical assets could invite APT attacks: 

"I even see that within the sector, where for example the municipality of Haarlemmermeer 

with a Schiphol [...] is a more interesting attack vector for those state-sponsored APTs than 

for example the municipality of Dijk & Waard. Or the municipality of Katwijk where the 

transatlantic cable reaches land: that is also a different risk profile." 

The profiles of your clients could introduce additional risks as well, argues Expert 6. For his own 

organization this is limited to possibly some NGO’s that could potentially be under scrutiny from 

certain regimes where they operate, but he has seen a substantial impact at another software 

company:  

"In theory, a state actor could always come and do something to us, but what would be 

their motive? […] Look at what happened to Visma in Finland, who at one point 

[facilitated] the procurement process and financial reporting of the Ministry of Defence. 

And then Visma was suddenly hacked, allegedly by a Russian or Chinese APT". 

However, when it comes to implementing controls against APT attack, many experts claim that the 

main difference is the maturity in which the same controls are implemented. Expert 5 describes it as 

follows: 

"The measures are essentially the same as far as I’m concerned […]. Where you might say 

for an opportunistic [attack] that you accept a certain risk, I believe that for APT you 

implement the same measures but much more strictly. […] The more critical the situation 
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becomes, the more strictly you apply those measures. […] If it can cause significant 

damage, then you also need to allocate more budget to implement measures." 

Expert 8 highlights the same point by explaining how he would implement controls if he needs to 

defend against APT attacks: 

"Then you're talking more about redundancy. […] If you must defend against an APT, you 

probably want two different vendors for the firewalls. […] If they have a zero day for 

vendor A, they can't immediately exploit that to get in, because they also must go through 

vendor B." 

However, there are some controls that would only be used when defending against APT attacks. 

Expert 6 would wipe mobile device from directors before any business travels, while expert 9 names 

air-gapping the network containing crucial assets: 

"For [opportunistic attacks], [an air-gapped network] is far too heavy, too costly, and too 

impractical a measure. But if you are talking about ASML’s crown jewels […] then I would 

consider using an air-gapped network. Significant costs are involved, but it may be worth 

it given the risks they face." 

Ideally, to guard against APT attacks one should develop code themselves as much as possible. But if 

you need to acquire external software, do not use open-source solutions, warns Expert 7: 

"It really makes a huge difference whether you use open source […] or whether you 

purchase something that you have custom-made, by a supplier with whom you have 

agreements and with whom you can also agree on the development process. […] Those 

are two completely different worlds." 

The experts also suggested some improvements to the characteristics in which both types of attacks 

are described. Several pointed out that opportunistic attacks are not limited to groups but could also 

be carried out by individuals. Furthermore, expert 3 named disruption as a potential goal for APT’s, 

while expert 4 was missing disinformation (especially during elections) for opportunistic attacks. 

Expert 8 even argued that with the rise of info stealers intelligence has become a goal of opportunistic 

attacks as well. 

Several experts felt that insider threats at suppliers should be considered a separate category as it fits 

in both an opportunistic and an APT attack but requires different type of controls. Expert 7 explains 

how as a supplier their organization deals with insider threats by implementing a secure development 

process: 

"You are very welcome to apply here, but you will notice that we have all kinds of 

procedures that prevent you from doing something on your own that would not be noticed 

by your colleague. Not that we use four eyes principle everywhere, but you cannot get 

away with making a change in a repository without someone else seeing or reviewing it." 

Conclusion 
All experts agreed they could use the classification between opportunistic and APT to optimize 

controls against CSC attacks. However, many argued that the difference is not always black and white. 

Expert 2 described the types more “as two ends of a spectrum”, rather than two distinct categories. 

Expert 7 remarks that recent development adds to this: 
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"These days you see bigger clubs that behave APT-like, […] that build entire frameworks 

of modular ransomware, where you can just place an order. […] Ransomware for hire is 

made by clubs that almost have APT potential in terms of capacity, money, time, 

resources. So the line is getting blurrier." 

Expert 9 comes with an additional insight regarding attacks conducted by state actors: 

“We don’t know much about state actors conducting these types of attacks [...], but 

what can serve as an indication is that the Dutch Intelligence and Security Services Act 

explicitly allows our intelligence and security agencies to gain access to actual targets 

“via automated systems of a third party”. [...] So, if this is permitted even for our Dutch 

agencies, which I believe must adhere to stricter requirements than those in China and 

Russia, you can assume that this is a widely recognized and employed tactic.” 
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7. Discussion 

7.1. Summary of the research 

Summary 
This research asked the question how to optimize counter measures against cyber supply chain attacks 

within the NIST framework. To answer this, data has been gathered by doing an analysis of notable 

CSC attacks and compare the characteristics of each attack using the MITRE ATT&CK framework. The 

analysis is then compared against an established distinction of APT and opportunistic attacks, which 

could be applied to CSC attacks as well. To confirm both hypotheses semi-structured interviews have 

been conducted with experts from the field of cyber security.  

Discussion structure 
This chapter starts with an interpretation of the findings produced by the analysis and the interviews. 

It then continues with highlighting the limitations of the research, either by the scope of the research, 

the biases in the methodology, or the constraints of reality. Following the limitations, the research 

question and its sub-questions are answered, after which recommendations are made for future 

research regarding counter measures for CSC attacks. 

7.2. Interpretation of findings 

Analysis of CSC attacks 
We found nine attacks that we could analyse and fitted the criteria for the analysis as described in 

Section 3.2: 

• The incidents were caused by malicious intent, not a human error. 

• The incidents happened in the last twelve years to keep any recommendations relevant for 

today. 

• The incidents were global in nature or could at least be happening anywhere in the world. 

• The incidents had a high impact, either economically, operationally, reputationally or 

regarding compliance. 

• The incidents have been researched by trustworthy sources. 

• The incidents did not include hardware tempering. 

The attacks were mapped on MITRE ATT&CK framework to indicate which techniques and tactics were 

used [45]. An overview of the comparison can be found in Section 4.10, Table 1. There are many 

similarities between the different attacks, which suggest that there are some basic techniques used in 

most CSC attacks. Obviously, Supply Chain Compromise is ticked, just like Trusted Relationship, as that 

is the scope of this research. For other techniques that most attacks share, a case can be made that 

these would be used in about any cyber attack, not just CSC attacks, e.g. Data collection from 

local/network system, Obfuscated Files or Information, File and Directory Discovery, Develop 

Capabilities: Malware, and Command and Scripting Interpreter: PowerShell/UnixShell. Some 

differences between the analysed attacks are more subtly: in several access is acquired by stealing 

credentials of legitimate users (e.g. Unsecured Credentials or Credentials from Password Stores) while 

for other attacks certificates are leveraged (e.g. Steal or Forge Authentication Certificates). Zooming 

in to the attacks NotPetya, Target, and 3CX, there are some noticeable differences compared to the 

other attacks. Firstly, less techniques are involved in the Command & Control tactic which could 

indicate that the attackers require less continuous communication with their malicious deployed code 

or are in general not concerned with keeping communication with their malware. A similar pattern is 

shown for the Defense evasion tactic which suggests that stealth was less required or at least not 

worth the extra effort. Finally, the same three attacks and Kaseya are the only attacks which have a 
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clear Impact technique marked. Most likely, the other attacks had intelligence gathering as goal which 

is not a technique in the MITRE ATT&CK framework as this goal is hard to assess in retrospect. In 

summary, the differences between the attacks mentioned are indicating a difference in stealth, 

sophistication and goal, which aligns with a classification of CSC attacks based on Advanced Persistent 

Threats [81]. 

Proposed classification 
Advanced Persistent Threats (APTs) are a special type of cyber threat that, as the name suggests, is 

more sophisticated and often reflects a long-term strategy on the attacker’s part. Traditionally, this 

label was used for direct threats or cyber attacks, as the concept of a CSC attack was still a novel 

concept when the term gained traction. However, as the MITRE ATT&CK mapping already indicated, 

it seems suitable for CSC attacks as well. 

In addition to the original characteristics of APTs, i.e. advanced, persistent, and a threat, the analysis 

of Chapter 4 leaves room to add a few extra characteristics that could make the term more concrete 

and applicable for CSC attacks. Firstly, the intent or goal of the hackers could be an attribute as they 

seem to differ per attack. For example, SolarWinds, Shadowhammer, and Shadowpad were most likely 

executed for intelligence gathering, as it was suspected that the malware was present well before the 

discovery but didn’t have any other impact. However, the attacks that were lacking stealth and 

sophistication in the MITRE ATT&CK mapping (Target, NotPetya, and 3CX) also had a different goal, 

i.e. financial gain, either through ransomware or theft. Furthermore, NotPetya, Target, and Kaseya 

are also one of the few attacks where the hackers did not infiltrate the build process or leveraged a 

legitimate certificate to sign the malicious package. Additionally, Target, NotPetya, Kaseya, and 3CX, 

are attacks where the adversaries did not seem to focus on a predefined target but rather try to target 

any victim that was vulnerable. Finally, Target and Kaseya, are the only attacks that have not been 

attributed to a state-sponsored group, aside from the XZ backdoor incident which has not been 

attributed to any group yet.  

Table 4 - Analysed attacks mapped on proposed classification 

In summary, the added characteristics, goal, infiltration, target selection, and attacker type have 

considerable overlap with the classical definition of APTs when mapped on the analysed attacks and 

are useful in make the APT category more distinct. A complete overview of the mapping of the 

analysed attacks to the proposed classification can be found in Table 4. Based on this table there are 

four attacks that can clearly be categorized as an APT attack: CCleaner, ShadowPad, SolarWinds, and 

Shadowhammer. For the opportunistic attacks there are three clear nominees: Target, NotPetya, and 

Kaseya. 3CX is an interesting case as it has characteristics that could fit both attacks. On one hand it is 

described as a complex, state-sponsored attack where they managed to infiltrate the build process, on 

the other hand it was also a highly visible, profitable attack where any organization with the 

vulnerability was targeted. The fact that this has been a recent attack (2023) might be an indication 

that the distinction between both attacks could become blurrier in the future. Finally, there is the XZ 

backdoor attack which has obvious signs that it can be considered an APT attack, especially considering 

Incident Goal Execution Sophistication Infiltration Target selection Attacker type 

Target Profit Visible Simple Credentials Opportunistic Criminal group 

NotPetya Profit Visible Simple Malicious copy Opportunistic State-sponsored 

CCleaner Intelligence Stealth Complex Build Focused State-sponsored 

ShadowPad Intelligence Stealth Complex Signed Focused State-sponsored 

SolarWinds Intelligence Stealth Complex Build Focused State-sponsored 

Shadowhammer Intelligence Stealth Complex Signed Focused State-sponsored 

Kaseya Profit Visible Complex Malicious copy Opportunistic Criminal group 

3CX Profit Visible Complex Build Opportunistic State-sponsored 

XZ backdoor Unknown Stealth Complex Build Unknown Unknown 
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the fact the hacking was done in plain sight targeting an open-source library. However, there are still 

many unknows, mainly because the exploit was discovered before it was distributed properly. 

Interviews 
For this research nine experts in the cyber security field were interviewed in a semi-structured fashion, 

where they answered questions about their experiences with CSC attacks and shared their insights 

concerning optimizing controls against CSC attacks. 

Almost all experts agreed with the trend described in Section 1.2 and saw the number of CSC attacks 

increase over the last years, with some mentioning the publicly known attacks are only “the tip of the 

iceberg”. However, some remarks were made that CSC attacks are getting hyped in comparison to 

regular cyber attacks, which is felt to still be the bigger threat at the moment, and that the focus of 

the attacks are dependent on the current geopolitical landscape (for example, the war in Ukraine). 

When asked about the implementation of controls against CSC attacks there was quite an agreement 

on which controls to use (see Table 3). Often the first control mentioned was the assessment of the 

suppliers and what techniques or frameworks could be used to achieve this. However, many experts 

acknowledged that suppliers being compromised cannot always be prevented and that organization 

itself should also take internal measures to tackle CSC threats. These controls should be implemented 

regardless of the attack vector (via supply chain or directly) and are regarded as “basic hygiene”, the 

minimum an organization should do. 

Comparing the controls mentioned by the experts to those listed in the NIST framework, there was a 

focus on the more technical controls, leaving a clear gap in what can be described as “soft” controls, 

i.e. with a focus on people and processes. Program Management and Planning was hardly mentioned, 

same as Awareness training which in one case was even discouraged. Most experts did not explicitly 

mention Personnel security, either in the form of background checks or hiring requirements, though 

insider threats was mentioned as a major concern. Interestingly, even though the focus was on 

technology, one of the more technical controls, Media protection (a.k.a. encryption at rest) was never 

mentioned at all. 

Major concerns were mostly focused on the assessment of the suppliers, both during acquisition and 

collaboration. The experts suggested several ways to tackle this, e.g. requiring a list of components 

used in the acquired software (i.e. SBOM), proper documentation about the network behaviour of the 

software to establish a baseline for monitoring, using contracts and audits to formalize agreements in 

the way of working. However, all these measures require the cooperation, honesty and transparency 

of the supplier which is not always within the control of the organization. 

Furthermore, with the increased sophistication of CSC attacks and the concept of Ransomware as a 

Service (RaaS), it becomes more difficult to defend against the whole spectrum of threats. Cooperation 

between organization could save time and resources, especially for smaller organization with a part-

time CISO, but though some initiatives have already been taken there is still much to gain in this area.  

The proposed classification, as described in Chapter 5, resonated with all experts and supports the risk 

management approach most experts use themselves. Organizations should implement the earlier 

mentioned “basic hygiene” measures to at least defend against opportunistic attacks and implement 

further controls depending on the risks the organization faces, either due to the assets controlled or 

the clients in their portfolio. Key in making this decision is a cost-benefit analysis to determine whether 

controls are proportional to the risks faced. Several experts admitted they regard APT attacks as an 

accepted risks and argued that implementing extra controls would not help if a state actor was 

targeting them. Only a few organizations need to account for such attacks, and they either have high 
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valuable assets or intelligence (e.g. ASML) or work for organizations that demand security against 

them (e.g. Ministry of Defence). 

However, the characteristics used for the classification could use some improvements. Firstly, the 

classification failed to mention individuals as a potential attacker. Secondly, the goal of an attack is 

not as black and white as is suggested in the description. Disruption and disinformation are for 

example not mentioned (though disruption might be a more suitable goal for the NotPetya attack) 

and intelligence in the form of data can be the goal of an attack as well. However, in opportunistic 

attacks intelligence is often sold for money, making profit the end goal after all, while for APT attacks 

the intelligence is used for long-term strategy. The description of the goal should take these nuances 

in account or, if this complicates the application of the classification too much, the characteristic 

should not be used. Finally, insider threats are not considered in this classification, even though this 

type of attack requires different counter measures than the attacks analysed in this research. 

Instead of using opportunistic and APT attacks as two distinct categories, they should be used as two 

ends of the same spectrum as the main difference in controls is the maturity in which they are 

implemented. This approach helps in assessing cases like the earlier mentioned 3CX case and allows 

for easier adjustments in assessing characteristics like sophistication, which evolves over time as the 

quality of both malware and controls improve. 

Limitations 
For the scope of this research criteria were set to only allow for attacks that could benefit the research 

question. One of the criteria was the necessity of attacks happening on the global scene so the lessons 

learned can be applied to organization around the world. However, due to this scoping there is a slight 

bias towards APT attacks as they tend to have a further reach than opportunistic attacks. It would be 

interesting to research any local attacks as well and challenge the assumption they are not applicable 

for other regions. 

In the analysis of the selected CSC attacks a comparison was made based on the MITRE ATT&CK 

framework, which has the advantage of having an extensive catalogue of techniques to select from 

and deduce the tactics used. However, there are multiple limitations with the framework, particularly 

for this research. First, there is no mention of intent or motivation and goals like intelligence cannot 

be mapped. Second, there is no option to attribute attacks to known groups, which is useful in the 

proposed classification. Third, the downside of using a fixed catalogue is any new techniques might be 

missed, especially in a rapid evolving field like CSC attacks. Fourth, the level of sophistication (e.g. use 

of zero-days) is difficult to assess, which is one of the classical characteristics of an APT attack.  

Furthermore, the research relies on semi-structured interviews with experts in the cyber security field 

and in the interviews, experts were asked about their experiences with CSC attacks, in particular APT. 

Several experts admitted they had little to no firsthand experiences and relied on notable cases, while 

the ones who hinted they had could not always be as open as the author would like. Efforts were made 

to interview experts from the intelligence services and military, but these were not successful due to 

the limitations of the author’s network and the discretion involved in those fields.  

Finally, the interviews were conducted with time limitations as the experts took time from their work 

to contribute to this research. Ideally, a prioritization of all possible NIST controls would be asked for 

both opportunistic and APT attacks, but instead the experts’ own suggestions against CSC attacks in 

general were used as a proxy for prioritization.  

7.3. Answering the research question 
To answer the research question, the sub questions should be answered first. 
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What are the most impactful supply chain attacks? 

The following attacks were found, matching the criteria proposed in Section 3.2: 

• Target (2013) 

• NotPetya (2017) 

• CCIeaner (2017) 

• Shadowpad (2017) 

• SolarWinds (2019)  

• Shadowhammer (2019) 

• Kaseya (2021) 

• 3CX (2023) 

• XZ backdoor (2024) 

How can we classify these attacks? 

A distinction between opportunistic and APT attacks is a useful classification. Classically, APT attacks 

are described as more advanced and persistent. Based on the analysis in Chapter 4 additional 

characteristics could improve the classification, describing a CSC attack using six attributes: goal, 

execution, sophistication, infiltration, target selection, and attacker type. Opportunistic and APT 

attacks are two ends of the same spectrum and the more attributes an attack shares with one, the 

more it can be classified as such. This allows to adjust for any new developments in the field as well. 

What priority should be given to countermeasures per classification type? 

Many controls used against opportunistic attacks are also implemented for APT attacks, the main 

difference is the maturity of the implementation, which depends on the risk faced by an organization 

regarding APT attacks and is influenced by the assets controlled or the clients in their portfolio. Any 

resources spend on implementing should be in proportion to the risks. In addition to these measures, 

there are some controls that would only be considered against APT attacks, e.g. air-gapped networks. 

With the sub questions answered, the main research questions can be answered as well: 

How can we optimize countermeasures for large-scale supply chains attacks within the 

NIST framework? 

Based on notable CSC attacks it is useful to classify attacks and plot them on a spectrum, with 

opportunistic and APT attacks on both ends. The distinction between those two categories can be 

described using six characteristics: goal, execution, sophistication, infiltration, target selection, and 

attacker type. The controls implemented against both categories are in principle the same but differ 

in maturity. Each organization should assess the risk of being attacked by an APT attack and spend the 

number of resources proportionate to the risks faced. 

7.4. Recommendations for future research 
This thesis has identified several opportunities for future research regarding CSC attacks.  

First, it would be interesting to investigate hardware CSC attacks as this has been out of scope for this 

research but pose a risk for many organizations. The same case can be made for insider threats as 

both categories differ significantly from software CSC attacks, regarding processes, controls, and 

potential targets. 

The analysis of the selected CSC attacks was based on the MITRE ATT&CK framework which has some 

limitations (see also Section 7.2). The same analysis could be done but then applied to the Unified Kill 
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Chain, which uses phases similar to the tactics of MITRE but adds Objectives as an attack phase which 

can be used to assess the goal [84]. Additionally, the National Vulnerability Database (NVD) from NIST 

could be used to assess the severity of the attacks [85]. 

As mentioned in Section 7.2 due to time limitations the expert’s own suggestions was used as a proxy 

for prioritizing controls against CSC attacks. A full assessment of the NIST controls applied to 

organizations with both a low and high risk for APT attacks could give additional insights in the 

implementation of the controls. 

Finally, the attacks analysed in this research are focusing on IT, but it would be interesting to see the 

likelihood and impact of CSC attacks on Operation Technology (OT). On one hand OT networks tend 

to be more decentralized disconnected from the Internet, on the other hand are the assets in the 

network considered high-value targets. 
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8. Conclusion 
The recent rise of cyber supply chain (CSC) attacks highlights the vulnerabilities inherent in today’s 

interconnected IT ecosystems. This thesis explored the question of optimizing countermeasures for 

large-scale CSC attacks within the NIST framework, proposing a classification to distinguish attacks as 

either opportunistic or advanced persistent threats (APTs). Through analysis of notable CSC attacks 

and insights gathered from cybersecurity experts, this research provides contributions and 

suggestions to the field of supply chain cybersecurity. 

Opportunistic attacks can often be mitigated through robust “basic hygiene” measures. In contrast, 

defending against APT attacks requires heightened control maturity and resource investment, 

particularly for organizations managing high-value assets or clients. The classification proposed in this 

thesis, detailing six distinct characteristics (goal, execution, sophistication, infiltration, target selection, 

and attacker type), serves as a practical framework for organizations to assess risk and allocate 

resources effectively. As the line between opportunistic and APT attacks continues to blur, the 

framework outlined here offers cybersecurity practitioners a flexible tool to adapt to an increasingly 

complex threat environment.  
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10. Appendices 

A. Interview questions 

Introduction (5-10 min) 

• Do you mind if I record the interview? 

• What is your role within your company? 

• Are you familiar with the concept of cyber supply chain attacks? 

o Provide own definition of CSC attacks, to be used in the rest of the interview. 

• If so, what are your experiences with CSC attacks? 

• If so, how prevalent are CSC attacks in your sector? 

Controls (15-20 min) 

• What counter control do you (or would you) implement against CSC attacks?  

• Do you have any concerns regarding these counter measures? If so, elaborate please. 

Classification (15-20 min) 

• Do you use any categorization for type of CSC attacks within your company?  

o Introduction of proposed classification (provide example scenarios) 

• Do you see a difference in risk between these types of classifications, regarding your 

company? 

• Would you implement different or similar counter measures for both types? 

• Would you make changes to the classification proposed? 

Conclusion (5-10 min) 

• Is there anything else you would like to add about cyber supply chain attacks or effective 

countermeasures? 

• Who else do you think I should talk to? 

• How do you want to be referred to in the paper? 

• Do you want a copy of the thesis once it is completed? 

B. List of interviews 
ID Date Title Sector 

Exp1 24-09-2024 Research & Innovation Lead Cyber consultancy 

Exp2 03-10-2024 CISO Healthcare 

Exp3 04-10-2024 CISO Construction 

Exp4 11-10-2024 CISO Local government 

Exp5 18-10-2024 CISO Retail 

Exp6 18-10-2024 CISO Software development 

Exp7 18-10-2024 Principal Architect Government and military 

Exp8 28-10-2024 Cyber security consultant Cyber consultancy 

Exp9 01-11-2024 CTO Cyber consultancy 

 

C. List of definitions for CSC attacks 
ID Definition 

Exp1 The piggybacking on or modification of legitimate software, ultimately performing 
actions that were not originally part of the legitimate software. 

Exp2 A cyber attack that is not directly targeted at the ultimate victim but instead infiltrates 
through a supplier of the victim, eventually causing damage to the victim. 
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Exp3 Attacks that do not originate from us but occur within our IT chain, where the attacker 
exploits our trusted relationship with our partners. 

Exp4 A supply chain attack is a cyber attack in which something happens within our supply 
chain that reflects on us, causing us to experience issues, for example availability issues. 

Exp5 A cyber attack in which your organization experiences impact or damage as a result of an 
attack on one of the parties in your supply chain. 

Exp6 Hackers trying to breach suppliers in order to gain access to the networks of the target 
companies and causing (financial) damage 

Exp7 Cyber attack on a supplier in the supply chain of the actual target 

Exp8 Malicious actions happening in the cyber space supply chain of the intended target 
company 

Exp9 Attacks in which access, software, or hardware from another organization is used as a 
springboard to gain access to the actual targets. 

 

D. List of NIST security controls 
Security controls 

Access Control 
• Ensures that access to systems, data, and services is limited to authorized personnel only. 
• Includes controlling access to supplier systems and managing identity and credentials for both 

internal and external entities. 
Awareness and Training 

• Focuses on ensuring that personnel are properly trained to recognize and manage supply 
chain risks. 

• Training employees and contractors to identify and mitigate risks related to third-party 
products, services, and software. 

Audit and Accountability 
• Involves tracking and auditing supply chain-related activities. 
• Provides mechanisms for reviewing and auditing supplier activities, software updates, and 

hardware deliveries. 
Security Assessment and Authorization 

• Focuses on assessing and authorizing systems and suppliers to operate within certain security 
parameters. 

• Continuous monitoring and reviewing of supplier contracts, products, and services to ensure 
they meet organizational standards. 

Configuration Management 
• Involves maintaining configurations for systems and software within the supply chain. 
• Ensures that the products or services supplied adhere to secure configuration baselines. 

Contingency Planning 
• Plans and prepares for the possibility of a supply chain failure or compromise. 
• Includes backup plans, business continuity strategies, and alternative suppliers or services. 

Identification and Authentication 
• Ensures that suppliers and supply chain partners are authenticated and that proper identity 

management practices are in place. 
• Requires multi-factor authentication for access to critical systems that could affect the supply 

chain. 
Incident Response 

• Establishes protocols for managing supply chain-related incidents, including communication, 
containment, and recovery strategies. 

• Requires coordination with external suppliers and service providers to address incidents. 
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Maintenance 
• Governs the maintenance of systems and services obtained from third parties. 
• Ensures proper updates and patching processes are followed in the supply chain to reduce 

vulnerabilities. 
Media Protection 

• Controls the protection of data storage media, especially in relation to supply chain processes 
such as hardware handling. 

• Focuses on the secure transportation and storage of media and the destruction of sensitive 
data when no longer needed. 

Physical and Environmental Protection 
• Ensures that physical security controls are in place at supplier locations, especially for critical 

hardware or software components. 
• Includes facility access control and environmental protections for critical supply chain assets.  

Planning 
• Involves planning for supply chain security in all stages of the product lifecycle. 
• Requires documentation and proactive strategies for managing supply chain risks over time.  

Program Management 
• Relates to the overarching management of supply chain security programs within the 

organization. 
• Emphasizes leadership involvement and strategic coordination across various departments to 

address supply chain risks.  
Personnel Security 

• Focuses on ensuring the security and trustworthiness of personnel involved in supply chain 
activities. 

• Includes background checks for personnel who have access to sensitive supply chain systems 
and information. 

Provenance 
• Tracks origin, history, and integrity of hardware and software components throughout the 

supply chain. 
• Ensures transparency and traceability through chain of custody and authentication of 

providers to prevent tampering or counterfeit components.  
Risk Assessment 

• Involves the identification, assessment, and prioritization of risks associated with the supply 
chain. 

• Provides mechanisms for evaluating the security practices of suppliers and third-party 
vendors.  

System and Services Acquisition 
• Controls the processes for acquiring and managing third-party systems and services. 
• Ensures that security requirements are included in contracts with suppliers and that secure 

development practices are followed. 
System and Communications Protection 

• Focuses on protecting the data shared between organizations and their suppliers. 
• Ensures that secure communication channels are used and that sensitive data is encrypted 

during transmission and storage.  
System and Information Integrity 

• Ensures the integrity of information and systems provided by or dependent on the supply 
chain. 

• Includes vulnerability management and patching processes for third-party software and 
hardware.  

 


